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a b s t r a c t

In this paper we present an improved model for line and edge detection in cortical area V1. This model is
based on responses of simple and complex cells, and it is multi-scale with no free parameters. We illus-
trate the use of the multi-scale line/edge representation in different processes: visual reconstruction or
brightness perception, automatic scale selection and object segregation. A two-level object categoriza-
tion scenario is tested in which pre-categorization is based on coarse scales only and final categorization
on coarse plus fine scales. We also present a multi-scale object and face recognition model. Processing
schemes are discussed in the framework of a complete cortical architecture. The fact that brightness per-
ception and object recognition may be based on the same symbolic image representation is an indication
that the entire (visual) cortex is involved in consciousness.

© 2008 Elsevier Ireland Ltd. All rights reserved.

1. Introduction

The visual cortex detects and recognizes objects by means of the
ventral “what” and dorsal “where” subsystems. The “bandwidth”
of these systems is limited: only one object can be attended at any
time (Rensink, 2000). In a current model by Deco and Rolls (2004)
the ventral what system receives input from area V1 which pro-
ceeds through V2 and V4 to IT (inferior temporal cortex). The dorsal
where system connects V1 and V2 through MT (medial temporal) to
area PP (posterior parietal). Both systems are controlled, top-down,
by attention and short-term memory with object representations in
PF (prefrontal) cortex, i.e., a what component from PF46v to IT and
a where component from PF46d to PP. The bottom-up (visual input
code) and top-down (expected object and position) data streams
are necessary for obtaining size, rotation and translation invariance,
assuming that object views are normalized in visual memory.

Signal propagation from the retinas through the LGN (lateral
geniculate nucleus) and areas V1, V2 etc., including feature extrac-
tions in V1 and groupings in higher areas, takes time. Object
recognition is achieved in 150–200 ms and category-specific acti-
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vation of PF cortex starts after about 100 ms (Bar, 2004). In addition,
IT cortex first receives coarse-scale information and later fine-scale
information. Apparently, one very brief glance is sufficient for the
system to develop a gist of the contents from an image (Oliva and
Torralba, 2006). This implies that some information propagates
very rapidly and directly to “attention” in PF cortex in order to
pre-select possible object-group templates and positions that then
propagate down the what and where systems. This process we call
object categorization, which cannot be obtained by the CBF (Cate-
gorical Basis Functions) model by Riesenhuber and Poggio (2000)
because categorization (e.g. a cat) is obtained by grouping outputs
of identification cells (cat-1, cat-2, cat-3). In other words, catego-
rization would be obtained after recognition. In contrast, the LF
(Low Frequency) model (Oliva et al., 2003; Bar, 2004) assumes that
categorization is obtained before recognition: low-frequency infor-
mation that passes directly from V1/V2 to PF cortex, although the LF
information actually proposed consists of lowpass-filtered images,
but not of e.g. outputs of simple and complex cells in V1 which are
tuned to low spatial frequencies. The latter option will be explored
in this paper.

After object categorization on the basis of coarse-scale informa-
tion has narrowed the set of objects to be tested, the recognition
process can start by also applying fine-scale information. We will
focus on how such processes can be embedded in the architec-
ture referred to above, with special focus on face recognition.
Despite the impressive number and variety of computer-vision
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methods devised for faces and facial landmarks, see e.g. Yang et
al. (2002), we show that very promising results with a cortical
model can be obtained, even in the case of some classical complica-
tions involving changes of pose (frontal vs. 3/4), facial expression,
some lighting and noise conditions, and the wearing of specta-
cles.

In computer vision there exists a vast literature, from basic
feature extraction to object segregation, categorization and recog-
nition, and from image reconstruction (coding and decoding) to
scale stabilization to disparity, but much less in biological vision.
We therefore continue with a very brief summary of approaches
related to this paper, with special focus on biological methods.

In addition to a few general overviews, see e.g. Hubel (1995),
Bruce et al. (2000), Rasche (2005) and Miikkulainen et al. (2005),
there also are detailed and quantitative models of simple and com-
plex cells (Heitger et al., 1992; Petkov and Kruizinga, 1997), plus
various models for inhibitions (Heitger et al., 1992; Petkov et al.,
1993b; Barth et al., 1998; Rodrigues and du Buf, 2006a), edge
detection (Smith and Brady, 1997; Elder and Zucker, 1998; Kovesi.,
1999; Grigorescu et al., 2003) and combined line and edge detec-
tion (Verbeek and van Vliet, 1992; van Deemter and du Buf, 2000;
Rodrigues and du Buf, 2004, 2006a). Other models address saliency
maps and Focus-of-Attention (Itti and Koch, 2001; Parkhurst et
al., 2002; Deco and Rolls, 2004; Rodrigues and du Buf, 2006d),
figure-ground segregation (Heitger and von der Heydt, 1993; Hupe
et al., 2001; Zhaoping, 2003; Rodrigues and du Buf, 2006a) and
object categorization (Riesenhuber and Poggio, 2000; Leibe and
Schiele, 2003; Csurka et al., 2004; Rodrigues and du Buf, 2006a).
Concerning faces, various approaches have been proposed, from
detecting faces and facial landmarks to the influence of different
factors such as race, gender and age (Delorme and Thorpe, 2001;
Yang et al., 2002; Ban et al., 2003; Rodrigues and du Buf, 2005b),
including final face recognition (Kruizinga and Petkov, 1995; Zhao
et al., 2003; Rodrigues and du Buf, 2006c, d). Yet other models
have been devised for disparity (Fleet et al., 1991; Ohzawa et al.,
1997; Qian, 1997; Rodrigues and du Buf, 2004), automatic scale
selection (Lindeberg, 1994), visual reconstruction (Rodrigues and
du Buf, 2006b) and brightness perception (du Buf, 2001). In this
paper we show that one basic process, namely line and edge detec-
tion in V1 (and possibly V2), can be linked to most if not all the
topics mentioned above, even to consciousness. We present an
improved scheme for multi-scale line/edge extraction in V1, which
is truly multi-scale with no free parameters. We illustrate the
line/edge interpretation (coding and representation) for automatic
scale selection and explore the importance of this interpretation
in object reconstruction, segregation, categorization and recogni-
tion. Since experiments with possible Low-Frequency models based
on lowpass-filtered images, following Bar (2004), gave rather dis-
appointing results, which is due to smeared blobs of objects that
lack any structure, we propose that categorization is based on
coarse-scale line/edge coding, and that recognition involves all
scales. Processing schemes are discussed in the framework of a
complete cortical architecture. We emphasize that the multi-scale
keypoint information also extracted in V1, which was shown to be
very important for detection of facial landmarks and entire faces
(Rodrigues and du Buf, 2006d), and other important features such
as texture information that can be retrieved from bar and grating
cells (du Buf, 2007), will not be employed here, because we want
to focus completely on the multi-scale line/edge information in V1
and beyond. Therefore, this paper complements the previous one
dedicated to keypoints (Rodrigues and du Buf, 2006d).

In Section 2 we present line/edge detection and classification
in single- and multi-scale contexts, plus the application of non-
classical receptive field (NCRF) inhibition. Section 3 illustrates the
visual reconstruction model in relation to brightness perception.

Section 4 deals with object segregation, Section 5 with automatic
scale selection, and Section 6 with object categorization. This is fol-
lowed by face recognition in Section 7 and consciousness in Section
8. We conclude with a final discussion in Section 9.

2. Line and Edge Detection and Classification

In many models it is assumed that Gabor quadrature filters pro-
vide a good model of receptive fields (RFs) of cortical simple cells. In
the spatial domain (x, y) they consist of a real cosine and an imagi-
nary sine, both with a Gaussian envelope (Lee, 1996; Grigorescu et
al., 2003; Rodrigues and du Buf, 2006d). As in Rodrigues and du Buf
(2006d), an RF is given by

G�,�,�,ϕ(x, y) = exp

(
− x̃2 + �ỹ2

2�2

)
· cos(2�

x̃

�
+ ϕ), (1)

with x̃ = x cos � + y sin � and ỹ = y cos � − x sin �, where 1/� is the
spatial frequency, � being the wavelength. Here we apply exactly
the same parameter values. For the bandwidth �/� we use 0.56,
which yields a half-response width of one octave (� determines
the size of the RF). The angle � determines the orientation (we use
8 orientations), and ϕ the phase symmetry (0 or −�/2). We apply
filters with an aspect ratio of � = 0.5. Below, the scale s of anal-
ysis will be given in terms of � expressed in pixels, where � = 1
corresponds to 1 pixel. Most images shown in this paper have a
size of 256 × 256 pixels. We can apply a linear scaling between fmin
and fmax with either a few discrete scales or hundreds of almost
contiguous scales. Responses of even and odd simple cells, which
correspond to the real and imaginary parts of a Gabor filter, are
denoted by RE

s,i
(x, y) and RO

s,i
(x, y), s being the scale, i the orienta-

tion (�i = i�/N�) and N� the number of orientations (we use N� = 8).
Responses of complex cells are modeled by the modulus following

Cs,i(x, y) = [{RE
s,i

(x, y)}2 + {RO
s,i

(x, y)}2
]
1/2

. A basic scheme for single-
scale line and edge detection based on responses of simple cells
works as follows (van Deemter and du Buf, 2000): a positive (nega-
tive) line is detected where RE shows a local maximum (minimum)
and RO shows a zero crossing. In the case of edges the even and
odd responses are swapped. This gives 4 possibilities for positive
and negative events. An improved scheme (Rodrigues and du Buf,
2004) consists of combining responses of simple and complex cells:
simple cells serve to detect positions and event types, whereas com-
plex cells are used to increase the confidence. Since the use of Gabor
modulus (complex cells) implies a loss of precision at vertices (du
Buf, 1993), increased precision was obtained by considering multi-
ple scales (i.e. a few neighboring micro-scales).

The algorithms described above work reasonably well but there
remain a few problems: (a) either one scale is used or only a very
few scales for increasing confidence, (b) some parameters must be
optimized for specific input images or even as a function of scale, (c)
detection precision can still be improved, and (d) detection continu-
ity at curved lines/edges must be guaranteed. Therefore we present
an improved algorithm with no free parameters, truly multi-scale
and with new solutions for problems (c) and (d).

With respect to precision, simple and complex cells respond
beyond line and edge terminations, for example beyond the corners
of a rectangle. In addition, at line or edge crossings and junctions,
detection leads to continuity of the dominant events with biggest
amplitudes but to gaps in the sub-dominant events. These gaps
must be reduced in order to reconstruct continuity. Both prob-
lems can be solved by introducing new inhibition schemes, like
the radial and tangential ones used in the case of keypoint oper-
ators (Rodrigues and du Buf, 2006d). Here we use lateral (L) and
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cross-orientation (C) inhibition, defined as

IL
s,i(x, y) = [Cs,i(x + dCi, y + dSi) − Cs,i(x − dCi, y − dSi)]

+

+ [Cs,i(x − dCi, y − dSi) − Cs,i(x + dCi, y + dSi)]
+; (2)

IC
s,i(x, y) = [Cs,(i+N�/2)(x + 2dCi, y + 2dSi) − 2.Cs,i(x, y)

+ Cs,(i+N�/2)(x − 2dCi, y − 2dSi)]
+, (3)

where (i + N�/2) ⊥ i, with Ci = cos �i and Si = sin �i, d = 0.6 s, and
[·]+ denotes halfwave rectification to suppress negative responses.
Inhibition is applied to the responses of complex cells, where ˇ
controls the strength of inhibition (we always use ˇ = 1.0):

Ĉs,i = [Cs,i(x, y) − ˇ(IL
s,i(x, y) + IC

s,i(x, y))]
+

. (4)

Fig. 1 shows a cross formed by two bars (top-left), the summa-
tion of L and C inhibition at � = {0, �/2} (bottom) and the detection
result (top-right) with no spurious events beyond the corners and
with no gaps at the junctions. It should be emphasized that the
same parameters (d = 0.6 s and ˇ = 1.0) will be applied at all scales,
with no need to optimize other parameters. Algorithms from com-
puter vision (see below) are normally applied at one, fine scale and
always need careful optimization for any input image.

Line and edge detection is achieved by assuming a few cell layers
on top of simple and complex cells; see Fig. 2 for a wiring diagram.
The first layer serves to select active regions and dominant orien-
tations. At each position, responses of complex cells are summed,
Ĉs =

∑N�−1
i=0 Ĉs,i, and if Ĉs > 0 an output cell A(x, y) is activated. At

active output cells, the dominant orientation Id is selected by non-
maximum suppression of Ĉs,i. Since the processing is the same at all
scales, we will drop scale-subscript s for clarity. Hence, Id = maxiĈi.
In order to solve small inconsistencies at the pixel level, Id may be
corrected by assigning the most frequent dominant orientation in
the local neighborhood to the center position. This is done by count-
ing the occurrences of all dominant orientations, and selecting the
one with maximum count, in a window of size 3 × 3 pixels. The
same window size is used at all scales.

In the second layer, event type and position are determined on
the basis of active output cells (1st layer) and gated simple and com-

Fig. 1. Input pattern (top-left), the summation of lateral and cross-orientation inhi-
bition for � = {0, �/2} (bottom) and the detection result (top-right) with no spurious
events beyond the corners and no gaps at the junctions.

plex cells. A first cell complex checks responses of simple cells RE
Id

and RO
Id

for a local maximum and a minimum, using a dendritic field
size of ±�/4, � being the wavelength of the simple cells (Gabor fil-
ter). Mathematically, using ı, ı′ ∈ [−�, �] with � = �/4 and ı /= ı′,
and assuming that Id = 0 such that the analysis is in x and the nec-
essary rotation can be omitted, four “Boolean cells” MAX and MIN
are defined:

MAXT
R(x) = ∃!ı : ∀ı′ RT (x + ı) > RT (x + ı′) (5)

and

MINT
R(x) = ∃!ı : ∀ı′ RT (x + ı) < RT (x + ı′), (6)

where type T is E (even) or O (odd). The outputs of the four cells are
OR-ed and the active output cell A(x, y) is inhibited if

MAX(x, y) = MAXE
R(x, y) ∨ MINE

R(x, y) ∨ MAXO
R (x, y) ∨ MINO

R (x, y)

(7)

is not true. A second cell complex does exactly the same on the basis
of responses of complex cells, i.e.,

MAXĈ (x) = ∃!ı : ∀ı′ Ĉ(x + ı) > Ĉ(x + ı′). (8)

A third cell complex serves to detect zero-crossings in the responses
of simple cells, again on ±�/4. Using ε 	 �,

ZCT
R = ∃!ı : RT (x + ı + ε) · RT (x + ı − ε) < 0, (9)

type T being E or O. If there is no zero-crossing, i.e., ZCR(x) =
ZCE

R(x) ∨ ZCO
R (x) is false, the output cell A is inhibited. If there is

a zero-crossing, only one of four event cells can be activated:

L+(x) = MAXE
R(x) ∧ ZCO

R (x), (10)

L−(x) = MINE
R(x) ∧ ZCO

R (x), (11)

E+(x) = MAXO
R (x) ∧ ZCE

R(x) (12)

and

E−(x) = MINO
R (x) ∧ ZCE

R(x), (13)

where L± and E± stand for positive and negative line and edge.
Although explained in x assuming Id = 0, the same, but rotated
processing is applied in case of any Id /= 0, using (bi-linear)
interpolation cells between positions of simple and complex
cells.

In the third layer, the small loss of accuracy due to the use of
responses of complex cells in the second layer is compensated. This
is done by correcting local event continuity, considering the infor-
mation available in the second layer, and allowing for curvature by
taking into account responses of cells in the dominant orientation
but also responses of cells tuned to two neighboring orientations
in the neighborhood. The latter process is an extension of linear
grouping (van Deemter and du Buf, 2000), a simplification of using
banana wavelets (Krüger and Peters, 2000), and a mechanism for
implementing Gestalt’s rule of good continuity by means of local
“association fields” (Field et al., 1993). This process is explained
below. In the same layer, also event type and polarity are corrected
by considering small neighborhoods, restoring continuity since cell
responses may be distorted by interference effects when two events
are very close (du Buf, 1993). As for correction of local dominant
orientation at the pixel level in the first layer, this is achieved by con-
sidering neighborhoods of 3 × 3 pixels at all scales, but by counting
the occurrences of the four event types L± and E± and assigning the
most frequent event type to the center position.

The second row in Fig. 3 shows detection results at the finest
scale � = 4, with positive and negative lines and edges coded by
different levels of gray (white, light gray, dark gray and black,
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Fig. 2. Schematic diagram for line/edge detection (single event and single scale) using 8 orientations. Cells are represented by solid dots (active cells by big dots), grouping
cells by big open circles, and gating cells by small open circles. Dendrites are shown by solid lines and axons by dash-dotted lines (see text).

respectively). Detection accuracy is very good and there remain
many small events due to low-contrast textures and the fact that no
threshold value has been applied (event amplitudes, for example
responses of complex cells at positions where events were detected,
are not shown in Fig. 3).

Fig. 4 illustrates continuity processing as applied in the third
layer, but in a special context: the detection of good continuity in
case of a test image containing even Gabor patches which form
a few circular arcs embedded in randomly rotated and slightly
shifted (jittered) patches. At each position and for each orien-
tation (only for this image we used N� = 12 instead of N� = 8),
there are many summation cells with different dendritic fields:
12 rotated Gaussian fields in the center and 24 fan-shaped fields
around the center. Fig. 4 (top) illustrates the configurations in case
of horizontal (x) continuity (simple and complex cells filter in y
direction). The center response C is obtained by the summation
field exp(−(x2/2�2

x + y2/2�2
y )), with �x = 5, �y = 3 and a maxi-

mum summation radius r = 10 (values in pixels). Fan responses F
are obtained by Gaussian weighting from the center, exp(−r2/2�2

r ),
using �r = 10, a maximum radius of 20, and with angles �i − 
� ≤
� ≤ �i + 
�, with 
� = �/N� and �i = i
�. For allowing curvature
we consider the center summation and the left and right fans but

also the two neighboring fans on each side: to the right these are
F+1

R (rotated left), F0
R (straight) and F−1

R (rotated right). With 12
orientations and numbering cells tuned to vertical and horizontal
orientations 0 and 6, respectively, the corresponding orientations
of the complex cells are: 7 in case of F+1

R , 6 in case of F0
R and 5 in

case of F−1
R . To the left these are F+1

L (rotated left), F0
L (straight)

and F−1
L (rotated right), which sum responses of complex cells

tuned to the same orientations 7, 6 and 5, respectively. Using C
in combination with FR = maxiF

i
R and FL = maxiF

i
L yields the most

likely local geometry: completely straight (F0
L − C − F0

R ), completely
curved (F−1

L − C − F−1
R or F+1

L − C − F+1
R ), combinations of these, and

also inflection points (for example F−1
L − C − F+1

R ). First, the local
response is obtained by applying

R(x, y) = FL(x, y) · C(x, y) · FR(x, y). (14)

The processing up to here is done at all orientations i so we have
responses Ri(x, y). Second, the global maximum response Rmax =
maxi,x,yRi(x, y) is determined for applying a detection threshold
at all image positions (a threshold is only applied here in the
case of snake continuity). Third, at each position the dominant
local orientation is determined by Id(x, y) = maxiRi(x, y). Assum-
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Fig. 3. Line and edge detection at the finest scale. The second row shows positive and negative lines and edges, coded by gray level, without applying NCRF inhibition. The
third row shows the same with NCRF inhibition. The bottom row shows edges detected by the (from left to right) Bergholm, Canny, Iverson and Nalwa algorithms in the case
of the orange image.

ing Id(x, y) = 0 (Fig. 4 top) for simplicity, the final test consists of
checking for a local maximum orthogonally (in y) and the global
threshold:

R(x, y) > 0.1 · Rmax ∧ R(x, y) > R(x, y + ı), (15)

with ı ∈ [−�y, �y] and ı /= 0. Fig. 4 (bottom-right) shows that most
parts of the circular arcs have been detected, but also many more
curved and straight lines. We note that the above process is com-
pletely data-driven, bottom-up and parallel. Similar processes,

including one based on serial processing, are described by Hansen
and Neumann (2008) and Roelfsema (2006). We also note that
this process, especially at coarse scales, is extremely expensive in
terms of CPU time and memory requirements. It depends on the
application whether the process can be applied at all scales, with
appropriate scaling of the center- and fan-summation parameters,
or only at fine scales. Therefore, in this paper continuity process-
ing is applied at all scales but only with very small summation
areas.
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Fig. 4. Top: continuity processing with center- and fan-summation areas, C and F, in case of horizontal events with curvature (see text). The shading shows combination
F−1

L
− C − F0

R
. Bottom-left: test image with Gabor patches and “snakes” embedded in randomized patches. Bottom-right: detection result.

It has been shown that non-classical receptive field (NCRF) inhi-
bition can be used to suppress information in textured regions
(Grigorescu et al., 2003; Rodrigues and du Buf, 2005a). Instead of
applying such inhibition only to keypoint detection at fine scales
(Rodrigues and du Buf, 2006d), it can also be applied to line and
edge detection. The third row in Fig. 3 shows detection results with
isotropic (I-NCRF) inhibition applied to responses of complex cells
(see Grigorescu et al. (2003); Rodrigues and du Buf (2005a) for the
mathematical formulation). As a result, many small events in the
face and hair (Fiona), ears and grass (elephant), and orange and tree
have been suppressed and the most important events remain. For
comparing our results obtained with NCRF inhibition in the case of
the elephant image we refer to Grigorescu et al. (2003), but we note
that they developed contour (edge) detection algorithms, whereas
we can distinguish between edges and lines with different polar-
ities, which is necessary for visual reconstruction; see below. The
bottom row in Fig. 3 allows us to compare our results (orange image)
with state-of-the-art but edge-only algorithms in computer vision,
i.e., Bergholm, Canny, Iverson and Nalwa, see Heath et al. (2000)
and also http://marathon.csee.usf.edu/edge/edge detection.html.
This site shows 12 results of each method obtained with different
parameter selections. In contrast, our cortical model is applied with
no free parameters.

In Sections 6 and 7 we will apply detected lines and edges to
object categorization and recognition. It is therefore important to
study the stability of detected events as a function of object illumi-
nation and background. A change of the background, with arbitrary
and complex patterns, will almost always lead to a change of events
detected at an object’s contour. Positive edges may become nega-
tive ones and vice versa. Nevertheless, events will be detected at
the same positions – and the use of only events without event
type nor polarity will be studied in Section 6 – unless a part of
the object at the contour and the neighboring background have the

same level of gray or color. We therefore took two images of a plastic
cow model with different illuminations, see Fig. 5 (top). The illu-
mination consisted of a very diffuse source in order not to cause a
shadow on the background, plus a spotlight which was positioned
at azimuth and altitude angles of about 45 degrees, highlighting
the rear (Fig. 5 top-left) or the head (top-right). This resulted in dif-
ferent shadows on the floor and low contrast at some contour parts
(snout, tail, belly and lower part of the neck). The two images on the
middle row show detected events at � = 4. As can be seen, there
are indeed differences between the two results, at the neck and
belly, also the snout, but a big part of the tail contour (right image)
has still been detected. Assuming that features of one image are
stored in memory, which have to be compared with features of the
other image, corresponding features of the two images need to con-
tribute to categorization and recognition. The bottom two images
show corresponding features, i.e., in white the same event type
and polarity and in black events with different type and polarity.
The bottom-left image was generated by using a relaxation area of
3 × 3 pixels, the bottom-right one with 5 × 5 pixels. Although parts
of snout, neck and belly lack corresponding events, there remain
sufficient features – not only events but in most cases also event
types and polarities – to conclude that the two objects are the same
or at least similar.1 In conclusion, imaging conditions may change
and these may introduce significant differences in images of the
same objects, but we can expect that the biggest part of the sym-
bolic object representation in terms of lines and edges, or at least
events, will be rather stable. This stability is very important when
exploiting the line/edge representation in object categorization and
recognition.

1 Looking at the middle images of Fig. 5, the question arises: cow or bull?
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Fig. 5. Top: input images with different spotlights, on the rear (image at left) and on the head (image at right). Middle: detected lines and edges at � = 4. Bottom: corresponding
features of the middle-row images by applying a relaxation area of 3 × 3 pixels (left) and 5 × 5 pixels (right). White shows co-occurrence of equal event type and polarity,
black shows co-occurrence of events with different type or polarity.

2.1. Multiple Scales

We now focus on the multi-scale line/edge representation.
Although NCRF inhibition can be applied at each scale, we will not
do this for two reasons: (a) we want to illustrate line and edge
behavior in scale space for applications like categorization, recog-
nition and visual reconstruction, and (b) in many cases a coarser
scale, i.e., increased RF size, will automatically eliminate texture
detail. For illustrating scale space we can create an almost contin-
uous, linear scaling with hundreds of scales (� ∈ [4, 52]), but here
we will present only a few scales in order to show some properties
and complications.

The top two rows in Fig. 6 show events detected at five scales
in the case of ideal, solid square and star objects. At fine scales
(to the left) the edges of the square are detected, as are most
parts of the star, but not at the very tips of the star. This illus-
trates an important difference between normal computer vision
and developing cortical models. The latter must be able to con-
struct brightness maps, and at the tips of the star, where two edges
converge, there are very fine lines. The same property of detecting
a pair of events or only one event as a function of event distance is
also exploited in another feature-integration but fine-scale model
(see Fig. 5 in Krüger et al., 2007). However, the same effect also
occurs at coarser scales because of increasing RF size, until entire
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Fig. 6. Top two rows: multi-scale line/edge representations of a square and a star at, from left to right, � = {4, 12, 18, 24, 40}. Bottom three rows: a mug and two faces at
� = {4, 8, 12, 24, 28}.

triangles are detected as lines and even five pairs of opposite trian-
gles (to the right). In the case of the square, lines will be detected
at diagonals, which vanish, with small lengths and amplitudes, at
very coarse scales. The third row in Fig. 6 shows a mug, one of the
objects that will be used in object categorization, and the bottom
two rows show Fiona and Kirsty, two of the images that will be
used in face recognition. This figure shows that detail disappears
at coarser scales; there the result is more “sketchy” and abstract, a
generalization property that will be exploited in object categoriza-
tion.

Fig. 7 illustrates the concept of stabilization over multiple scales,
which will be used in the object recognition model, applying dif-
ferent criteria for scale stability, from top to bottom: single-scale
detection without any stability criterium, micro-scale stability over
a few neighboring scales (Rodrigues and du Buf, 2004), and sta-
bility over 10 and 40 scales with 
� = 5. This figure shows that
many important detected events are rather stable over many scales,
which is very important for tasks like visual reconstruction and
object recognition.

3. Visual Reconstruction and Brightness Perception

Image reconstruction can be obtained by assuming one lowpass
filter plus a complete set of (Gabor) bandpass filters that cover the
entire frequency domain, such that an allpass filter is formed—this
concept is exploited in wavelet image compression and coding.
The goal of our visual system is to detect objects, with no need,
nor capacity, to reconstruct a complete image of our visual envi-
ronment; see change blindness and the limited “bandwidth” of
the what and where subsystems (Rensink, 2000). The basic idea
is that our physical environment can be seen as external memory
(O’Regan, 1992). Yet, the image that we perceive in terms of bright-
ness must somehow be created. A normal image coding scheme, for
example by summing responses of simple cells, requires accumu-
lation in one cell layer which contains a brightness map, but this
would require “yet another observer” of this map in our brain. In
fact, this principle would lead to infinite regress. A simple solution
is to assume that detected lines and edges are interpreted sym-
bolically: an active “line cell” is interpreted as having a Gaussian
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Fig. 7. Left to right: input image (tree leaf) and multi-scale event detection at � = {4, 9, 16, 36}. Top to bottom: single-scale detection, micro-scale stability, and stability over
10 and 40 scales.

intensity profile with a certain orientation, amplitude and scale,
the size of the profile being coupled to the scale of the underlying
simple and complex cells. In the case of a vertical line, omitting
required rotation to dominant local orientation Id for clarity, the
profile in x is

Ls(x) = ± Ĉs(x0)

�s
√

2�
exp(−(x − x0)2/2�2

s ), (16)

with Ĉs the amplitude of the complex cell at the line detected at
scale s and position x0, and ± according to the line’s polarity. An
active “edge cell” is interpreted the same way, but with a bipolar,
Gaussian-truncated, errorfunction profile:

Es(x) = ±N
Ĉs(x0)

�s
√

2�
exp(−(x − x0)2/2�2

s ) · erf(x − x0; �s), (17)

with N ≈ 4.65 to obtain amplitude normalization (the Gaussian
is one in the center, where the errorfunction is zero). As for
image coding, this representation must be complemented with
a lowpass filter, a process that may exist by means of reti-
nal ganglion cells with big photoreceptive dendritic fields not
(in)directly connected to rods and cones, the main photoreceptors
(Berson, 2003).

One brightness model (du Buf, 1994; du Buf and Fischer, 1995)
is based on the symbolic line and edge interpretation. It explains
Mach bands (Pessoa, 1996) by the fact that responses of simple
cells cannot discriminate lines from ramp edges, and it was shown
to be able to predict many brightness illusions such as simultane-
ous brightness contrast and assimilation, which are two opposite
induction effects (the model referred to above was first tested in
1D and has now been extended to 2D).

We only illustrate the symbolic reconstruction process in 2D that
will be exploited in face recognition. The left part of Fig. 8 shows,
top to bottom, symbolic interpretations of positive and negative
edges and lines at fine (left) and coarse (right) scales. The right-
most column illustrates visual reconstruction of the Kirsty image,
from top to bottom: input image, lowpass-filtered image (LP�), the
summation of symbolic line (Ls) and edge (Es) interpretations (the

sum of all images in the left part), and the final reconstruction (R),
i.e.,

R = � · LP� + (1 − �) · 1
Ns

Ns∑
s=1

(Ls + Es), (18)

with � = 0.5. Obviously, the use of more than four scales leads
to better reconstructions, but the relative weighting of the low-
pass and all the scale components is still under investigation. In
principle one can use the same number of scales as used later in
the object categorization and recognition processes, for example
Ns = 8.

There is a big difference between the receptive fields of simple
cells, which are always rippled (or waved as in the word wavelet)
with possibly multiple wavelengths of the sine and cosine com-
ponents, and the symbolic interpretations with unipolar Gaussian
cross-profiles (lines) and bipolar, Gaussian-truncated errorfunction
profiles (edges). In wavelet-based image compression and coding a
small error leads to a rippling in the output image, a very disturb-
ing effect for which special postprocessing has been developed in
order to reduce it (Ye et al., 2004). In our brain and visual system
there are many neurons with rather random looking dendritic and
axonal fields and noisy response patterns, and one can question
whether, for example, at all retinotopic positions there are simple
and complex cells tuned to all necessary orientations and scales.
The image that we perceive looks rather stable and complete. Fig. 9
shows what happens when the information is not complete in the
case of wavelet coding (at left) and visual reconstruction (at right).
Here, wavelet coding is simulated by straightforward summation
of responses of simple cells as used in our model, complemented
with the same lowpass-filtered image LP� :

R(x, y) = � · LP�(x, y) + (1 − �) ·
∑

s,i

(RE
s,i(x, y) + RO

s,i(x, y)), (19)

again with � = 0.5. The top row in Fig. 9 shows reconstructions
using all information at six scales and eight orientations. Visual
reconstruction (top-right) is already better than wavelet coding
(top-left). The bottom row shows reconstructions when 50% of
all information is suppressed by random selection. In the case of
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Fig. 8. Left part: multi-scale symbolic line and edge interpretations with, top to bottom, negative and positive edges and lines. Rightmost column: reconstruction of the Kirsty
image with, top to bottom: input image, lowpass-filtered image, summation of symbolic line and edge interpretations shown in the left part, and the final reconstruction.

wavelet coding (bottom-left) there does not appear much rippling,
which is due to the simple cell model with limited wavelength
inside the Gaussian window, but there are disturbing distortions,
contrast modulations and a strong “halo” around the mug. In the

case of visual reconstruction (bottom-right) one can hardly notice
any difference with the complete reconstruction (top-right). There
is a very graceful degradation because missing information is pro-
vided by neighboring line and edge cells at most scales. An in-depth

Fig. 9. Top: wavelet coding (left) and visual reconstruction (right) using all information (six scales and eight orientations). Bottom: results after randomly suppressing 50%
of all information.
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analysis of this effect is beyond the scope of this paper and will be
reported later, considering extreme suppression rates and different
distribution models like Swiss Emmenthal cheese with big holes to
study neural degenerations like strabismic amblyopia (Hess et al.,
1999; Levi et al., 2007). In any case, Fig. 9 shows that the symbolic
retinotopic but distributed line/edge interpretation is a plausible
possibility in the visual system whereas the implicit interpretation
of distributed simple cells is less likely.

As mentioned above, one of the ideas behind the visual-
reconstruction model is the fact that responses of even and odd
simple cells do not provide useful information to discriminate lines
from ramp edges, such that lines are created at ramp edges but
not at ideal, sharp edges, and this explains Mach bands. Indeed,
the model tested in the 1D case (du Buf and Fischer, 1995) is one
of very few which can predict Mach bands (Pessoa, 1996), but
also many other brightness illusions. Among these are simulta-
neous brightness contrast (SBC) and assimilation (White’s effect),
two opposite induction effects in which equiluminant (physically
identical in luminance) patches are modulated by their neighbor-
hoods: instead of being perceived as having equal brightness, in
SBC the neighborhood pushes patch brightness in the opposite
direction whereas in assimilation it pulls in the same direction, see
Fig. 10 (top). These two effects must somehow be related because
of similar neighborhood-patch interactions but a good explanation
is still missing. A recent model based on the idea that brightness
is largely determined by “the statistical relationship of a particular
luminance to all possible luminance values experienced in natu-
ral contexts during evolution” (Yang and Purves, 2004) provides
an ecological explanation, but if any brightness model is at least
required to create Mach bands at ramp edges and no bands at ideal,
sharp edges, not to speak of a host of other effects which Yang
and Purves (2004) did not consider, this model can be archived
together with the numerous models that can predict a few specific
effects but not many. Our own model based on visual reconstruction

Fig. 10. Top: simultaneous brightness contrast (left) and White’s effect (right). All
gray circles (left) and bars (right) are equiluminant under homogeneous illumi-
nation, but instead of having the same brightness they look different. Bottom:
corresponding model predictions.

has now been extended with the necessary machinery to pro-
cess 2D patterns, i.e., the multi-scale line and edge detection and
symbolic interpretation, and Fig. 10 (bottom) shows correct model
predictions. These are just two examples and many variations, for
example the fact that White’s effect turns into SBC when bar length
is reduced (Moulden and Kingdom, 1989) and many other bright-
ness effects will be reported soon. Important is that our brightness

Fig. 11. Object segregation. Top row, left to right: input image with four objects, the representation at � = 40, and regions-of-influence with I marking the interior. Bottom
row, left to right: result of figure-ground segregation, coarse-to-fine projection (DF denotes dendritic field), and activation and inhibition of grouping cells (right).
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Fig. 12. Object interferences at coarse scales (� = {5, 15, 25, 35, 45}).

Fig. 13. Schematic diagram for automatic scale selection, with horizontally the position and vertically the scale. Four event maps are used for positive edges (top-left),
negative edges (top-right), positive lines (bottom-left) and negative ones (bottom-right). Event cells are represented by solid dots (active event cells by big dots), grouping
cells by big open circles, and gating cells by small open circles. Dendrites are shown by solid lines and axons by dash-dotted lines. The positions and scales in the four maps
are the same.
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model is not based on some scholarly philosophy but on a sound
image representation which is also exploited in other tasks: object
categorization and recognition.

Summarizing, (1) the multi-scale line and edge interpretation
can be used to reconstruct the input image, (2) the symbolic inter-
pretation is rather stable and robust against missing information,
and (3) it provides the basis for a simple brightness model which
can explain opposite induction effects. The same representation
will be used for e.g. face recognition, and the fact that brightness
and object recognition may be based on the same image repre-
sentation has even consequences for explaining consciousness
(Section 8).

4. Object Segregation

Until here we have illustrated multi-scale line and edge
detection in area V1 and the symbolic interpretation for visual
reconstruction in brightness perception, but one of the other goals
of the visual cortex is to detect and recognize objects by means
of the what and where systems. Object detection and recognition
seem like a typical chicken-or-egg problem: without having some
idea about the type and characteristics of the object it is not possible
to separate the object from its background or from partly occluded
other objects. However, a very fast gist system (Rensink, 2000) can
be based on feature extractions (color, texture, motion and dispar-
ity) and groupings with feed-forward, trained neural networks, and
such a system can “bootstrap” the other systems, for example by
biasing in parallel possible object templates in associative mem-
ory. However, feature-extraction and grouping networks in the gist
system may not be able to extract object contours with high preci-
sion. We show that high precision can be obtained by linking lines
and edges over scales.

Figs. 6 and 7 show typical event maps of different objects, with
detail at fine scales and more abstract, “sketchy” information at
coarse scales. At a very coarse level, each individual event (group
of responding line/edge cells) or connected group of events corre-
sponds to one entire object, see Fig. 11 (top-center). Each event at
such a coarse scale is related to events at one finer scale, which can

be slightly displaced or rotated, and this continuity continues to fine
scales. This relation is modeled by downprojection using group-
ing cells with a dendritic field (Fig. 11, bottom-center), the size of
which defines the region-of-influence. Responding event cells at all
scales activate grouping cells, which yields big regions-of-influence
(Fig. 11, top-right). This coarse-to-fine-scale process is comple-
mented by inhibition: other grouping cells at the finest scale are
activated by responding event cells at that scale and these grouping
cells excitate the grouping cells at the one coarser scale but inhibit
active grouping cells outwards, as shown in red in Fig. 11(bottom-
right). This results in a figure-ground map at the first coarser scale
“above” the finest scale (Fig. 11 bottom-left). Results shown were
obtained with � ∈ [4, 52] and 
� = 4.

A process in V1 as described above can be part of the where sys-
tem, but it needs to be embedded into a complete architecture with
possibly concurrent other processes: object detection, categoriza-
tion and recognition, such that final segregation may be achieved
at the same time as final recognition. The reason is the following:
when two objects are very close, they will become connected at
coarse scales, see Fig. 12, and separation is only possible by the
what system that checks features (lines, edges and keypoints) of
individual objects. In other words, object segregation is likely to
be driven by “attention” in PF cortex, for example by means of
templates that consist of coarse-scale line/edge representations,
and this process is related to object categorization.

5. Automatic Scale Selection

Apart from object segregation, other processes may play an
important role in the fast where and slower what systems. Con-
centrating on lines and edges – ignoring other features extracted
in V1 – there may be many scales and the tremendous amount of
information may not propagate in parallel and at once to IT and PF
cortex. It might be useful that lines and edges which are most char-
acteristic for an object are extracted and that these propagate first,
for example for a first but coarse object categorization. Such a pro-
cess may assist or complement surface-based feature extractions
in the gist system as discussed in the previous section.

Fig. 14. Automatic scale selection applied to Fiona and orange images. Left: automatic scale selection without a stability criterion. Center: with stability over 20 scales. Right:
for comparison results obtained with the Canny edge algorithm.
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Fig. 15. Top: templates for pre-categorization based on 15 and 5 images at � = 32. Bottom: examples of segregated objects.

In Fig. 7 we have seen that different criteria for spatial stability
over scales lead to different line/edge selections. Therefore, as was
done in the case of keypoints (Rodrigues and du Buf, 2006d), our
proposed scheme consists of selecting the scale which counts the
maximum number of stable events. This can be achieved with a few,
simple processes, in which we assume that outputs of event cells
are binary.

First, a retinotopic map of grouping cells is assumed. A dia-
gram of event, grouping and gating cells is shown in Fig. 13. This
diagram is sub-divided into four parts, with the top-left part for
positive edges, the top-right part for negative edges, and similarly
the bottom parts for positive and negative lines. In a neural layer
the four parts can be mixed if retinotopic mapping is preserved. All
four maps show the same positions and scales, with horizontally
the position and vertically the scale. The grouping cells marked A
have linear dendritic fields (solid black lines) that connect to event
cells E (solid dots; active cells are big dots). These grouping cells
sum all active event cells at their position, over scale, which yields

a sort of histogram: A(x) = ∑
sEs(x). Second, at each scale, active

event cells activate gating cells (triangular synapses next to open
circles); these gate the outputs of grouping cells A (black dash-
dotted axons) in the “histogram map” at the same position. Third,
at each scale, other grouping cells (marked B) sum outputs of all
gating cells. The latter grouping cells “count” stable events at all
individual scales: B(s) = ∑

xA(x)Es(x). In words, the B cells count
active event cells at each scale, but each event is weighted by the
number of active event cells at the event’s position. Fourth, the
grouping cell with maximum activity is selected (winner takes all:
ŝ = maxsB(s)) and its axon activates other gating cells that gate out-
puts of event cells at their scale. The outputs of the latter gating cells
provide the map which has the maximum number of stable events
E(x) = Eŝ(x).

Fig. 14 (at left) shows results of automatic scale selection with-
out an additional stability criterion in the case of the Fiona and
orange images. The center images show results when stability over
at least 20 scales is required. Many events have disappeared but the

Fig. 16. Top: templates for final categorization based on 5 images at � = 8. Bottom: examples of object images, the more difficult ones are marked by a white triangle in the
bottom-right corner.
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most important ones remain. The right images show, for compar-
ison, some results of Canny’s edge detector. Results obtained with
other edge detectors can be found in Heath et al. (2000).

6. Object Categorization

Object recognition is a clearly defined task: a certain cat, like the
neighbors’ red tabby called Toby, is recognized or not. Categoriza-
tion is more difficult to define because there are different levels,
for example (a) an animal, (b) one with four legs, (c) a cat and (d) a
red tabby, before deciding between our own red tabby called Tom
and his brother Toby living next door. It is as if we were develop-
ing categorization by very young children: once they are familiar
with the family’s cat, every moving object with four legs will be
a cat. With age, more features and objects will be added. Here we
explain our experiments with a two-level approach: three types of
objects (horses, cows, dogs) are first grouped (animal), which we
call pre-categorization, after which categorization determines the
type of animal. Instead of creating group templates in memory on
the basis of lowpass-filtered images as proposed by the LF model
(Oliva et al., 2003; Bar, 2004), we will exploit coarse-scale line and
edge templates. In addition, pre-categorization will be based on line
and edge templates of contours, i.e. solid objects, available through
segregation (Fig. 15), to generalize shape and to eliminate surface
detail.

We used the ETH-80 database (Leibe and Schiele, 2003), in
which all images are cropped such that they contain only one object,
centered in the image, with a 20% border area. Images were rescaled
to a size of 256 × 256 pixels. We selected 10 different images of
8 groups (dogs, horses, cows; apples, pears, tomatoes; cups/mugs
and cars), in total 80 images. Fig. 16 shows examples. Because
views of objects are also normalized (e.g. all animals with the
head to the left), and because different objects within each group
are characterized by about the same line/edge representations at
coarser scales, group templates can be constructed by combining
randomly-selected images. The multi-scale line/edge representa-
tion was computed at 8 scales equally spaced on � ∈ [4, 32].

6.1. Pre-Categorization

Here the goal is to select one of the groups: animal, fruit, cup or
car. We used the three coarsest scales with � equal to 24, 28 and
32 pixels. Group templates were created by combining all images
(30 animals, 30 fruits, 10 cups, 10 cars), and by random selections
of half (15 and 5) and one third (10 and 3) of all images. By using
more images, a better generalization can be obtained, for exam-
ple the legs of animals can be straight down or more to the front
(left). Fig. 15 shows examples of segregated objects and line/edge
templates when using half of all images. For each group template,
at each of the three scales, a positional relaxation area was cre-
ated around each responding event cell, by assuming grouping cells
with a dendritic field size coupled to the size of underlying com-
plex cells (Bar, 2003). These grouping cells C sum the occurrence
of events E in the input images I around event positions in the tem-
plates T, which is a sort of local correlation. Mathematically, at scale
s and at all positions x̄ where events E of a template Ti are stored
in memory, ETis (x̄) /= 0, local grouping cells CL

s (x̄) with circular den-
dritic fields �s at x̄ are activated. These sum events in the input
image:

CL,Ti
s (x̄) =

∑
x,y ∈ �s

EI
s(x, y). (20)

Then, activities of all activated local grouping cells are grouped
together, which yields a sort of global correlation:

CG,Ti
s =

∑
x,y

CL,Ti
s (x̄). (21)

Global groupings were summed over scales and the template with
the maximum response was selected, i.e., CG,Ti =

∑
sC

G,Tis and T̂i =
maxiC

G,Ti . There may be more scenarios but this one was tested.
Without spatial relaxation, most of the model is the same but �s

reduces to one (pixel) position and the local grouping is basically
the logical AND function.

Table 1 summarizes results (misclassified images) in the form of
mean (standard deviation). Obviously, positional relaxation leads
to better results when not all images are used in building the
templates, and using more images is always better. Using relax-
ation and more images increases shape generalization, however
with the risk of running into over-generalization, which did not
occur in our tests. On average, different random selections gave
very similar results when the three sub-groups (horses/cows/dogs
and apples/pears/tomatos) were about equally represented. Most
errors occurred, with and without relaxation, between car/animal
and cup/fruit. These errors can be explained by the global corre-
lations between the elongated (car/animal) and round (cup/fruit)
shapes, see Fig. 15.

6.2. Categorization

After pre-categorization, assuming zero errors, there remains
one problem in our test scenario: the animal group must be sepa-
rated into horse, cow and dog, and the fruit group into apple, pear
and tomato. We could have used 6 templates (cups and cars have
already been categorized), but we experimented with 8 templates
and all 80 images, and applied the multi-scale line/edge maps at all
8 scales (� equal to 4, 8, 12, 16, 20, 24, 28 and 32) of the real input
images (not of the solid, segregated objects). We did this because
categorization is supposed to be done after pre-categorization, i.e.,
when also fine-scale information has propagated to IT cortex (see
Section 1).

Templates were constructed as above with random selections.
Final groupings (global correlations) were compared over the 8
scales and the one with most coherent (maximum) correspon-
dences was selected (in the case of 4–4 we simply took the last
one). Table 1 presents results (misclassifications) obtained with
positional relaxation.

Again, by using more images in building the templates, gener-
alization is improved and the number of miscategorized images
decreases. When using half (5) or even one third (3) of all images,
all car and cup images were correctly categorized, and no fruits
were categorized as animals and vice versa. Typical miscatego-
rizations were dog/cow, horse/dog, horse/cow and apple/tomato.
Fig. 16 shows, apart from examples of images and group templates
created by combining 5 images (top), the more difficult images with
a white triangle in the bottom-right corner. It should be stressed
that this is an extremely difficult test, because no color information

Table 1
Results obtained with pre-categorization and categorization.

All Half Third

Pre-categorization template construction 30/10 15/5 10/3
Error without relaxation 0.0% 5.7%(0.6) 8.0%(1.7)
Error with relaxation 0.0% 3.0%(1.0) 4.3%(0.6)

Categorization template construction 10 5 3
Error with relaxation 0.0% 9.3%(2.1) 12.7%(4.0)
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Fig. 17. Examples of images of eleven persons against a dark or bright background with different size normalizations.

has been used and apples and tomatos have the same, round shape.
By contrast, all pear images, with a tapered shape, have been cor-
rectly categorized. The fact that most problems occurred with the
animals was expected, given the small differences of heads, necks
and tails (Fig. 16). Categorization is the last step before recogni-
tion in which attention shifts to finer scales that reflect minute
differences. Nevertheless, only about 9 errors in 80 images (the
“50/50 training and testing” scenario) is a very promising start-
ing point for refining the algorithms, for example by using a more
hierarchical scenario with more categorization steps, in which
attention is systematically steered from the coarsest to the finest
scales.

7. Face Recognition

The final goal in vision is object recognition, but here we focus
on face recognition by the multi-scale line and edge representa-
tions. This completes face detection as presented in the previous
paper (Rodrigues and du Buf, 2006d), in which saliency maps and
the multi-scale keypoint representation have been used for detect-
ing facial landmarks and thus entire faces. In addition, it was also
shown that keypoints can be used for Focus-of-Attention, i.e., to
“gate” detected keypoints in associated Regions-of-Interest. The
same process can be used to gate detected lines and edges in the
Regions-of-Interest. The idea of combining keypoints with lines and
edges resembles the bottom-up data streams in the where (FoA)
and what (lines/edges) subsystems; for more details see Rodrigues
and du Buf (2006b). Of course, this is a simplification because pro-
cessing is limited to cortical area V1, whereas in reality the two
subsystems contain higher-level feature extractions in areas V2,
V4, etc. (Hamker, 2005). The same way, top-down data streams
are simplified by assuming that stored face templates in memory,
that have been built through experience, are limited to lines and
edges, and that a few canonical views (frontal, 3/4) are normalized
in terms of position, size and rotation: faces are expected to be ver-
tical; for translation, size and rotation invariance see e.g. Deco and
Rolls (2004). An additional simplification is the strict attributions
of keypoints and lines/edges to the two subsystems: keypoints can
also be used in the what system and lines and edges also in the
where system.

In our experiments we used 8 primary scales �1 =
{4, 8, 12, 16, 20, 24, 28, 32} with 
�1 = 4. Each primary scale
is supplemented by 8 secondary scales with 
�2 = 0.125, such
that, for example, �2,�1=4 = {4.125, 4.250, . . . , 5.000}. These
secondary scales are used for stabilization. The model consists of
the following steps:

(A) Multi-scale line/edge detection and stabilization. To select the
most relevant facial features, detected events must be stable
over at least 5 scales in a group of 9 (1 primary plus the 8
secondary scales).

(B) Construction of four symbolic representation maps. At each pri-
mary scale, stable events (positions) are expanded by Gaussian
cross-profiles (lines) and bipolar, Gaussian-truncated error-
function profiles (edges), the sizes of which are coupled to the
scale of the underlying simple and complex cells; see Fig. 8 (the
four leftmost columns). Responses of complex cells are used to
determine the amplitudes of the profiles. As a result, each face
image is represented by 4 maps at each of the 8 primary scales.

(C) The recognition process. We assume that templates (views) of
faces are stored in memory and that these have been built
through experience. Template images of all persons are ran-
domly selected from all available images: either one frontal
view or two views, i.e. one frontal plus one 3/4 view; see also
Valentin et al. (1997). Each template in memory is thus repre-
sented by 32 line/edge maps (point B above). Two recognition
schemes have been tested:
Scheme 1: At each scale, events in the 4 representation maps

(the 4 leftmost columns in Fig. 8) of an input
image are compared with those in the correspond-
ing maps of a template. Co-occurrences are summed
by grouping cells, which yields a sort of event-type
and scale-specific correlation, similar to using Eqs.
(20) and (21). Then, the outputs of the 4 event-type
grouping cells are summed by another grouping cell
(correlation over all event types). This results in
8 correlation factors. These factors are compared,
scale by scale, over all templates in memory, and
the template with the maximum number of co-
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Table 2
Results of face recognition, without partial occlusions.

Recogn. scheme 2 2 2 1 1 1 1 Base line

Images All Black White All Black White Scales

Frontal view 91.0 90.6 91.5 89.0 86.8 91.5 85.5 71
Frontal plus 3/4 96.0 100.0 91.5 96.0 100.0 91.5 91.8 81

Fig. 18. Occlusion types 1–5 from left to right.

occurrences over the 8 scales will be selected (in
the case of equal co-occurrences we simply select
the second template).

Scheme 2: Instead of comparing representations scale by scale,
only one global co-occurrence is determined by
using more levels of grouping cells, i.e., first over
maps of specific event types, then over event types,
and finally over scales. The template with the max-
imum is selected by non-maximum suppression.

From the Psychological Image Collection at Stirling University
(UK) we selected 100 face images of 26 persons in frontal or
frontal-to-3/4 view, with different facial expressions. From those,
13 persons are seen against a dark background, with a total of
53 images, of which 40 images are in frontal view, 11 images are
in (very near) 3/4 view (4 persons), and 2 frontal images with
added Gaussian and speckle noise (1 person). The other 13 per-
sons (47 images) are seen against a light background, in frontal
or near-frontal view. For typical examples see Fig. 17. All persons
are represented with at least 3 different facial expressions. In view
of the tremendous amount of data already involved in our simple
experiments, huge databases cannot (yet) be processed.2

All recognition tests involved the entire set of 100 images,
although results will also be specified in terms of the subsets of
53 and 47 images in order to analyze the influence of the two dif-
ferent backgrounds and size normalizations. For each person we
used two different types of templates: (1) only one frontal view,
and (2) two views, frontal and 3/4, but only in the case of 4 persons
represented by images in frontal and 3/4 views. In all cases, tem-
plate images were created by random selection of input images. In
order to study robustness with respect to occlusions, a second set
of tests was conducted in which partially occluded representations
of input images were matched against complete representations of
templates.

Table 2 presents the results by testing all images (“all”) and by
specifying (splitting) these in the case of a dark (“black)” or light
(“white”) background. The penultimate column “scales” lists the
percentage of correct scales that lead to correct recognition in the
case of “all” and Scheme 1, where 100% corresponds to 800 because
of 8 scales and 100 images. The last column “base line” lists the

2 One hundred images of 256 × 256 pixels, with 72 scales and at each scale 4
representation maps, plus the necessary storage capacity for responses of simple and
complex cells necessary for line/edge detection, almost all in four-byte floating-point
precision.

number of all 100 images that have been recognized with absolute
certainty, i.e., when Schemes 1 and 2 and all scales point at the same
person.

Comparing columns “all,” “black” and “white,” there are signifi-
cant differences because dark and blond hair against dark and light
backgrounds cause different events, or even no events, at the out-
line of the hair. Although the “all” results are reasonably close to the
best results, separation of different backgrounds can lead to bet-
ter but also to worse results. This aspect certainly requires more
research, for example with size-normalized templates in mem-
ory and dynamic routing of features of unnormalized input faces,
such that persons photographed against different backgrounds can
be included. Best results were obtained when using two tem-
plates with frontal and 3/4 views. Using all events, both recognition
schemes yielded a recognition rate of 96%, whereas 81% was the
base line with absolute certainty. The difference of 15% is due to rel-
ative ranking with some uncertainty. In future research it will make
sense to increase the base line, especially when larger databases
with more variations will be considered. It should be mentioned
that small changes in the hairstyle, or in the face like spectacles
(Fig. 17, 3rd row, second from left), or even small pose changes
(Fig. 17, 4th row, two leftmost) did not much affect classification,
as expected, due to the generalization at coarse scales. However,
dramatic changes like the one shown in Fig. 17, 4th row, the five
rightmost images, which show Kirsty before and after a change of
hairstyle, lead to incorrect results if we consider only one group,
but to correct results if we consider two groups, before and after
the change.

Our best result of 96.0% is a little bit better than the 94.0%
obtained by Petkov et al. (1993a) and the 93.8% by Hotta et al.
(2000), and it is very close to the 96.3% reported by Ekenel and
Sankur (2005), despite the fact that in all studies the number of
tested faces and the databases are different.

In the last experiments we tested the influence of the 5 types
of occlusion as shown in Fig. 18, using all 100 images and apply-
ing recognition Scheme 2 with templates that combine frontal and
3/4 views. Because of the tremendous amount of storage space (and
CPU time) involved, all representations were not re-computed (500
images!) but the occlusions were directly applied to the already
computed face representations, thereby suppressing event infor-
mation in the recognition process. This is an approximation of
real occlusions, but it indicates the relative importance of dif-
ferent facial regions in the recognition scheme. Table 3 presents
results in terms of “rate (base line),” which must be compared
with the bottom part of Table 2, i.e., the first and last columns:
96 (81).
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Table 3
Results obtained with partial occlusions for the frontal plus 3/4 views

Occlusion type 1 2 3 4 5

Scheme 2 96.0 (80) 95.0 (74) 96.0 (67) 93.0 (64) 97.0 (75)

In the “all events” case and occlusion type 4, instead of 81% only
64% was obtained. But this is the base line: 64 of all 100 images
are correctly classified with absolute certainty. The real rate for
this occlusion (93%) is very close to the one without occlusion
(Table 2, 96%), and slightly worse if compared to the other occlu-
sions. This shows that the multi-scale representation, in particular
the shape of the head and hair at the coarser scales, is very robust
and contributes most to recognition. The reason for this can be seen
in Fig. 8: the stable and “sketchy” information without too much
detail at coarse scales. Nevertheless, some contradiction seems to
appear when we exclude the eyes (occlusion type 5). In this case
we expected a small decrease in performance relative to occlu-
sion types 1–3, but it resulted in the best performance of 97%.
An analysis learned that this is due to only one image that failed
recognition in occlusion types 1–4 but not in type 5. In contrast,
the base line is lower, as expected (75 instead of 81). Therefore, the
main conclusion is that face and hair contribute about equally to
recognition.

8. Consciousness

The fact that object recognition and brightness perception can
be based on the same image representation has interesting conse-
quences for consciousness or at least visual awareness. As Crick and
Koch (2003) pointed out in their framework, the brain is divided
into front and back parts, roughly at the central sulcus, with the
front “looking at” the back with most sensory systems, includ-
ing the visual cortex (in contrast to visual reconstruction in one
neural map, as discussed in Section 3, this does not lead to infi-
nite regress). The inherent hierarchical organization is obvious:
massively parallel and fast automata for feature extractions oper-
ate in the back part, whereas the front part is concerned with
slower sensations, attention, free will and the conscious planning
of actions. Others, like Denham (2006), try to establish an inter-
pretation at a much lower level: although cognition is a global
mental process leading to visual awareness and behavior, feature
detection is localized in V1 where dynamic states can be created.
Denham illustrates local-to-global processing by local orientation
selectivity in the hypercolumns; long-range excitatory connections
along contours by the “association fields” of Field et al. (1993)
is a higher-level grouping process, and certain structures seen
in visual “hallucinations” can be explained by log-polar mapping
from retina to cortex. The massive feedback from higher cortical
areas suggests a special role of V1: it receives input from LGN
into layer 4C. From there are two pathways: (a) to supragranu-
lar layers 2-4B and then to extrastriate cortex, where layers 2-4B
could be a “blackboard” for conscious visual awareness; and (b)
to infragranular layers 5 and 6 and then to other cortical areas,
i.e., the non-specific thalamus, subcortical and motor areas, where
layers 5–6 could form the basis for a motor-related generative
modeling process. This latter explanation of V1 comes close to
Koch’s local consciousness idea as the first level where perception
and action are in a closed loop (Koch, 2008). In addition, visual
reconstruction based on multi-scale line/edge interpretations, as
explored in Section 3, directly links brightness perception to V1.
However, as pointed out above, the front part of the brain is “look-
ing at” the back part, semantic and serial processing takes place
there, with attention and at least one higher level of conscious-
ness.

As Rensink (2000) pointed out, the brain has no need nor
capacity to analyze all incoming information in order to build a
complete, detailed internal representation of our surround: our
physical surround is our visual memory; see also O’Regan (1992).
This idea has even been extended by O’Regan and Noë (2001) to
explain the experience of the seeing process as a way of acting,
i.e., actively exploring our surround. But they emphasize that what
we see is not necessarily what is out there: change blindness is an
important clue to attention, awareness and the fact that perhaps as
much as 99% of our surround does not provide useful information
for the task we are performing.

Let us assume, for the sake of simplicity, only four processing
levels: (1) Low-level syntax consisting of multi-scale lines, edges,
keypoints plus other features like color and motion. (2) Medium-
level complex receptive fields capture entire objects and these are
compared in visual memory (a face, who’s face?). (3) One level
higher, the complex syntax from level 2 (also the simple syntax
from level 1?) enters semantic processing. For example, we know
that we are in our office, that a colleague is also there and that
he or she is looking at us, therefore possibly waiting for a reply.
Indeed, cells have been found in the temporal cortex, about halfway
between front and back parts and therefore at the edge between
global syntactic (level 2) and local semantic (level 3) processing,
which respond when someone is looking in our direction, in the
case of a specific facial expression, and some cells even prefer direct
eye contact (Perrett et al., 1985). (4) At the highest level, semantics
concern understanding, overt attention, abstract reasoning and the
planning of action.

In this four-level scheme with two syntactic and two semantic
levels, visual awareness can be attributed to level 3 and conscious
attention etc. to level 4, but where can we put brightness percep-
tion? If two versions of the same image of a house are flashed such
that no (phi-)motion is evoked, for example one with the chimney
to the left and the other with the chimney to the right, in most
cases only consciously scrutinizing different regions can reveal the
difference. In terms of semantics, the house is a normal one with
a chimney, and the position of the chimney adds no useful infor-
mation, except perhaps for a chimney sweep. Our visual system
does what it is supposed to do: it extracts the useful information
in terms of meaning, but we may not see what is actually there.
Visual reconstruction for brightness perception is based on pro-
cessing at level 1, which must reflect the two versions of the house
and therefore also the difference. But we may perceive only one
of the two versions, or the information simply does not “percolate”
from the back part of the brain (syntax) to the front part (semantics).
Therefore, brightness perception cannot only be a straightforward,
data-driven and bottom-up process, because the brightness pat-
terns of the chimney and the sky are different. In other words,
as for color (O’Regan and Noë, 2001), brightness may be an illu-
sion which can be manipulated. Obviously, then the same holds for
object detection and recognition, although it should be mentioned
that change-blindness experiments and demonstrations create a
rather artificial context, and that in real life our visual system has
no intention to distort reality. All this may simply imply that if we do
not pay attention we may not see things and our visual system may
assume some solution which could be based on prior experience.
The final conclusion, then, is that consciousness is a global process,
since it involves local image syntax in V1 which must reflect reality,
but also global semantics which may not reflect reality.

In the data flow, from local syntax (the chimney’s edges and
keypoints in V1), via local geometry (edges and keypoints form-
ing some rectangles) and local semantics (some rectangles on top
of a roof; must be a chimney) to global semantics (gist: a nor-
mal house), some objects may be lost in transition, because task,
attention and context create a gateway and during normal viewing
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our brain may not be bothered (blocked!) by processing all image
details. Interestingly, the final result of this bottom-up processing,
i.e., the gist of the scene, can be linked to Rensink’s (2000) triadic
architecture in which the gist subsystem is meant to extract, in a
fraction of a second, the meaning of a scene and this is used to
bootstrap other systems, for example by biasing templates of likely
objects stored in memory, like chimneys, for object recognition.
Having available models for object segregation, categorization and
recognition, including saliency maps for focus-of-attention based
on color, texture, also multi-scale keypoints (Itti and Koch, 2001;
Parkhurst et al., 2002; Deco and Rolls, 2004; Rodrigues and du Buf,
2006d), as well as models for fast extraction of scene gist (Oliva and
Torralba, 2006; Siagian and Itti, 2005), all models can be integrated
into a complete architecture and high-level cognitive effects involv-
ing task scheduling, context, attention and even consciousness may
become subject to explicit modeling.

9. Discussion

Computer vision for realtime applications requires tremendous
computational power because all images must be processed from
the first to the last pixel. Probing specific objects on the basis of
already acquired context may lead to a significant reduction of
processing. This idea is based on a few concepts from our visual
cortex (Rensink, 2000): (1) our physical surround can be seen as
external memory, i.e., there is no need to construct detailed and
complete maps, (2) the bandwidth of the what and where sys-
tems is limited, i.e., only one object can be probed at any time,
and (3) bottom-up, low-level feature extraction is complemented
by top-down hypothesis testing, i.e., there is a rapid convergence
of activities in dendritic/axonal cell connections from V1 to PF cor-
tex.

In a previous paper we have shown that keypoint scale-space
provides very useful information for constructing saliency maps for
Focus-of-Attention (FoA), and that faces can be detected by group-
ing facial landmarks defined by keypoints at eyes, nose and mouth
(Rodrigues and du Buf, 2006d). In this paper we have shown that
line/edge scale-space provides very useful information for object
and face recognition. Obviously, these two representations in V1
complement each other and both can be used in object detection,
categorization and recognition. One might think that keypoints
provide better information for the fast where system (FoA), whereas
lines and edges are better suited for the slower what system. How-
ever, both representations are based on responses of simple and
complex cells, they may be constructed in parallel, in two different
neural layers, and therefore they may be used together. Although
there is no psychophysical or neurophysiological evidence for a
strict dichotomy, an artificial and dichotomous vision system might
be developed, but it must be tested in the context of a complete cor-
tical architecture with ventral and dorsal data streams that link V1
to attention in PF cortex (Deco and Rolls, 2004).

It should be stressed that the fact that face recognition has been
explored as a special case of object recognition, using the same
symbolic image representation, does not mean that faces and gen-
eral objects cannot be processed in different ways in the cortex.
Indeed, there are several indications that there are fundamental
differences (Biederman and Kalocsai, 1997). The facts that faces
are very important in our social behavior, and that there are cells
which only respond when a face is present in their receptive field,
even cells which only respond when there is direct eye contact
(Perrett et al., 1985), all point at the existence of a special (and
fast) face-processing subsystem, part of which may overlap the
machinery for dealing with general objects. The main difference
is that faces always have the same geometry, more or less, which
was exploited in face detection on the basis of the multi-scale key-

point representation by assuming standard relations between eyes,
nose and mouth (Rodrigues and du Buf, 2006d). The same geom-
etry with standard relations between parts does not exist in the
case of general (3D) objects. The latter require storage of feature
templates in visual memory, covering all possible canonical views.
If a view is not available when dealing with an unknown input
object, a direct comparison will fail, unless a much more compli-
cated (and conscious) process called mental rotation can provide
a solution, or repeated viewing leads to the memorization of the
view.

In this paper we presented an improved scheme for line and edge
detection in V1, and illustrated the multi-scale representation for
visual reconstruction. This representation, in combination with a
lowpass filter, yields a reconstruction that is suitable for extending
our brightness model (du Buf and Fischer, 1995) from 1D to 2D, for
example for modeling brightness illusions.

We also presented a plausible scheme for object segrega-
tion, which results in binary, solid objects that can be used to
obtain a rapid pre-categorization on the basis of coarse-scale
information only. This approach works much better if compared
to using lowpass-filtered images, i.e., smeared blobs that lack
object-specific characteristics (Oliva et al., 2003; Bar, 2004). Final
categorization was tested by using the real objects and more scales,
coarse and fine. The results obtained are very promising, taking
into account that the tested schemes are extremely simple. Only
a fraction of available information, i.e., the line/edge code without
amplitude and color information, and without a linking of scales
as explored in the segregation model, has been used so far. More
extensive tests are being conducted, with more images and objects,
concentrating on a linking of scales and a steering of attention from
coarse to fine scales. Such improved schemes are expected to yield
better results, from very fast detection (where) to slower catego-
rizations (where/what) to recognition (what). The balance between
keypoint and line/edge representations in these processes is an
important aspect.

The line and edge interpretations at coarser scales lead to sta-
ble abstractions of image features (Figs. 6 and 12). This explains,
at least partly, the generalization which is required to classify faces
with noise, spectacles, and relatively normal expressions and views
(Fig. 17). It should be stressed that the recognition scheme is not
yet complete, because a hierarchical linking from coarse to fine
scales, as already applied in the detection/segregation process, has
not been applied. Such an extension can lead to better recognition
rates, especially when multiple views (frontal, 3/4 and lateral) of
all persons are included as templates in memory. In addition, the
multi-scale keypoint representation, which has been ignored here,
will contribute very important information.

A new disparity model (Rodrigues and du Buf, 2004) is based
on line/edge detection in combination with the linear responses of
odd simple cells (Gabor kernel with sine phase) around the center of
the receptive fields. Although still at an initial development stage
because it must be extended to multi-scale processing, it will be
able to directly attribute depth to lines and edges, thereby creating
a 3D “wireframe” representation. Such a wireframe representation
is used in modeling solid objects in computer graphics. The fact
that projections from left and right eyes are very close in the cor-
tical hypercolumns and that many simple and complex cells are
also disparity tuned suggests that our visual system processes 3D
objects in the same way, probably simplifying 3D object recogni-
tion. However, how this is achieved is still an open question. For
example, if a vertical edge is detected in left and right images by
means of simple and complex cells tuned to horizontal disparity,
and depth is directly attributed to it, depth is a local property along
the edge if the surface of the object – and therefore also the edge
– is curved in depth. Edges which are not vertical are detected by
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cells tuned to other orientations, and only the disparity component
orthogonal to the edge can be attributed to them (similar to the
aperture problem in motion detection). Here we neglect residual
responses of “vertical” cells to non-vertical edges and (small) con-
tributions from vertical disparity (Read and Cumming, 2006), i.e.,
no depth at all can be attributed to horizontal edges. Furthermore,
the correspondence problem must be solved (which edge in the left
image corresponds to which one in the right image), and receptive
field sizes must be taken into account (cells with small receptive
fields can only handle small differences in disparity). Both prob-
lems can be solved by hierarchical processing, going from coarse
to fine scales. As shown by Krüger et al. (2007), lines/edges and
keypoints, being 1D and 2D singularities, can be combined into
meaningful object primitives, even into 3D primitives in case of
stereo vision, yielding very powerful descriptors at high-level syn-
tactic (or low-level semantic) level. This facilitates a disambiguation
process in case of moving objects and provides direct input for high-
level cognitive tasks, for example a robot manipulating 3D objects.
Returning to disparity, by definition keypoints are detected at ver-
tices where lines and edges cross or connect. This holds for all scales,
even for coarse ones at which image content is distorted because of
large receptive field sizes and response interference effects (du Buf,
1993). Nevertheless, as shown in (Rodrigues and du Buf, 2006d), an
analysis of the local neighborhood around detected keypoints pro-
vides information to determine the keypoint type, for example L, T
or + junction, even the 1D event types at the keypoint. Such anno-
tated keypoints, in line with the approach by Krüger et al. (2007),
provide much richer information for linking left and right images
than mere clouds of keypoints. Therefore, a possible solution to all
problems is to match annotated keypoints in left and right images,
going from coarse to fine scales, to extract disparity from corre-
sponding keypoints, and to interpolate depth along lines and edges.
Or, more precise, to complement depth information as extracted
directly from lines and edges, not forgetting that depth from key-
points at coarse scales may not have corresponding keypoints, nor
lines and edges, at small scales. In other words, there may be a sort
of depth-diffusion process which starts spanning a 3D surface at a
coarse scale which is progressively refined toward finer scales. This
proposed approach may provide a precise and stable solution in
computer vision, also in case of motion detection, although there
are no signs (yet) of similar processes in the visual cortex.

All multi-scale processing and the representations, including
keypoints, are restricted to areas V1 and V2. On the other hand, the
Deco and Rolls (2004) scheme with ventral and dorsal data streams,
necessary for obtaining position and size invariance through pro-
jections via areas V2, V4 etc., is solely based on responses of
simple cells. In the future, this scheme must be based on features
extracted in V1, and further multi-scale processing can be added
in the higher areas V2 to PF cortex. We expect that such exten-
sions in adaptive up and down projections will lead to much better
results.
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