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Abstract. The rise of big data has deeply influenced various industries, especially the intelligent manufacturing
of enterprises. However, traditional data analysis methods are difficult to adapt to the storage and analysis of sea
volume data in intelligent production. To address this issue, a method relying on big data analysis and cluster
analysis is proposed to design data analysis techniques for enterprise intelligent manufacturing. The proposed
improved algorithm is subjected to performance testing. The accuracy of this algorithm is 97%, which exceeds
the comparison algorithm. The error is 6% and the running time is 5 s, both of which are below the comparison
algorithm. The effectiveness of the enterprise intelligent manufacturing data analysis technology is tested. The
experimental group completes orders in 4.1 weeks, 5.2 weeks, 3 weeks, 3.4 weeks, and 4.9 weeks, respectively,
shorter than the control group. The product qualification rates for the experimental group are 92%, 93%, 95%,
92%, and 92%, respectively, which exceed the control group. In summary, the proposed enterprise intelligent
manufacturing data analysis technology relying on big data and cluster analysis can better utilize data resources
and information technology, improving the production efficiency and competitiveness of enterprises. It is hope
that this research result can provide useful guidance and reference for the application and development of

intelligent manufacturing data analysis technology in enterprises.
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1 Introduction

Big data (BD) is a collection of data so large that it greatly
exceeds the ability of traditional database software tools in
terms of acquisition, storage, management, and analysis,
and has four major characteristics: massive data scale,
rapid data flow, diverse data types, and low value density.
With the advances in technology and BD, intelligent
manufacturing has become one of the important ways to
upgrade the competitiveness and innovation ability [1]. In
intelligent manufacturing, massive amounts of data are
generated in various stages, including production, supply
chain, sales, etc. [2]. These data contain valuable
information and insights, but they also pose huge
challenges for enterprises. How to extract valuable
information from BD to support enterprise decision-
making and optimize production processes need to be
solved [3]. Data analysis can effectively mine the informa-
tion contained in data. Data analysis refers to the use of
appropriate statistical analysis methods to analyze a large
amount of collected data, summarize, understand, and
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digest them, in order to maximize the development of data
functionality and leverage its potential. Data analysis is the
process of conducting detailed research and summarizing
data in order to extract useful information and form
conclusions. Common data analysis methods include
decision trees, support vector machines, and association
rule mining. Among them, the data preparation of decision
tree algorithms is relatively simple or even unnecessary,
and decision trees can handle both data-driven and
conventional attributes simultaneously. However, their
processing of continuous data is difficult. Support Vector
Machine is a generalized linear classifier that performs
binary classification on data, capable of handling high-
dimensional data and has strong generalization ability;
However, there are drawbacks such as sensitivity to
parameter and data scaling, as well as high computational
complexity. Association rule mining can identify associa-
tion rules between itemsets by analyzing the frequency and
pattern of itemsets in the dataset, but it is not suitable for
large-scale data. Traditional database technology has
certain limitations in the ability to store, manage, and
analyze data. Faced with the large amount of data
generated in enterprise intelligent manufacturing, tradi-
tional databases are often unable to handle it effectively
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[4,5]. However, influenced by BD technology, enterprises
can gain efficient data analysis capabilities, thereby
improving the management and decision-making abilities
in quality control, process improvement, and service
upgrading. To address this issue, big data analysis and
clustering analysis are utilized to design data analysis
techniques for enterprise intelligent manufacturing [6,7].
Data analysis and mining in enterprise intelligent
manufacturing are carried out to achieve lean production
and intelligent decision-making, and to provide scientific
data support and decision-making reference for enterprises.
The innovation of this study is to combine big data analysis
and clustering analysis with other related technologies to
study the analysis technology of enterprise intelligent
manufacturing data, providing accurate and real-time
decision support for in-depth analysis of enterprise
production. The contribution of this study is to provide
useful guidance and reference for the development and
practice of intelligent manufacturing, promoting the
widespread  application of enterprise intelligent
manufacturing in practical production. The first part
introduces the application of BD analysis and the cluster
analysis in recent years. The second part provides a
detailed introduction to how to design enterprise intelli-
gent manufacturing data analysis technology based on BD
and clustering analysis. The third part analyzes the
performance and verifies the practical application effect
of enterprise intelligent manufacturing data analysis
technology. The fourth part is a summary of the entire
study.

2 Related work

With the advances in technology, BD is widely used. Big
data analysis has become particularly important, covering
various industries and fields, providing valuable insights
and decision support for enterprises and organizations. In
recent years, scholars have actively conducted research on
the application of BD. To address whether a brand can
sustain development in shopping malls, Du et al. proposed
building a brand network map relying on consumption BD
analysis. The results indicate that using big data can
provide brand selection guidance for shopping malls [8].
Kulkarni et al. proposed a distributed data source based on
fractional sparse fuzzy c-means algorithm and MapReduce
framework to respond to the high computational complex-
ity of traditional data analysis for BD analysis. The
maximum accuracy is 90.6012%, which is better than the
fractional sparse fuzzy c-means algorithm [9]. Chen et al.
discussed a big data analysis relying on multiple linear
regression models and artificial neural networks to address
the impact of severe hydrological events on water quality
and exacerbation of water pollution. This method takes
into account the transport effects of compounds when
conducting hazard analysis [10]. Thai et al. proposed a data
collection and big data analysis based on the emergency
medical service system process to build an operating
system for the difficulty of reasonable allocation and

transportation of patients. This system can capture data
for analysis and identification, and identify the most
intelligent and cost-effective recommended hospitals [11].
The Sasikala team proposed a big data analysis based on
crow search algorithm to optimize resource allocation in
response to the complex structure of multimodal multime-
dia services in cloud platforms. The results show that the
proposed algorithm can optimally allocate virtual
machines to achieve the minimum response time [12].

In the process of data analysis, cluster analysis is often
found. Through cluster analysis, the internal structure and
patterns of data can be discovered, providing strong
support for decision-making and promoting business
optimization and development in various industries.
Therefore, the research on clustering analysis has also
received much attention. Agersted et al. proposed a towed
instrument collection platform based on unsupervised
clustering algorithm to address the difficulty in measuring
biomass and abundance in the middle and upper layers of
the ocean. This platform utilizes unsupervised clustering
algorithm to solve the problem of low accuracy of
traditional acoustic systems in detecting biomass and
abundance in the middle and upper layers of the ocean. The
results indicate that the platform can divide targets into
different target groups to obtain correct backscatter
information, thereby achieving more accurate biomass/
abundance estimation [13]. Zhang et al. proposed a
K-means clustering practical protocol model that integra-
tes collaborative methods to address user privacy leakage
during clustering. This model can ensure the security of
user privacy information during clustering. Compared with
traditional clustering models, the work efficiency of this
model has not decreased [14]. Luo et al. proposed a contour
density scanning clustering algorithm based on density
clustering algorithm to address the low accuracy of fault
identification in wind turbines. The results show that the
algorithm can achieve automatic clustering. It exceeds the
traditional algorithms in runtime and accuracy [15]. Cupak
et al. designed a regression method based on non
hierarchical clustering analysis to address the difficulty
of low flow zoning in the upstream of the Vistula River
basin. The results indicate that non hierarchical clustering
analysis can be used for regional regression judgment. It is
an effective tool for evaluating the low flow of rivers in
southern Poland [16]. Tang et al. used Kalman filtering
algorithm and K-means algorithm to cluster samples with
low accuracy in predicting the estimated arrival time of
aircraft taxiing. The results indicate that combining the
cluster center sample trajectory sequence with the static
path planned by the tower to predict aircraft taxiing has
higher accuracy [17].

In summary, both big data analysis and cluster analysis
have shown excellent performance in data analysis.
However, there are still a few studies that combine the
two. In response to the above issues, it is proposed to
combine the two to study enterprise intelligent
manufacturing data analysis technology, explore potential
research value, and provide a new approach for the data
analysis.
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Fig. 1. Flow of data analysis.

3 Enterprise intelligent manufacturing data
analysis based on BD analysis

With the advances in technology, manufacturing enter-
prises have entered the era of intelligent manufacturing.
The traditional enterprise data analysis technology has
limited storage and management capabilities for big data.
Therefore, this chapter introduces the functional module of
enterprise intelligent manufacturing data analysis relying
on BD, as well as the improved enterprise intelligent
manufacturing data analysis technology using clustering
algorithms.

3.1 The design of analysis function module based on
big data

In terms of production and manufacturing, the processes of
mature enterprises have become stable after years of
development. However, in the actual production process of
manufacturing enterprises, there are often many uncer-
tainties in parts, personnel, and tools that cannot be
quantified or predicted, such as equipment failures caused
by wear and decay of parts during processing, as well as
quality changes caused by differences in parts provided by
different batches and manufacturers. These uncertainties
directly affect the judgments and decisions in production
processes and scheduling. Therefore, data analysis is very
important for manufacturing enterprises. The traditional
data analysis process is shown in Figure 1 [18].

From Figure 1, in the analysis of enterprise manufactur-
ing data, firstly, the sample data is preprocessed to
eliminate abnormal data, error data, and abnormal data. A
series of data transformations are carried out to obtain data
that meets the requirements of feature extraction.
Subsequently, in the feature extraction module, further
data extraction is performed, laying the foundation for the
data modeling. When the data feature is too large or there
is redundancy, it is necessary to perform dimensionality

reduction processing to remove irrelevant features. In the
modeling process, the model can be a numerical model
obtained from characteristic calculations, an empirical
model obtained from industry experts, or even a theoretical
model obtained from theoretical calculations of product
parameters. The purpose of evaluation is to verify the
correctness of the model and add evaluation information to
some data models that are numerically meaningless. To
achieve intelligent manufacturing data analysis in enter-
prises, the BD analysis is introduced. BD analysis is a
technology that mines hidden information and knowledge
in large-scale data through multiple processes such as
acquisition, storage, processing, analysis, and visualiza-
tion, providing basis for various fields, optimizing opera-
tional efficiency, and improving intensification. The big
data analysis cannot be separated from big data analysis
platforms, which refer to infrastructure built to store,
manage, and analyze data. It is based on high-performance
data storage, processing, and computing capabilities,
providing reliable and efficient data support by collecting,
integrating, and processing large amounts of data. To
achieve big data analysis for production and manufactur-
ing, complete functions such as product quality evaluation,
supplier part quality tracking, and enterprise equipment
monitoring in the BD platform. A unified data information
model needs to be established on the BD platform. The
dataset needs to be constructed using cross database
association retrieval, as shown in Figure 2.

In Figure 2, human computer interaction refers to the
process in which a user sends instructions to a computer,
which receives the instructions and executes the corre-
sponding tasks. Through this approach, data can interact
with the external environment. Real time decisions are
made by the computer after the user issues instructions. In
the enterprise intelligent manufacturing big data platform,
the algorithm library is the core module of the platform.
The efficiency of its algorithm directly affects the
processing speed of big data platforms. The traditional
serial algorithm in the algorithm library is changed to a
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Fig. 2. Architecture diagram of enterprise intelligent manufacturing big data platform.

distributed parallel algorithm. K-Nearest Neighbor (KNN)
is used to implement distributed parallel algorithms[19].
The core idea of KNN is as follows. If most of the K closest
samples in the feature space belong to a certain category,
then the sample also belongs to that category and has the
characteristics of the samples in that category. The KNN is
only relevant to very small adjacent samples when making
category decisions. It is simple, easy to understand and
implement, and does not require parameter estimation.
Therefore, when it is used to build an enterprise intelligent
manufacturing big data platform, the input data is first
used to build a training dataset. The calculation is shown in
equation (1).
T= (1)
In equation (1), z, € X stands for the feature vector of
the data. y,, € Y stands for the category of data. According
to the rule of majority preference, the feature vector
categories of the data are selected, as shown in equation (2).

Y= (aTgMAXC/ Z

In equation (2), I represents the indicator function,
which is a Boolean value. Ni(z) represents the target point
set. ¢;represents the closest feature category. The distance
calculation in KNN algorithm is shown in equation (3).

O el — PPy 3)

In equation (3), L, represents the distance to the target
point p(z;y;). P stands for the adjacent points. [ stands for
the dimensionality of the data points. When P =1, it is the
Manhattan distance. The calculation is shown in
equation (4).
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Fig. 3. Schematic representation of the KNN.

When P =2, it is the FEuclidean distance. The

calculation method is shown in equation (5).

O fal) — 2Py (5)

When P =o0, the coordinate distance has the maxi-
mum. The calculation method is shown in equation (6).

(6)

The calculation result of the distance formula is used as
the nearest point sorting parameter. However, due to the
error of the measurement data, in order to reduce the
uncertainty, the study used the least squares method to
process the data. By selecting and sorting the top K points,
the categories of these points are statistically counted. The
counting results of categories are sorted. The one to two
categories with the highest count are the candidate results
for classification, as shown in Figure 3.
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Fig. 4. Schematic diagram of the angle-window feature extrac-
tion method.

In Figure 3, when K is 3, the three closest points to the
center are selected as reference for classification. The
nearest point includes 1 red triangle and 2 blue squares. At
this point, the situation of points outside the black circle is
not considered. Similarly, when K is 5, three red triangles
and two blue squares are selected. The size of the K value is
of great significance for KNN classification results. The
selection of K is a crucial step in the enterprise intelligent
manufacturing big data platform, greatly influenced the
classification efficiency and accuracy.

3.2 Enterprise intelligent manufacturing data analysis
technology based on STKmeans algorithm

When using enterprise intelligent manufacturing big data
platforms for data analysis, there is a large-scale imbalance
in enterprise data due to the individual needs or production
processes of different enterprises. Conventional intelligent
manufacturing big data analysis techniques are not
accurate in analyzing such data. To this end, a feature
extraction method using angle windowing and clustering
analysis are proposed to optimize the data analysis
technology of enterprise intelligent manufacturing. In each
angle window, the mean in the angle window is calculated.
The mean is used to represent the information of all points
in the original window. The window number represents all
angle information in the original window. This not only
greatly simplifies the data, but also characterizes the
feature information. Then the length of the data processed
by the angle window also becomes consistent. Angle
windowing feature extraction is shown in Figure 4.

In Figure 4, the data processed by the angle windowing
feature extraction method includes extracting feature
information from the data, which has a certain degree of
rotation invariance. Combined with clustering analysis,
the enterprise intelligent manufacturing data analysis
technology is further optimized. Cluster analysis or
clustering is the static classification method that divides
similar objects into different groups or more subsets, so
that member objects in the same subset have similar
attributes. Cluster analysis itself is not a specific algorithm,
but a general task that needs to be solved. It can
be achieved through different algorithms, which have

significant differences in understanding the composition of
clusters and how to effectively find them. The general
concept of a cluster includes groups with smaller distances
between cluster members, dense areas of data space,
intervals, or specific statistical distributions. Therefore,
clustering can be interpreted as a multi-objective optimi-
zation problem. Clustering can be achieved by calculating
the similarity or distance between samples. There are five
major categories in cluster analysis. The specific classifica-
tion and representative algorithms are shown in Figure 5.

In Figure 5, K-means clustering algorithm (K-means),
as one of the classic machine learning algorithms, is widely
used in data clustering analysis. Therefore, it is used to
improve enterprise intelligent manufacturing big data
analysis technology [20]. During the classification process
using the K-means algorithm, a similarity matrix is
constructed based on data similarity. The expression is
shown in equation (7).

Ty

(7)

T2 ce Tgg

In equation (7), ¢ represents the ¢ data objects. j
represents that each data object has j features. When
calculating the K-means, the clustering clusters K need to
be set first. The cluster center calculation method is shown
in equation (8).

u="/nda ®)

In equation (8), u represents the cluster center vector.
S represents a dataset. m stands for the quantity in
S dataset. The K-means adopts Markov distance to
calculate the distance between data objects. The mathe-

matical expressions are shown in equations (9), (10), (11),
and (12).

n=E{X}=x" (1)), ., (9)

In equation (9), @ represents the mean. (l/g)gm
represents a g-dimensional column vector whose elements
are all ! / g- X represents the data sample matrix. T4
represents transposition.

G="'/,Xx"1x (10)

In equation (10), G represents the autocorrelation
matrix.

> =B{(xX )"} =1/, XX = up"

In equation (11), X represents the covariance matrix.

(11)

DYX; — X) = (z; — )" Z;l (i — )

In equation (12), D? represents the Markov distance
from sample X, to sample population X. Markov distance is
calculated based on the population of data samples, which

(12)
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can enhance the accuracy. The K-means is a commonly
used clustering analysis method, but it also has some
drawbacks. It is very sensitive to the selection of initial
cluster centers. Different initial cluster centers have
different results. This means that multiple experiments
need to be conducted and the optimal clustering results need
to be selected when applying the K-means. The clusters are
determined by the user. Excessive human interference can
cause differences in the results of each clustering. Moreover,
users do not know which category the corresponding data is
best classified into. There is no guarantee that the result after
each clustering is the best clustering result. To address this
issue, a second time K-means (STKmeans) is proposed to
optimize the K-means algorithm in enterprise intelligent
manufacturing data analysis technology. The STKmeansisa
data analysis idea based on the K-means. It is a variant of the
traditional K-means. The contour coefficient is used to
determine the optimal clusters. The contour coefficient
evaluates the quality of clustering by calculating the
similarity between each sample and other samples within
the cluster to which it belongs, as well as the similarity with
the nearest samples from other clusters. The goal of the

STKmeans algorithm is to maximize the contour coefficients
to obtain better clustering results. The workflow of this
algorithm is shown in Figure 6.

In Figure 6, it can be applied to various datasets,
including numerical and categorical data. Therefore, this
algorithm can be used to improve the K-means algorithm,
thereby optimizing the data analysis technology of enterprise
intelligent manufacturing. In conventional enterprise intel-
ligent manufacturing data analysis technology, the inaccu-
rate results caused by data imbalance can be solved.

4 Comparison of improved algorithm
performance and the application effect
analysis of intelligent manufacturing data
analysis technology

To prove the performance of the proposed STKmeans
relying on the big data analysis and the effectiveness of the
improved enterprise intelligent manufacturing data analy-
sis technology, comparative experiments are conducted in
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the study. Commonly used clustering analysis algorithms
are selected. Based on these algorithms combined with big
data analysis, enterprise intelligent manufacturing data
analysis technology is designed as the control group (CG)
in the comparative experiment.

4.1 Performance comparison of proposed improved
algorithm

To verify the performance, comparative experiments are
designed. The KNN algorithm, K-means algorithm, and
Partitioning Around Medoid (PAM) are used as the
comparison algorithms. The Iris dataset is selected as the
experimental dataset. The precision, F1 value, runtime,
error, and accuracy of the algorithm are used as evaluation
indicators. The precision and F1 value test results of KNN
algorithm, K-means algorithm, PAM algorithm, and
STKmeans algorithm are shown in Figure 7.

In Figure 7a, after 300 iterations, the accuracy of the
STKmeans algorithm, K-means algorithm, KNN algo-
rithm, and PAM algorithm are 97%, 88%, 80%, and 77%,
respectively. The STKmeans algorithm has the highest
accuracy. At around 100 iterations, the accuracy remains
stable and the convergence speed is the fastest. In
Figure 7b, after 300 iterations, the F1 values of the four
algorithms are 70%, 45%, 32%, and 21%. The F1 of the
STKmeans exceeds the comparison algorithm during the
experimental process. The decrease in F'1 value is below the
comparison methods, indicating the optimal performance
of the algorithm. The errors and runtime of STKmeans
algorithm, K-means algorithm, KNN algorithm, and PAM
algorithm are counted. The results are shown in Figure 8.

In Figure 8, the error and running time of the
STKmeans are 6% and 5s, respectively. The K-means
are 12% and 11s respectively. The KNN algorithm is 19%
and 9s respectively. The PAM is 21% and 11s respectively.
The performance of the STKmeans algorithm is superior to
that of the comparison method. To verify the universality
of the proposed method, comparative experiments are
desigend on three datasets, Wine, Mnist, and Iris. Table 1
displays the test results.

In Table 1, the Wine dataset is used for comparative
experiments. When the training samples are 75 and 150,
the accuracy of the STKmeans algorithm is 94.61% and
91.72%, respectively. Then the Mnist dataset is used for
comparative experiments. When the training samples are
75 and 150, the accuracy of the STKmeans algorithm is
93.66% and 90.13%, respectively. Finally, the Iris dataset is
used for comparative experiments. When the training
samples are 75 and 150, the accuracy of the STKmeans
algorithm is 95.58% and 91.75%, respectively. The
STKmeans algorithm has the highest accuracy on
these three datasets. As the training samples increase,
the recognition rate is minimally affected, indicating that
the performance exceeds the comparison algorithm.

4.2 The practical application effect of the proposed
enterprise intelligent manufacturing data analysis
technology

To verify the practical application effect of the enterprise
intelligent manufacturing data analysis technology based
on BD analysis and STKmeans algorithm proposed in the
study, a certain engine manufacturing enterprise is
selected. The production process is analyzed to improve
the product qualification rate of the enterprise. Two groups
are randomly selected for comparative experiments.
A group uses the enterprise intelligent manufacturing
data analysis technology proposed in the study, namely the
experimental group (EG). The other one, without any
changes, is called the CG. The experiment uses the Davies-
Bouldin index (DB), product qualification rate, profes-
sional score, etc. as evaluation indicators. The experimen-
tal results of the DB index are shown in Figure 9.

From Figure 9, the data analysis results between the
EG and the CG shows that the division of enterprise
intelligent manufacturing data analysis technology pro-
posed in the study is relatively clear. The compactness and
dispersion of the data analysis structure are more
reasonable. The DB index of the EG is below the CG.
The smaller the DB index, the better the data analysis
results. The proposed enterprise intelligent manufacturing
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Table 1. Accuracy on different datasets.
Number of training samples Dataset Type PAM KNN K-means STKmeans
Wine 66.74% 75.52% 88.49% 94.61%
75 Mnist 64.83% 73.79% 85.84% 93.66%
Iris 6612% 74.95% 82.97% 95.58%
Wine 59.74% 68.61% 84.59% 91.72%
150 Mnist 68.51% 67.42% 81.84% 90.13%
Iris 69.71% 67.64% 81.04% 91.75%
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Fig. 9. The DB index of the data analysis technique.

data analysis technology is superior to traditional data
analysis technology. The EG and CG are assigned 5 orders
with the same quantity, respectively. The order completion
time and product qualification rate results are shown in
Figure 10.

In Figure 10, the completion time of the five order
experimental groups is 4.1 weeks, 5.2 weeks, 3 weeks, 3.4
weeks, and 4.9 weeks, respectively. The completion time for
the CG is 5 weeks, 6.5 weeks, 3.6 weeks, 4 weeks, and 6.4
weeks, respectively. The product qualification rates of the
five order EG are 92%, 93%, 95%, 92%, and 92%,
respectively. The product qualification rates of the CG
are 82%, 75%, 88%, 83%, and 87%, respectively. The EG
completes the same orders in a shorter time, which has a
higher product qualification rate. It is better than the CG.
The proposed enterprise intelligent manufacturing data
analysis technology has a better application effect. The
management personnel are invited from the experimental

enterprise to rate the data analysis results of the
experimental and control groups. The total score is ten.
Table 2 displays the test results.

According to Table 2, the average scores of enterprise
management personnel on the clarity, guidance, rationali-
ty, and predictability of the EG data analysis results are 9.3
points, 9.3 points, 9.4 points, and 9.2 points, respectively.
The average scores of enterprise management personnel on
the clarity, guidance, rationality, and predictability of the
CG data analysis results are 8.0 points, 8.2 points, 8.2
points, and 8.0 points, respectively. The scores of the EG
exceed the CG. The proposed enterprise intelligent
manufacturing data analysis technology has better perfor-
mance than traditional data analysis technology. Based on
all the above experimental results, the proposed
STKmeans algorithm based on BD analysis has superior
performance. The data analysis technology for enterprise
intelligent manufacturing is feasible.
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Fig. 10. Order completion time and pass rate.

Table 2. Scoring of enterprise managers.

Serial number  Index type Executive 1 Executive 2 Executive 3
Experimental ~ Control = Experimental = Control  Experimental  Control
group group group group group group

1 Articulation 9.3 8.1 9.0 8.0 9.6 7.8

2 Instructive 9.5 8.4 9.5 8.4 9.0 7.9

3 Rationality 9.1 8.0 9.6 8.3 9.4 8.4

4 Predictability 9.0 7.7 9.1 8.1 9.5 8.0

5 Conclusion

In the information age, BD has a profound impact on
various industries, especially in the enterprise intelligent
manufacturing. Traditional data analysis is difficult to
store and analyze a large amount of data in the intelligent
manufacturing process of enterprises. To address this issue,
based on BD analysis and combined with cluster analysis,
enterprise intelligent manufacturing data analysis technol-
ogy is designed. To verify the performance, comparative
experiments are conducted. The accuracy is 97%, and the
F1 value is 70%, both of which exceed the comparison
algorithm. The error and running time are 6% and 5s
respectively, which are below the comparison algorithm.
At the same time, the improved algorithm has the highest
accuracy on these three datasets. Subsequently, the
effectiveness of the proposed enterprise intelligent
manufacturing data analysis technology is tested. The
results show that the DB value of the EG is lower than that
of the CG. The completion time of orders in the EG is
shorter than the CG. The product qualification rate in the
EG is higher than that in the CG. The average scores of
enterprise management personnel on the clarity, guidance,
rationality, and predictability of data analysis results in the
EG are 9.3 points, 9.3 points, 9.4 points, and 9.2 points,
respectively, which exceed those in the CG. In summary,
the proposed data analysis technology for enterprise

intelligent manufacturing based on big data analysis and
cluster analysis can analyze and mine data in enterprise
intelligent manufacturing, providing scientific data sup-
port and decision-making reference for enterprises.
However, during the experimental process, the study
only analyzes the pro7duction process of the enterprise
and does not fully understand the data of all parties in the
enterprise. In future research, comprehensive real-time
data research will be conducted on intelligent manufactur-
ing enterprises.
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