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ABSTRACT   

In this paper, we present an overview of our previously published work on the application of the maximum likelihood 
(ML) reconstruction method to integral images acquired with a mid-wave infrared detector on two different types of 
scenes: one of them consisting of a road, a group of trees and a vehicle just behind one of the trees (being the car at a 
distance of more than 200m from the camera), and another one consisting of a view of the Wright Air Force Base 
airfield, with several hangars and different other types of installations (including warehouses) at distances ranging from 
600m to more than 2km. Dark current noise is considered taking into account the particular features this type of sensors 
have. Results show that this methodology allows to improve visualization in the photon counting domain. 
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1. INTRODUCTION  
Integral Imaging is a three-dimensional (3D) sensing and imaging technique with applications spanning a wide range of 
fields [1]–[6]. Three-dimensional reconstruction and recognition in photon counting conditions is a recent active area of 
research in very diverse working areas [7]-[10]. In this paper we show the applicability the maximum-likelihood 
estimation (MLE) method has for 3D visualization purposes on Mid-Wave Infrared (MWIR) photon counting images 
where the photon counting process has been applied on the elemental images. Results show that the ML method provides 
good visualization capabilities. This paper presents an overview of the work and some of the results shown in [11]. 

 

2. THREE-DIMENSIONAL INTEGRAL IMAGING 
Integral imaging is a 3D imaging technique with applications in 3D profilometry and depth range estimation [12], [13]. 
When Integral Imaging is performed in a synthetic aperture mode, an array of sensors is used, or a sensor moving in a 
grid of positions [14] (see Fig. 1(a)). Three-dimensional reconstruction of images can be made considering a computer-
synthesized virtual pinhole array, used to inversely map the elemental images into the object space (see Fig. 1(b)). 
Superposition of properly shifted elemental images provides the 3D reconstructed images: 
,ݔሺܫ  ,ݕ ሻݖ = ଵைሺ௫,௬ሻ · ∑ ∑ ௞௟ܧ ൬ݔ − ݇ ேೣ·௣௖ೣ·ெ , ݕ − ݈ ே೤·௣௖೤·ெ൰௅ିଵ௟ୀ଴௄ିଵ௞ୀ଴                   (1) 

 
where ܫሺݔ, ,ݕ is the pitch of the cameras, ௫ܰ ݌ ,௞௟ represents the intensity of the kth row and lth column elemental imageܧ ,are the indexes of the pixel ݕ and ݔ ,ݖ ሻ represents the intensity of the reconstructed 3D image at depthݖ × ௬ܰ is the 
total number of pixels for each elemental image, ܯ = ௭௙ is the magnification factor, ܿ௫ × ܿ௬ is the physical size of the 
camera sensor, and ܱሺݔ,  .ሻ is the overlapping number matrixݕ
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Figure 1. Synthetic Aperture Integral Imaging (SAII) acquisition and computational reconstruction method. (a) Image sensors are 
located in a “grid” whose spacing is given by the “pitch” parameter. (b) Optical 3D reconstruction using a virtual pinhole array and 
optical back-projection of the acquired elemental images. 

 

3. PHOTON COUNTING MODEL AND MAXIMUM LIKELIHOOD ESTIMATION FOR 
VISUALIZATION 

It can be shown that the integrated irradiance arriving at a camera is proportional to the mean number of photons incident 
onto the sensor [7], [15], and that the photon counting arrival occurrence (during a time interval) follows a Poisson 
density function [15]. If we consider ܫ௫ as the spatial normalized irradiance at pixel ݔ, then the Poisson distribution can 
be described as 
௫ሻܫ|௫ܥሺݎܲ  = ூೣ಴ೣ·௘ష಺ೣ஼ೣ!             (2) 
 
where ܥ௫ refers to ܥ photons at pixel ݔ. On the other hand, it can be shown that, the image of an object pixel in Integral 
Imaging appears periodically on the elemental images in the following positions: 
 ሼሺ݌ + ௞௟ሻሽ݌∆ ≡ ൜൬ݔ − ݇ ேೣ·௦௖ೣ·ெ , ݕ − ݇ ே೤·௦௖೤·ெ൰ൠ         (3) 

 
The irradiance of a reconstructed scene may be obtained from the photon counting elemental images ([7]) if we take into 
account that that the likelihood estimation for the irradiance assessment is: 
௣௭బ൯ܫ൫ܮ  = 	∏ ∏ ݌௞௟ሺܥ൫ݎܲ + ௣௭బ൯௅ିଵ௟ୀ଴௄ିଵ௞ୀ଴ܫ|௞௟ሻ݌∆         (4) 
 
Considering the logarithmic expression of (4) and deriving that expression in relation to ܫ௣௭బ (i. e., applying a maximum 
likelihood strategy), one arrives at: 
ሚ௣௭బܫ  = ଵே೛஽ · ∑ ∑ ݌௞௟ሺܥ + ௞௟ሻ௟௞݌∆           (5) 
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where: ܦ = ܮܭ ଶ݁ൗ݃݋݈ . Equation (5) is the computational reconstruction for one plane of the scene located at a specific 
distance using photon-counted elemental images and it is also the ML irradiance estimate of the scene at that plane. 
Noise sources may appear as well but if we assume they are statistically independent from the Poisson process that 
generates the photon counting images, then the probability term in (4) would become a product of probabilities. In that 
case, the partial derivative applied to Eq. (4) would cancel out the terms without dependence on ܫ௣௭బ and therefore the ML 
estimate would remain the same. This is the assumption that has been considered in the present case. 
 

4. WAVELET SHRINKAGE FOR IMAGE DENOISING 
Wavelets are generated from one single function (basis function) by dilations (scaling) and translations (shifts) in time 
(frequency) domain. Discrete wavelet transforms (DWTs) are typically associated to Multi-Resolution Analysis (MRA), 
which involves the application of two sets of functions, called scaling and wavelet functions. Consider a complex scaling 
function and a complex wavelet. The Dual-Tree Complex Wavelet Transform (DT-CWT) [16] uses two Discrete 
Wavelet Transforms in parallel. The first (upper) tree gives the real part while the second (lower) gives the imaginary 
part of the Complex Wavelet Transform (CWT). We considered Farras filters [17] for the first decomposition stage, and 
Kingsburry's Q-shift filters [18], [19] for the remaining stages. Once this transform has been applied, all high frequency 
(MRA) coefficients that appear during this decomposition and that are lower than a particular threshold, can be 
converted to zero. The denoised image is obtained applying the inverse wavelet transform after this thresholding.  
 

5. EXPERIMENTAL RESULTS 
The elemental images were collected with a Lockheed Martin Santa Barbara Focal plane AuraSR MWIR imager from 
the 12th floor of the AFRL tower located at Wright Patterson Air Force Base (AFB).  The camera could move in one 
fixed direction using a high accuracy rail apparatus. The AuraSR MWIR imager had a StingRay Optics 120 mm lens. 
The pixel size of this camera is 19.5 m. The size of the elemental images is 1024 1024 pixels. Two types of scenes were 
acquired: (a) a scene of a road, a group of trees and a vehicle just behind one of them, and (b) a view of the airfield of 
Wright AFB. For (a), 8 elemental images corresponding to an acquisition in a 1 8 horizontal grid were considered. For 
(b), 10 images in a 1 × 10 horizontal grid were acquired (the reader is referred to [20] for further details). We simulated 
photon starved conditions considering a Poisson density function, which is a valid assumption in the case of Infrared 
detectors [21]. Three noise levels (layers) were added to each one of the elemental images for the two scenes in such a 
way that the total number of noise photons added was: ௗܰ௖ = ሼ10ସ, 10ହ, 10଺ሽ, simulating the existence of dark current 
(dc) noise. An in-depth explanation about the reasoning behind these noise levels can be found in [11], [22].  
 
Fig. 2(a) shows one of the airfield scene elemental images under normal illumination conditions. In that scene, the 
hangars are at a distance 960m and the deposit is at a distance of around 2.2 Km. Fig. 2(b) shows one of the trees and car 
scene elemental images under normal illumination conditions, as well. The trees in front of the car are at a distance of 
approximately 210m, and the vehicle is at a distance of 237m. Figs. 2(c)-(f) show the reconstructed scene for the airfield 
and the trees and car scene, for 2.2Km and 237m distance, respectively. Figs. 2(c)-(d) show the case of the airfield scene 
with ൛ ௣ܰ, ௗܰ௖ൟ = ሼ3.0 × 10ହ, 0ሽ and ൛ ௣ܰ, ௗܰ௖ൟ = ሼ3.0 × 10ହ, 1.0 × 10଺ሽ photons, respectively. Figs. 2(e)-(f) show the 
case of the car and trees scene with ൛ ௣ܰ, ௗܰ௖ൟ = ሼ3.0 × 10ହ, 0ሽ and ൛ ௣ܰ, ௗܰ௖ൟ = ሼ3.0 × 10ହ, 1.0 × 10଺ሽ photons, 
respectively. In order to help improve its visualization, wavelet shrinkage technique for image denoising (explained in 
Section 4 but whose particular details can be found in [11]) was applied on the depth reconstructed images. For the car 
and trees scene, a threshold value of ܶ = 4 was used. For the airfield scene, a threshold value of ܶ = 20 was considered. 
 

6. CONCLUSIONS 
In this paper, we have summarized our work made for the visualization enhancement of 3D scenes in photon starved 

environments corresponding to Mid-Wave Infrared 3D data of real scenes ([11]). We have shown that visualization improves 
using multi-perspective photon-counted images, in relation to the information provided by each photon-counted elemental 
image. 
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