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1 | INTRODUCTION

Automatic service composition has turned key in the development of enterprise architectures for distributed systems.
Technologies such as the cloud, the Internet of Things (IoT), or the cloud-fog-edge continuum have brought new chal-
lenges into the picture: (1) applications of hundreds, even thousands of services are being considered, and managing them
manually has become impractical; (2) functionally equivalent services, with different quality of service (QoS) attributes,
may be traded in services repositories, with the goal of optimizing the overall QoS, at a minimum cost, but the available
offer makes the decision of where to deploy each service much harder; and (3) the distances between the components of
an application, and between the front-end services and the users of the applications, as well as the quality of the commu-
nication channels being used, are key for providing the appropriate response times to the users, which in the context of
service providers located around the world may suppose a significant difference.

Although the composition problem can be viewed from different perspectives, different nomenclatures, and in differ-
ent domains, for us, the problem of service composition is the process of assigning resources to services from a pool of
available ones. From all possible assignments, we are interested in finding the best possible solution, meaning that the
overall QoS is optimal, or pseudo-optimal, in the shortest possible time, and all users’ preferences (soft and hard) are sat-
isfied. Given the above mentioned scenario, we provide solutions for the composition problem that takes into account its
scalability, services’ locations, and users’ restrictions.

Abbreviations: GA, genetic algorithm; IoT, internet of things; QoS, quality of service; STD, standard deviation;
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In service-oriented computing, it is common practice to arrange existing services into workflows.! The architecture
of the service-based application to be composed will be provided as input, so that, not only service descriptions and
constraints are considered, but also explicit functional dependencies between services. We assume a workflow description
formalism like BPMN? or WS-BPEL,? although our techniques are applicable to other workflow notations, like CWL,* or
OPMW,’ from which we can extract functional dependencies.

We assume that a previous functional matchmaking has taken place. For each service, there will be an offer of candi-
date service providers, each with an estimate of its QoS attributes, specified as its service level agreement (SLA), which
will be taken into account to compute the solution. To be able to consider communications’ quality, we assume that the
location and connection capacity of the providers will be as well available. Both attributes will be a key part of our work,
to minimize latency times between service communications and to take into account potential bottlenecks. Even though
this information is key to provide an optimal allocation in the cloud-fog-edge continuum, and even more if they are on
the move, it may not always be available for all the services, and it can even change overtime. If not available, these values
could be estimated empirically by performing actual invocations to the services.

QoS-aware service composition is a well-known NP-hard problem.® Therefore, while the problem can be solved using
exact methods, like integer programming,’ there is a consensus on the use of genetic algorithms (GA) as a good option
for the composition problem because of its flexibility and easy adaptation to almost any optimization problem (see, e.g.,
works by McCall,? Sastry et al.,’ and Katoch et al.!?) In general, GA-based procedures provide an acceptable solution,
mainly because in them time and precision can be traded. In other words, even if limiting its time of execution, they can
still be able to find “acceptable” solutions.

We can also find in the literature solutions based on the use of heuristics (see, e.g., works by Mabrouk et al.!! and
Yuan et al.'?), mainly based on the utility of each candidate provider for some global goal. In general, we may see the
notion of utility as an estimate of the likelihood of each provider to be able to contribute towards a given goal. In other
words, utility measures try to respond the question of how, and how much, each of the candidate providers of a service
may contribute, for example, to a target global value, to given requirements, or to replaceability. For example, our goal
may be to get a lower economic cost and a higher reliability. Using this type of heuristics, with the subsequent appli-
cation of a GA to guarantee the satisfaction of user constraints, could give very satisfactory results in a very reasonable
time (see, e.g., works by Mardukhi et al.!* or Mabrouk et al.!!). Indeed, the method may get not only solutions for a
target goal, but also do it in a shorter time, since service providers may be grouped to significantly reduce the search
space.

Let us get a taste of the complexity of the problem by experimentally comparing several of these alternative solutions.
Let us consider a pure-genetic-algorithm solution (GA), a GA-utility solution (U), and a solution deciding on the best
candidate by individually, or locally, considering each service (Express). Let us consider an application with 100 services,
with 10 candidate providers for each service. Such a composition problem has a search space of 10'%° possible combina-
tions. The GA solution would start mutating and recombining individuals from its initial population through this search
space until a suitable result is found. Depending on its meta-parameters, it would explore a bigger or smaller part of this
search space, with a bigger or smaller chance of getting closer to a global optimum. A utility-based method with five
utility degrees would have a search space of size 5%, considerably smaller, although requiring some additional previous
analysis. Finally, a method in which the service provider for each service is decided in isolation, just by taking the best
candidate, would have a much lower complexity: 100 x 10 = 10%. The question is then how much do we lose by speeding
up the search?

We advance that our experiments show that the Express method works much faster, with a non-significant lost of
accuracy in most cases. There are however several factors to take into account. First, it is not clear whether constraints
can correctly be taken into account in the Express method, since there is no way to consider global constraints when
deciding locally. Furthermore, the Express method may significantly depend on the application’s architecture and the
offer of providers, which may lead to some unpredictability. In Section 5, we will also see how the GA and utility-based
methods behave. We will see how the utility-based methods have a much lower decision time, but require a significant
preprocessing, which grows with the number of available service providers. On the other hand, as we will see, the number
of providers is not that relevant for the other methods, since having a greater offer seems to simplify the problem of finding
an acceptable candidate. This, in fact, is the key to understand the behavior of the utility-based solutions, which rely on
the reduction of the number of candidate providers by grouping them in clusters. The utility-based methods may still be
useful if the preprocessing can be reused.

In the rest of the article, we present in detail the above-mentioned alternative methods for service composition,
with a focus on scalability, latency, and constraints. Specifically, we exploit the combination of GA, direct methods, and
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utility-based heuristics. Our solutions consider the usual QoS attributes, namely cost, execution time, reliability, and
availability, but also provides novel proposals to take into account channel-dependent attributes like latency and through-
put. These two attributes have a significant importance in the cloud-fog-edge continuum, because of the potential impact
of the distance between application’s service providers, and the variety of available channels. To deal with latency and
throughput, we propose a novel solution using the location and bandwidth of each service provider. Some of these solu-
tions are able to handle global constraints (GA, U, and UM), and others do not (Express). The solution of the composition
will be guided by the so-called fitness or objective functions, as a measure of the global aggregated QoS, which will be used
to quantifying the quality of a solution for a given composition.

A discussion on these results is presented, focusing on their advantages and disadvantages, and bringing light to
under what circumstances we would consider each of the proposed methods. An extensive experimentation has been
carried out. Applications of up to 2000 services have been considered, with between 100 and 1000 candidate providers per
service. As we will explain later, application structures, services, and service providers have been randomly generated.
Some of those results are presented in this article and additional details may be found in the companion web site,'* where
implementations for all these solutions, together with scripts for the random generation of problems are also available.
This extensive experimentation has allowed us to draw some conclusions on the pros and cons of each of the methods,
and specifically on when each of them provides a better performance. This information is summarized in Section 5.3, in
which a decision tree is provided.

The structure of the article is as follows. Section 2 presents a short discussion on the state of the art, focusing on differ-
ent methods available to solve the service composition problem. Section 3 presents the common ground for the different
methods, including the application model provided as input, the QoS attributes, the constraints, and the fitness/goal
function used to quantify the quality of a solution and to compare composition solutions. Section 4 explains each of the
provided solutions. Section 5 presents a series of experiments that show how the different solutions behave. Section 6
wraps up with some final conclusions and presents some lines of future work.

2 | RELATED WORK

In recent years, we have seen a development in distributed systems technologies, witnessing the appearance of new
paradigms like cloud computing, mobile computing, the IoT, or the fog/edge computing. With these advances, new chal-
lenges have also emerged, and a large number of methods have been proposed for service composition. Even though most
of them assume multiple existing web services arranged into workflows, many of them are merely based on the match-
ing of input-output parameters of services. However, besides these parameters, other elements may affect the execution
of services and their composition, such as global conditions, constraints, or service execution results.

Strunk’s survey® summarizes, classifies and evaluates major research efforts on QoS-aware service composition.
The survey concludes that, given the exponential time and costs of the composition problem, most approaches
try to simplify the problem by either linearizing the objective function, considering local QoS maximization, not
considering QoS constraints, considering single-objective optimization, or selecting a sub-optimal solution to the
problem.

More recently, Arellanes and Lau'> evaluate different service composition mechanisms for IoT systems, with a focus
on their scalability. Instead of the usual horizontal/vertical scalability,'® they focus, like us, on functional scalability,
where scalability is studied in terms of the number of services composed. Even though Arellanes and Lou provide an
interesting evaluation of composition mechanisms, supporting distributed dataflows, service-location transparency and
other features, they propose an algebraic model able to match existing services. In our case, we assume that this match has
previously resulted in an offer of candidate service providers for each of the services of an application. In the same vein,
Chen et al.!” propose the use of distributed collaborative filtering to select feedback using similarity rating of friendship,
social contact, and community of interest relationships. Using these rates, they provide an adaptive filtering technique
to determine the best way to combine direct and indirect trust to minimize convergence time and trust estimation bias.
Horizontal/vertical scalability has been extensively studied, for example, in works by Calinescu et al.,'® Coutinho et al.,'°
Xu and Helal,?° Vakili and Navimipour,?! and Cabre et al.??

In their 2022 paper, Razian et al.?® present a literature review on the existing studies in service composition in dynamic
environments, with a focus on the consideration of uncertainty. Given the variability of QoS values in real-world dynamic
environments, the QoS estimation/prediction in service composition has become more challenging, since the QoS infor-
mation available may be incomplete or unknown. The study reveals that the methods used to solve the problem of
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composition under uncertainty by the works included in the study are probabilistic, machine-learning, fuzzy systems,
and recommendations systems. According to this study, those works concerned about scalability use algorithms based
on (meta-)heuristics. The study, however, points out the focus on service-specific attributes, without paying attention to
their locations and latency: 61% of the analyzed works considers response time; availability, reliability, and throughput
is considered in between 20% and 28% of them; cost, reputation, security, energy, and other attributes are considered in
smaller percentages. One of the most promising works, regarding response time, might be the one by Parejo et al.,>* where
a hybrid approach that combines GRASP with Path Relinking?® is used.

It is common practice to take as input of the composition problem a description of the architecture of the application,
where the order of the nodes and their dependencies is made explicit. Although today other notations may be more active,
the most frequently used notation for providing these descriptions is WS-BPEL3—see, for example, works by Siddiqui
et al.,?® Le et al.,”” or Ouyang et al.?® With WS-BPEL, control structures are defined as entities that regulate the execution
flow, and depending on the job, more or less control structures will be used, such as conditions, sequential, iterative,
parallel and so forth. Other works use BPMN? and similar workflow notations.

A wide range of solutions have been proposed for the composition problem. Resolution methods are usually divided
in exact methods and heuristics-based methods. The use of other methods, like, for example, ant colonies,? dynamic
programming,>® or divide and conquer techniques,3! have also been explored by different authors. A broader summary
of the different alternatives can be found in Strunk’s survey.® Among the exact methods, the most successful solutions
are based on integer programming—see, for example, the work by Zeng et al.>> Algorithms based on exact methods
search for all possible compositions, and, for each of the compositions, the objective function is calculated. The compo-
sition with the best value for the objective function is selected as result. Typically, selection approaches can be based on
local or global decisions. Depending on which approach is followed, local or global constraints might be considered. For
instance, Yu et al.>° propose a solution that uses a combinatorial model and a graph model. In it, the combinatorial model
defines the problem as a multi-dimension multi-choice 0-1 knapsack problem; the graph model defines the problem as
a multi-constraint optimal path problem. As pointed out, the execution time of exact methods grows exponentially as
the input increases, becoming intractable.3%3? The greatest benefit of these methods is that they provide exact solutions,
guaranteeing global optimal solutions.

As an alternative to exact methods, some solutions that trade between execution time and precision have been pro-
posed. By selecting service providers at the service level,31:32 one can get good speed ups. One of such techniques is the
use of the divide and conquer algorithm. However, as pointed out by Berbner et al.,>* despite the great speed ups provided
by the divide and conquer method, the use of this method does not give the best solution. Indeed, when looking at the
problem globally, the greater the number of services, the more distant it is from the optimal one. Another problem with
exact methods is their difficulties to establishing global restrictions. Yu and Lin3* propose a method based on divide and
conquer in which, to take into account global constraints, they propose making several runs of the algorithm, losing the
speed that comes with the divide and conquer method.

Most of the proposals that use heuristics are based on GA.3>3° Instead of exploring the entire candidate solutions
space, as do exact methods, GA explore only part of this space, and such exploration is based on evolution. GA have one
main weakness, since they are mainly based on statistics, there may be cases in which a local minimum is entered. When
the GA is in this situation, it may be difficult to get out of it. A good selection of the hyper-parameters controlling the
execution of the algorithm is key for getting the best results in the shortest times. These hyper-parameters basically control
the type of mutations that the genes are subjected to and the criteria for deciding when the solution is good enough, that
is, for stopping. Thanks to the fact that it significantly reduces complexity, and this time-precision trade, it is used by
several authors. The biggest problem solutions based on GA have, as all heuristics-based methods, is that we cannot know
how close to the optimal solution we are, not even if we already have the best solution. Furthermore, even with the best
hyper-parameters, and though compromising some quality in the solutions, the growth of the execution times of GA is
exponential, as is the search space. This means that, when scaling up, the quality of the solutions may get compromised if
running under strict deadlines. With good hyper-parameters, as we will see in our experiments, this growth may be almost
linear. One additional advantage of GA is that they are flexible enough to consider attributes of very different nature. As
we will see in the coming sections, this flexibility has allowed us to consider channel-dependent attributes, like latency
and throughput, in a rather efficient way.

Both single- and multi-objective algorithms are commonly used alternatives in the literature. Whilst a single-objective
approach returns a single solution, the multi-objective one returns a set of solutions, each one achieving a different
trade-off between the different objectives. Even though the multi-objective algorithms requires a posterior analysis, the
single-objective approach relies on a weighted sum. The suitability of many-objective evolutionary algorithms to the
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composition problem has been explored by different authors.**#> Suciu et al.¥ combine adaptive heuristics and the
multi-objective algorithm. Moustafa and Zhang*? use reinforcement learning to deal with the uncertainty characteristic
inherent in open and decentralized environments. Trummer et al.** formally analyze complexity and precision guaran-
tees. Ramirez et al.*> consider nine QoS properties, namely response time, availability, reliability, throughput, latency,
successability, compliance, best practices, and documentation. Yu et al.* propose an approach based on a reduced space
searching strategy.

Alternative heuristic methods have been proposed based on the notion of utility. For example, Mabrouk et al.'! pro-
pose an algorithm that uses a utility-like heuristic based on clustering. They calculate the utility of the providers and
then clusterize to search for the composition. Yuan et al.!? use the utility method with a fuzzy logic approach. Their work
includes experiments with up to 1000 services, obtaining good execution times, which show the scalability of their pro-
posal. However, these works use as quality attributes cost, execution time, availability, accuracy, and throughput. It is not
clear how to extend their proposal to other attributes like latency.

In summary, what all above-mentioned works have in common is the search for a service provider for each service
that maximizes a certain objective function. There are several ways of approaching the problem, but we can mainly differ-
entiate between two types: exact and heuristic methods. Deshpande and Sharm*® propose the use of a machine-learning
classifier to choose between the most commonly used solutions, namely those based on exact methods (integer program-
ming), on GA, and on ant colonies, depending on the complexity of the problem. Although the decision depends on
multiple factors, in general, for problems with few services, the classifier recommends the exact methods,*® while for
more complex problems the classifier recommends the use of the solution based on GA,® rather than ant colony based
algorithms.?

In most works where latency and throughput are dealt with References 11,47, and 39, these attributes are seen as
numerical values associated to the service providers, that must be minimized or maximized, in the same way as the
attributes of cost, response time and so forth are usually considered. Klein et al.***° and Martini et al.*° take into account
communication channels by using a network model, what allows them to compute network QoS, including latency and
transfer rate. Klein et al. use network models based on hash tables*® and k-d trees.* Although they consider several other
QoS attributes, the optimization is carried out for network QoS. In their 2014 paper,*® they achieve a near-optimal latency
for their service compositions, working under realistic network conditions. Instead of focusing on specific attributes, we
treat all attributes uniformly, looking for solutions that maximize the aggregated QoS. Moreover, we use a simpler model,
suitable for different techniques. As far as we know, no method has been proposed for dealing with latency apart from
the above-mentioned ones, all of which use GA.

Utility approaches bring with them two main problems, the first of them is that since this is a heuristics-based method,
as for GA, we cannot know with certainty if we have reached the best solution. The second problem is that all the attributes
taken into account are service- and provider-dependent; they do not take into account attributes that depend on the
communication channels between services.

Given the pros and cons of each of the most-frequently used methods, there are several key issues for which we
cannot find a satisfactory answer in the literature. In the rest of the article, we present a general setting for scalable
service composition with constraints, in which QoS attributes cost, execution time, reliability, availability, latency, and
throughput are considered. As we will present in Section 5.3, a systematic strategy can then be defined in order to decide
when using a method or another, depending on our specific needs.

1.11

3 | APPLICATION MODEL

The composition problem takes as input the application model and the offer of service providers on which to deploy the
services. A workflow description of the application provides information on the services that are part of the application
and the functional relationships between them, which is key for the aggregation of the QoS attributes as a global measure
of the quality of the application. Since each of the services of our applications can be deployed on service providers at
any location in the cloud-fog-edge continuum, and the quality of the communications is as important as the selection
of providers, their locations, and the latency and throughput of the communication channels, must also be part of the
inputs of the problem. The set of inputs is completed with a set of user’s constraints, and with the relative importance
of the different attributes when considering them together. We describe the details of these elements in the rest of this
section.
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3.1 | Service providers

Service providers are the services or infrastructure where services may be executed. In the cloud-fog-edge continuum,
there are many types of providers, such as IaaS virtual machines, PaaS services, Arduino devices, Tomcat servers in on-site
machines and so forth. We consider service providers as entities where we can run the services and for which we know
their locations and the estimated values for their cost, response time, availability, reliability and so forth that is, their
SLAs. The way in which we compute the different aggregate functions for each of these attributes will be discussed in
Section 3.3.

Services must be executed as efficiently as possible, either individually or in combination with other services as
described in the application’s architecture. We assume that a previous matchmaking—in the line of those proposed by,
for example, Wu and Wu,>! Stefanic et al.,>> and Kritikos and Plexousakis®>—has been carried out, so that each service in
an application will have a list of possible service providers where they can be deployed to be executed. Each service has a
list of available and fully compatible providers to be executed, which may be different from the lists of the other services.

3.2 | Architectural patterns and composition quality

Given an architectural description of the application, and a set of providers for each of the services in it, the objective of
the service composition problem is to obtain a composition with the best possible quality. But what does quality mean?
By composition quality we mean a measure, normalized in the range [0, 1], with 0 the minimum possible quality and 1
the maximum one, that allows us to quantify this quality to compare different solutions. Each algorithm in this work has
its own way of finding the best composition, but all solutions use the same measure of quality, what allows us to compare
them. Although we use the same formula to evaluate a composition, each of the implemented methods has its own way
of obtaining this value. We will discuss the objective function and the aggregation formulas in Section 3.3.

Although the basic elements of an application’s architecture are its services, these will be grouped in recursive sub-
structures. We call component the set of elements of which our architecture is composed, whether they are individual
services, junction gates, separation gates, or sets of other components. The way in which the components are connected is
usually defined by architectural patterns. The architectural patterns that we consider are the most common ones, namely
the sequential, the parallel, the conditional, and the iterative patterns. These patterns are shown in Figure 1.

In the conditional and iterative patterns depicted in Figure 1, probabilities represent, respectively, the likelihood of
executing a branch and the probability of making another iteration on the loop of services. Patterns and probabilities will
be key to recursively calculate the global objective function using the aggregation functions presented in Section 3.3.
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FIGURE 1 Architectural patterns. (A) Sequential. (B) Conditional. (C) Iterative. (D) Parallel.
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Sequential pattern (Figure 1A). In this pattern, each component must wait for the previous component to perform
its task. That is, the output from a component is the input of the next component in the sequence. For example, for
summative QoS attributes, the goal is for each component to carry out its work as efficiently as possible, since the provider
that offers the highest quality in isolation will be the best provider globally.

Conditional pattern (Figure 1B). This pattern has branches, each of which has a probability p; of being exe-
cuted, with i=1 ... n, 0<p; <1, and Zinzopi = 1. To calculate the fitness function of each branch, as we will see
in Section 3.3, we simply have to recursively calculate the aggregated value for that branch, and multiply it by its
probability.

Parallel pattern (Figure 1C). In a parallel structure, all branches are executed concurrently. The services being exe-
cuted in parallel must synchronize once completed. Therefore, for instance, its response time is given by the response time
of the slowest branch. As we will see below, this is key, since, in this pattern, faster services may relax their response-time
requirement in favor of improving other attributes. For example, we may have cases in which we decide to take a cheaper
provider for a service because a faster, more-expensive one is possibly not going to improve the global fitness value. Some-
thing similar happens also with other attributes. For instance, for reliability, where if one branch of the pattern fails, we
consider the whole corresponding component to have failed.

Iterative pattern (Figure 1D). This pattern represents a loop that have a probability p of repeating its execution,
where 0 < p < 1. Of course, the probability of getting out of the loop is then 1 — p. Notice that p = 0 would mean that the
body of the loop will never execute, and p = 1 an infinite loop.

3.3 | QoS attributes and their aggregation functions

We consider the following QoS attributes:

Cost. This attribute indicates the cost (in euros, €) per service invocation of the service. This attribute will be
minimized.

Response time. The response time is measured as the time (in milliseconds, ms) that elapses between the call to a
service and the output of that service. This attribute will be minimized.

Availability. Availability is measured as the rate (%) at which the resources and services of a system are accessible to
end users, that is, available time with respect to total time. This attribute will be maximized.

Reliability. Reliability is measured as the rate (%) at which we expect the output from the execution of a service to
be as expected. This attribute will be maximized.

Latency. Latency is measured as the time (in ms) it takes for data to get from the output of one component to the
input of the next. This attribute will be minimized.

Throughput. Throughput is measured as the amount of information a channel is able to send from the output of
one component to the input of the next in a given time (measured in megabytes per second, Mbps). The attribute will be
maximized.

3.3.1 | Latency and throughput

Given the importance of latency and throughput for the cloud-fog-edge continuum, because of the potential impact of
the distance between application’s service providers, and the variety of available channels, we need a management of
these attributes better than found in existing solutions. Specifically, if there is an offer of alternative providers for two
services between which there is a communication, all possible combinations should be considered when choosing the
best alternative. We cannot consider a latency value as something associated to a given provider, it also depends on where
“the other side” is located.

To deal with latency and throughput, we take into account the location of each service provider. Such locations are
provided as the actual latitude and longitude of a provider. Each provider also has a bandwidth, which determines the
bandwidth the provider can work with. To be able to take into account in a systematic way the communications that
may take place through gates, we have introduced components that act as logic gates and have their own providers. In
other words, these components are responsible for joining several inputs into a single output (merge action) or an input
into several outputs (split action), as routers or switches would do. These special providers only offer localization and
bandwidth.
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FIGURE 2 Example of latency estimation.

As each provider has a specific location, for latencies, we first need to calculate the distance between the different
locations. Distances are approximated using the haversine formula, which determines the distance between two points
on a sphere given their longitudes and latitudes.” Next, we multiply this value by a constant that represents the speed at
which light travels through optical fiber. In our case, we have chosen to assume an estimated and uniform constant value
of 1.5E — 6 as discussed in Poletti et al.’s paper.>* Of course, this is a rough approximation. It is well known that geographic
position and network latencies are not directly correlated. Alternatively, a system like Vivaldi®>> could have been used to
estimate round-trip times (RTTs) between arbitrary nodes in a network.

Finally, the methods presented in Section 4 use latencies in two different ways. Once providers are chosen for the
services, we can calculate distances and corresponding latency estimates. This is the case of the GA-based method
(Section 4.2), in which the fitness function is calculated for specific assignments of providers to services. However, the
methods taking decisions locally (Section 4.1) or based on heuristics (Section 4.3), require a measure of the latency asso-
ciated to each service provider. We calculate this value of latency per provider by calculating the average of the latencies
of such a provider with each provider of the services the service communicates with. Let us illustrate this by considering
the situation in Figure 2, in which gate G; has two candidate providers (P; and P,) and services S, and S4 have, respec-
tively, candidate providers Py, ... , P4 and Py, P3, Ps, Ps. And let us focus on providers P; and P, for gate G;. To calculate
an estimated latency for these providers we calculate the latency between each of these and each of the providers of S,
and S4, and calculate the average of these values. Specifically, for P, we calculate the average of the latencies between P,
and Py, ... , P4, Py, P3, Ps, Pg, and store it in P4. Then repeat the operation for P;. Although a simple estimate, it has given
good results, as will be seen in Section 5.

Like latency, throughput is an attribute that depends on several components. But in this case, in order to calculate the
value of this attribute, we take the lowest bandwidth of all those obtained, that would be the bottleneck. To make testing
easier, we have abstracted all possible combinations and created six levels of capability with the following values: (L0, 50
Mbps), (L1, 600 Mbps), (L2, 1.300 Mbps), (L3, 10.000 Mbps), (L4, 40.000 Mbps), and (L5, 160.000 Mbps). Furthermore,
we assume that all bandwidths are compatible with each other, and that some technical solution is in place for connecting
them.

Please, note that even though latencies and throughput are estimated using providers’ location and bandwidth
information, only constraints on global features are considered.

3.3.2 | Aggregation functions

Given an assignment of providers to services, the global values for each of the QoS attributes are calculated recursively
using the architectural patterns presented in Section 3.2. Table 1 shows the aggregation functions used to calculate the
values for the QoS attributes execution time, cost, reliability, and availability for the patterns in Figure 1." Note that in
the architectural patterns, probabilities represent the likelihood of executing a branch or another in a conditional pattern,

"To avoid recalculating the distance between locations continuously, all distances are calculated once and stored in a hash table.
Similar aggregation patterns have been used by different authors, see, for example, works by Cardoso et al.,*” Zeng et al.,>? or Wan et al.>
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TABLE 1 Aggregation functions for provider-dependent attributes.
QoS Attr. Sequential Conditional Parallel Iterative
Time (T) LT Tip - T maxieq1...n) T() =
Cost (C) ) e(() Y - Ct) 2L Ct) =
Reliability (R) T, R(t) Yibi - Rt) TRt f:’;’_'R’fg)
Availability (A) T, A b - Alt) M,A) f:llj)—jzg)

or making another iteration on the loop of services or getting out of it. Note also that these probabilities are also used in
the aggregation functions. As usual, these probabilities can be learnt from actual executions of the application or being
estimated by experts.

The aggregated values for latency and throughput are also calculated recursively, but instead of following the nesting
of the architectural patterns, for these attributes the procedure goes from the start event in the architectural description
of the application following the communication channels. By considering services and gates as nodes, and assuming that
suc(x) denotes the set of successors of a node x, that I, , is the latency between nodes x and y, and that py, is the probability
of using the channel between x and y, the latency of a node x, denoted L(x) is defined as follows.

0, if suc(x) = @,
L(x) = { 03X )(lx,n + L(n)), if suc(x) # ¢ Ax parallel, 0
Y Dxn-(n+L(m),  otherwise.
nesuc(x)

Basically, since the latency of a node following a node n is given by I, + L(n), if the node is a parallel gate, its latency is
given by the maximum of its continuations, and otherwise by the weighted sum of its continuations. If the node has no
successors, its latency is assumed 0.

For throughput we only need to consider services. The global throughput at a node x is computed as the minimum of
the throughput of that node and the throughputs of all possible paths from a such a node. By denoting t, the throughput
of a provider currently assigned to node x, the throughput of a node x, denoted Th(x), is defined as follows.

tx, if suc(x) = @,

Th(x) = (2)

min(t,, min Th(n)), otherwise.
nesuc(x)

3.4 | Weights and relevance of QoS attributes

It is not always the case that all attributes are equally relevant. If we only consider cost and response time, we may decide,
for example, that we are willing to pay a bit more for having a better execution time. In such a case, we may give, for
example, a weight of 0.7 to the response time and 0.3 to the cost. These weights indicate that 70% of the decision will
be influenced by the response time, and the remaining 30% by the cost. These weights will be taken into account when
calculating the objective (or fitness) function.

Assuming that Q is the set of QoS attributes, g; is the global aggregated value for each attribute i, and that W}, a value
in the range [0, 1], with ZieQ W; = 1, is the weight for attribute i, Equation (3) shows the usual fitness function in this
type of problems.

f=2 Wi-gy+ Y, Wi-(1-qp), 3)

€Qumax i€Qmin

where Quax and Qpin, With Q = Qmax U Qmin, are the sets of QoS attributes to maximize or minimize, respectively. This
fitness function is defined in the range of [0, 1], and our goal is to take the individual (composition) with the highest f
value.
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3.5 | Constraints

Constraints may be provided to be taken into account in the resolution of the composition. In our work, constraints are
established globally, on specific QoS attributes. Without loosing generality, we assume that the syntax used to express
constraints on attributes includes three basic operators which are less than, greater than, and in range. For example, a
global constraint like ((50 < COST < 1000) A (AVAILABILITY > 0.8)) means that the global application cost must be
between 50€ and 1000€, and the availability must be greater than 80%.

We support both soft and hard constraints:

Soft constraints. Soft constraints have an associated weight that indicates the penalty applied to the total quality of
the composition. If a solution does not satisfy it, it is not discarded, but, as we will see below, a penalization is applied.
The fitness function f is adjusted depending on the number of failed constraints as shown in Equations (4) and (5), where
W_ is the penalty for missing constraints.

failedConstraints
ne=1-— ; , “)
max(totalConstraints, 1)
fc‘ =, W)+ (1 —We) f) (5)

The penalty W, can be adjusted to make the constraints more or less influential in the search for the objective function.
Hard constraints. Hard constraints allow avoiding undesired solutions, since their satisfaction is mandatory. If any
of these constraints is breached, the solution will have the worst possible quality (0), and therefore very likely discarded.

4 | METHODS FOR COMPOSITION

This section presents the four different solutions for service composition, namely the Express method, the (pure) genetic
algorithm GA, and two alternative methods based on utilities, U and UM. The pros and cons of each algorithm, as well
as the details of operation and implementation, will be presented in each of the corresponding sections.

4.1 | The Express method (Express)
This algorithm is the simplest of the three ones presented in this work. It basically consist in the following procedure:

1. We calculate the maximum and minimum values of each of the QoS attributes of the providers of each component.

2. For each candidate provider of each service, we obtain the sum of each of the values of the different QoS attributes,
normalized between the previous maximum and minimum values, and multiply it by its weight. In other words, we
locally calculate the fitness function for individual services.

3. Given these values, we then simply take the candidate provider with the highest value for each service.

With these simple steps, we obtain the best provider on a service-by-service basis. Note that in addition to the values
for QoS attributes cost, response time, availability and reliability, we calculate the estimates for latency and throughput
as explained in Section 3.3.

Limitations. We will see in Section 5 that this algorithm returns good results in very short times. However, the fact
that service providers are selected in isolation prevents the selection of optimal solutions in all cases, specifically, it cannot
handle correctly parallel-pattern subproblems, global constraints, or attributes that depend on the selection for other
services, like latency and throughput. If hard constraints are to be considered, the method may give unacceptable answers.

4.2 | The genetic algorithm

GA provides a very flexible and highly configurable method, which allows us to adapt it to virtually any problem. As we
will see in the coming sections, we use our GA solution for service composition as a reference method, since it provides
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the more general solution, allowing us to consider simultaneously all QoS attributes, including concrete measures for
latency and throughput, constraints and so forth.

The starting point of a GA is a random population, seen as genes, that will improve as new genes are generated. Each
allele of the gene encoding is the index of a service and the value that is entered in it will be the service provider for that
service. The selection of the best specimens are chosen by measuring them using an objective function. Beginning with
a sufficiently varied initial population, by repeatedly applying mutation, crossover and selection operations will lead to a
pseudo-optimal solution.

Limitations. As we explained in Section 1 and will further discuss in Section 5, a GA algorithm may present scal-
ability problems as the search space increases. However, even if the execution time grows as the number of services
and the number of providers grow, since the search space grows exponentially, with an appropriate representation and
hyper-parameters the complexity of the GA solution may grow polynomially. As we will see in Section 5, in our case, the
growth for our experiments is almost linear. This is basically part of the time-precision trade proper of GA-based solu-
tions, where we can stop the search as soon as an acceptable solution is found. In some cases, GA may have problems to
leave a local optimal to find a better one. The mutation and recombination steps used, and their parameters, as well as
the criteria used to stop the procedure are key to adjust the procedure.

4.3 | A method based on utility (U and UM)

The resolution by utility, as we explained in the introduction, is a heuristics-based method. The utility-based method
proposes finding a pseudo-optimal solution, reducing the complexity of the problem to solve, with the goal of reducing
the computation time. It does so by creating clusters of service providers in accordance to the utility they offer given the
requirements of its service. A GA is then in charge of finding the best assignment. In this way, although a GA is in charge
of providing a solution, it does so on a smaller search space, also being able to deal with user-imposed constraints.

The three stages of the method are described in the following subsections.

4.3.1 | Pre-calculation or clusterization

The utility of a service provider is a value assigned to each of the available providers of each component. If a same provider
is available for two different components, it may get different utility values for each of them, since it represents how good
each particular provider is for a chosen target global goal. In this work we consider two different utilities, one that only
depends on the QoS attributes (UM) and another one that depends also on the number of providers of each type (U), with
the goal of improving the eventual replaceability. In UM, for each provider, a weighting is made between the degree of a
certain quality of component attribute and how many providers reach that degree.

Degree of component quality. For each provider and attribute, the values are grouped in discrete degrees. The
degrees are divided in clusters of similar spans between the minimum and maximum values of the corresponding
attribute. The ranges of the degree of utility are inherent to each component, depending on its smallest and greatest val-
ues. By considering these clusters, the number of considered values is reduced, but this reduction also results in a lost of
information. As we will see in the following, identifying the right number of degrees is key for the optimal operation of
the method.

Degree of probability. The degree of probability is the number of providers of the particular component that are
able to meet a certain range. As the range becomes more challenging, that is, closer to the minimum in case of negative
attributes or maximum in case of positive ones, fewer providers will be able to reach that range.

Normalized degree of component quality. The degree of component quality is normalized in the interval (0,1].
The normalized degree of component quality will be used to compare each provider against the rest of the component’s
providers.

The normalized degree of component quality is multiplied by the degree of probability, resulting in a table in which each
row will be a specific component, with a particular QoS attribute and whose columns will be the grades. This generates a
weighting between the number of providers available and how good the value is. Since cluster sizes balanced, the decision
to choose a provider does depend both on the value for an individual provider and the number of providers that can reach
such a value.
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TABLE 2 Codification of the genome.

G Cn
ky . Ky, . ky . Ky,
utl,l oo utl,m oo utn’l s utn’m

As already explained, the utility method allows the user to specify constraints. Constraints have to be normalized,
using the formula described in the previous section. The normalized value of these are considered as the utility required
by the user for a certain attribute.

Let us finish this section by saying that, if the providers offer of a component changes, only the tables where the
information about that component was stored have to be recalculated.

4.3.2 | GA-based search

The pre-computed values (Section 4.3.1) will be repeatedly used during the GA-search of the best solution. The gene is
encoded as follows. As depicted in Table 2, each component takes one index of the gene for each considered QoS attribute.
For example, if we have 3 components and 3 QoS attributes, the gene will have length 9. The genome is filled with the
indexes of the quality degree matrix degrees.

The utility values are calculated out of the values in the genes representing each candidate solution. Specifically, the
utility estimate for the QoS attribute i, denoted Ut;, is calculated as the average of the alleles of the gene corresponding to
such QoS attribute of each component. Going back to our previous example, having 3 components and 3 QoS attributes,
for attribute number 1 we take the average of the values in positions 1, 4, and 7 of the genome. The aggregated utility for
the QoS attribute i is then just the weighted average of these estimated utilities—see Equation (6), where we assume a
genome G, with ut;; the value for attribute i of component j, and C the set of components.

Zjec Uty
Ut = =< 6
i ] (6)

To determine whether a given genome satisfies given constraints, the estimation is compared with the normalized
value of the constraints. The quality of a given composition is calculated as a fitness function, which will allow the GA to
select the best candidates from each population.

Equation (7) is used to calculate such fitness function, where f is 1 if a genome is valid and 0 if the genome utility does
not satisfy the indicated constraint, W; is the weight given by the user to the corresponding QoS attribute, and QoS is the
set of QoS attributes. We consider a genome as feasible when all the QoS attributes satisfy the imposed constraint. In case
of failure to fulfil any restriction, a penalty will be applied to the fitness. If the fitness is negative, the genome is discarded.

penalty; = Z W; * f. (7)

i€QoS

4.3.3 | Selection of the best provider

Once the GA stops, a composition must be generated out of the best genome. To choose the best composition we will have
to go through each of the components and assign them to the provider whose quality value is closest to the referent of that
cluster. To do so, we just have to seek the expected utility at the component level. For each service quality attribute and
component, the averages of the genome degrees are obtained, resulting in a value known as the expected utility for the
component. For the provider assignment, the provider’s QoS attributes will be normalized, with respect to the available
providers of such a component. The utility of a provider is then calculated as the weighted sum of such values.

Let us consider the following example. Table 3 shows the utility degree matrix of an application with two components,
for the attributes of cost (C) and response time (T), and four utility degrees (d; ... d4). Assume that the GA has returned
[1,2,3,1] as the best genome. This means that for the cost attribute of the first component we must look for a degree
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TABLE 3 Utility degree matrix.
d d, d; d,
(65} (o 0.15 0.45 0.75 1.0
T 0.3 0.55 0.8 1.0
C, C 0.15 0.45 0.75 1.0
T 0.3 0.55 0.8 1.0

of utility 1, for the response time attribute of the first component we must look for a degree of utility 2, and so on. Our
objective is to go through the different providers and compare their standardized quality attributes, and choose the one
that comes closest to these values. If we look at the table, for cost, the degree of utility 1 corresponds to the representative
0.15 and the degree of utility 2 to the representative 0.45. These providers will make the best composition.

4.3.4 | Adaptation for special attributes and goal

As explained in previous sections, the utility degrees depend on the number of components and the values they can
achieve within the component. As explained in Section 3.3, this presents a challenge when dealing with values that
depend on two or more components like latency and throughput. As also explained there, we use certain assumptions and
heuristics to be able to handle latencies and throughputs in the most convenient way. For latency, following an approach
very similar to the one used for utilities, we use a scale between the number of providers and the best values they can reach.
In the cases of latency and throughput, it is done by transferring the value of the channel to the component provider itself.
As explained in Section 3.3.1, the average of the latencies between a provider and all its potential following providers is
calculated.

In the UM case, we do not take into account the number of providers able to satisfy the quality values, that is, the
probability table, and therefore, the quality table becomes directly the utility table of this method. This is an optimistic
approach, since eliminating the probability table is equivalent to multiplying the quality values by 1, that is, assuming
that all providers are equally available. This small modification significantly reduces the pre-computation time, but the
reason for considering it is to show that we can consider other utility criteria, and that being more focus on quality, it may
show better results when comparing just by looking at it.

Limitations. Utility-based methods promise speed ups at the expense of loosing some precision. As we will see in
Section 5, the qualities of the solutions are quite poor, whilst the execution times are not better than for other ones.
Nevertheless, this claim requires two clarifications. First, even though the total execution time is not as good as one might
expect, it is really competitive if we do not consider the pre-computation time. Note that the results of the pre-computation
can be re-used if the application and providers do not change, which may occur in some cases. In fact, this situation may
be more common than we think. Consider, for example, a factory or a hospital, where we have a fix number of available
resources, and decisions for reconfiguration need to be taken rapidly. On the other hand, note that whilst the UM method
uses the fitness as only utility target, U uses both fitness and number of providers. This means that U does not optimize for
fitness, which justifies its poor numbers on the fitness values obtained. The UM method helps understanding this, since
it uses fitness as only utility. Lastly, note that the performance of the pre-computation depends on the number and type
of attributes considered. In our case, the use of latency and throughput requires the analysis of the multiple providers to
get the estimations for each of them. Works using classical attributes report lower preprocessing times (see, e.g., works
by Mardhuki et al.!3 or Mabrouk et al.'!).

5 | EXPERIMENTS

This section presents some experimental results to evaluate and compare the different solutions presented in the previous
sections. Additional experiments and results, as justification of the selection of the used hyper-parameters is available at
the companion web site.!*

All the experiments shown in this section have been repeated ten times. Here we show both average values and their
standard deviations (STDs). In addition to results for the methods presented in the previous sections, we have executed
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some of the experiments on a purely-random solution that we have named RND. This composition method consists in
randomly assigning one of the available providers to each component. This simple method will serve as a reference for
the execution time and fitness of the other methods. For the methods requiring pre-computation, in most cases, we will
explicitly depict the time required for the pre-computation and the computation of the composition itself. Specifically, in
most of the graphs where the execution time is shown, each of them will include a shadow of the same color as its line.
The height of this shadow defines the pre-computation time required for each method. That is, the part below the shadow
represents the execution time of the algorithm, the height of the shadow represents the pre-computation time, and the
opaque line at the top of the shadow is the total execution time of the method. For those methods using GAs, two stopping
criteria have been established, namely that they reach 180 s of execution, not counting the pre-computation time, or that
a convergent population has been found. Lastly, we have seen in the previous sections that users may specify certain
parameters, like attributes’ weights (Section 3.4) or constraint penalties (Section 3.5). These parameters are of course
relevant for the final results, but not for the experimental comparison presented in this section. As stated in Section 3.2,
all solutions use the same measure of quality, that is, they all use the same formula to evaluate a composition. Regarding
constraints penalties, they are used in the same way by the GA and U-UM methods.

All details on the dataset, hyper-parameters and additional details on the results can be found in the companion web
site.1

5.1 | Experiments without user constraints

With the aim of getting a first glance on the scalability of the methods, Figure 3 shows the execution times and overall
quality (fitness) for each of the considered methods, for different numbers of services and candidate providers. In these
charts, Express represents the Express method (Section 4.1), GA the GA method (Section 4.2), U is the utility-based
method targeting both availability and global QoS and UM is the utility-based method targeting only global QoS (see
Section 4.3). Applications of up to 2000 services have been considered, with 100 and 1000 candidate providers per service.
For example, for the U solution they are denoted (U, 100) and (U, 1000). To run these experiments, the applications’
architectures and the QoS values of the candidate providers were randomly generated. The figure depicts charts for both
the average execution times and their STD. Since the execution time depends on the complexity of the problem, given
by the number of services to be composed, the architectures, and the QoS values, the charts not only show a significant
variability, we can observe ups and downs in the charts as the number of services increase. To show more significant
results, each experiment was repeated 10 times, the same ones for the different methods, and average values are depicted.

Although we will discuss in some depth the settings and the results from experiments like this one, let us assume for
now that the parameters for the different methods are optimized, and let us focus on the main key observations regarding
our discussion on scalability. First, observe that these experiments do not consider user’s constraints, since they would
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rule out some of the methods. The chart at the top of Figure 3B shows the average fitness values for the experiments
using the different methods for problems of different sizes. We can observe that the best fitness values are obtained with
the Express method, followed by the GA-based method, and with the worst results for the utility-based ones. We can
also observe that only for the Express method the number of service providers is significant. The charts in Figure 3A
show the average and STD for the execution times for these experiments. Our first observation in this case is that the
growth for all of them is more or less linear, with some peaks due to the influence of the application’s structure of the
genetic-algorithm-based solutions, that is, GA, U, and UM (see STD chart). The Express method provides, as expected,
the best execution times. The second best is, despite its variability, GA.

If we had to take a decision on which method to use by looking at these charts, we would clearly take the Express one.
However, as pointed out before, there are a few factors to take into account. First, it is not clear whether constraints can
correctly be taken into account in the Express method, since there is no way to consider global constraints when deciding
locally. Even though, in average, the Express method presents better fitness values, it also presents a greater variability
(high STD values). This basically means that even though it gives good results in many problems, there are others in
which they are bad: depending on the architecture and the offer of providers, local decisions will be advisable or not.

The times shown in Figure 3 for the utility-based methods include both the preprocessing and the processing times.
The figure shows how the combined values grow with the number of service providers. We will see below that the
utility-based methods have a much lower decision time, but the preprocessing is significant, and grows with the number
of service providers. Indeed, the number of providers is not that relevant for other methods, since having a greater offer
seems to simplify the problem of finding an acceptable candidate.

The observations on Figure 3 are reinforced by the charts in Figure 4, which show the execution time and fitness for the
composition of 500 services changing the number of service providers up to 1000. These experiments still do not consider
user constraints. We can clearly observe that the increase in the number of providers has a somewhat more noticeable
impact on the execution time required for methods with a pre-computation or brute force. In terms of fitness, it can be
seen that higher values are obtained, but this is only an effect caused by having a wider range of providers to choose from.

There are some interesting observations on Figures 3 and 4 worth pointing out. In global terms, it can be observed that
the Express method offers the best fitness quality in a reasonable time, followed by the GA method and the UM method.
GA and UM show STDs much higher than the other methods. This is due to their dependency on the architecture of the
application. More interesting is to see that although the total execution times for U and UM increase, the times without
their pre-computation actually decrease. This also is observed for the GA method, and is due to the increase of the offer: as
the number of providers grow, it is easier to find an acceptable solution. The number of alternative providers significantly
affects the Express method, which need to choose the best candidate, even locally. The RND method shows a near-zero
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providers per service.

execution time. Including the results for U in this chart is a bit unfair, since, as pointed out in Section 4.3, it is not looking
for the best fitness. It is interesting to see, however, how its computation time grows globally, but not if we only look at
the composition itself and leave out the pre-computation time.

Figure 5 shows a different view of the same experiments. In this case, we compare the methods as the number of
services increases with a fixed number of providers per component: 500. Figure 5 shows the same trend as Figure 4, where
we can see a linear increase in execution time and quite similar fitness values. In this case we also observe a significant
variability for GA and UM. The part due to the pre-computation for the utility-based methods is again quite significant.

5.2 | Experiments with user constraints

We present in this section results for experiments similar to those in the previous section, but considering user constraints.
Since the problems are created randomly, we also need a way to generate constraints randomly. A constraint is created for
each QoS attribute. We use two different types of constraints, one more restrictive than the other. In both cases, we use a
penalty weight of 80%. Please, note that the penalty weight is specified by the user. As explained above, the GA and U-UM
methods apply constraints in the same way, and therefore the value does not affect their experimental comparison.

Figure 6 shows the results for the first type of constraints. If it is a positive attribute, the global value of the composition
must be greater than 70% of the maximum possible value. If it is a negative attribute, the global value of the composition
must “be.” less than 130% of the minimum possible value. For example, if the cost values are in the range [100,500], the
constraint would be “COST smaller than 130.” These are the most common constraints, where we impose a minimum or
maximum value for a specific attribute to be considered valid.

The results depicted in Figure 6 show that the Express method is significantly better than the others. Note that the
most common constraints are somehow redundant with respect to the optimization goals themselves. If we are looking
for the best candidate, it most possibly provides a value that satisfies the constraint. Note however that since the rest of the
methods consider all candidates equally plausible, they are penalized in the fitness values of the best solutions provided.
The execution times are reduced in all cases, since the constraints help discarding solutions very quickly.

In our last experiment we consider a more challenging type of constraint. Figure 7 shows the results for experiments
in which the constraints are “maliciously” generated. In this case, for a positive QoS attribute, it must be fulfilled that the
overall value of the composition must be less than 70% of the maximum possible value. If it is a negative attribute, the
overall value of the composition must be greater than 130% of the value of the minimum possible. For our same example,
if the cost values are in the range [100,500], the constraint would be “COST greater than 130” Note that this constraint
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forces taking the “wrong” provider. Figure 7 shows similar values for all methods but Express, for which very poor fitness
values are obtained.

As we can see, depending on the characteristics of the application, better results are obtained with certain methods.
This point will be discussed in Section 5.3. It is also interesting to note that the execution times are mostly influenced by
the number of services of the application, and not so much by their providers.

5.3 | Discussion and method selection

The discussion in the previous sections leads us to the conclusion that not all methods work well in all situations, and
that there is no method that is better than the others in all cases. In fact, even those methods that show a better behavior
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FIGURE 8 Algorithm recommendation.

regarding execution time and fitness values, may still have a significant variability, which may mean that they work better
or worst depending on the specific architecture and providers offer. If we want to have a general rule of thumb, applicable
in most cases, we would pick two main decision criteria, namely constraints and speed requirements.

Our first observation is that the most important factor to decide is whether we need to take into account constraints,
and what type of constraints we have. With no constraints, or with regular constraints, any of the methods may provide
acceptable solutions. With special constraints, however, the Express method is to be ruled out. The decision then is basi-
cally on how much time there is to make a decision. If the set of providers is fix, and the parameters do not need to be
changed, and therefore the preprocessing for utility-based methods can be reused, then the method to choose may be U,
UM or Express, depending on the target goal and precision requirements. Of course, other utility targets may be consid-
ered for specific situations, we may, for example, need to maximize reliability, or a combination of attributes, in which
case specific utility-based solutions may be useful. With no constraints, we can pick a method that works with the com-
ponents in isolation, since they offer a sufficiently good result in a smaller time. If the problem has (special) constraints,
it would be ideal to use methods that have a complete view of the problem to avoid loss of information unless we want a
quick solution.

These conclusions are summarized in the decision tree in Figure 8. If our problem has constraints, depending on
whether these are special or not (see Section 5.2), we would choose a method that uses GA, either UM, U, or GA. If the
constraints are not special, Express and GA offer the best relation execution speed-fitness. If no constraint is involved,
the decision is on whether speed or quality is the most-relevant factor. If speed is key, then the Express method is clearly
the recommended one. GA, UM, and U can still offer good fitness values, but with no guarantees for all cases. If having
a good fitness is important, GA is possibly the one to use.

Let us close this discussion by insisting on the idea that these methods are quite configurable, and that almost any of
the methods may get a better result for a specific problem. In the experiments carried out in this work we have chosen
different configurations in which an assessment is made between the execution time and the quality of the solution
obtained, but the optimal configuration always depends on the problem to be solved and the objective we have in mind.
For example, if we are using GA, U, or UM, and our goal is to have a good composition regardless of the execution time,
we should configure our method to perform a more exhaustive exploration of the problem by increasing the mutation of
the GA. If, on the other hand, our goal is to obtain an acceptable solution in a very short execution time, we will move to
an approach of exploiting the best providers found at any given time by decreasing the mutation.
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The fact that the structure of applications is randomly generated allow us to analyze the general behavior of the
different solutions, also related to their scalability, however, for specific architectures, one could also find specific solutions
performing better than those presented here.

6 | CONCLUSIONS

We have presented several alternative methods for service composition, with a focus on scalability, latency, and con-
straints. Specifically, we have presented methods that exploit the combination of GA, direct methods, and utility-based
heuristics. Whilst GA is purely a genetic algorithm, the utility-based methods U and UM are based on the idea of utility,
carrying on a preprocessing of the problem before invoking the GA, and a post-processing to transform its output into an
assignment of providers.

Our framework covers all usual QoS attributes, including cost, execution time, reliability, availability, latency, and
throughput. The managing of the channel-dependent attributes is based on novel proposals, which allow us to handle
all attributes in a uniform way, and thus provide support for their use by different methods. Some of these solutions are
able to handle constraints (GA, U, and UM), and others do not (Express). The solution of the composition is guided by
the so-called fitness function, as a measure of the global aggregated QoS, which is used to quantifying the quality of a
solution for a given composition. Implementations for all these solutions, together with an exhaustive set of experiments,
are available at the companion web site.!* Here we have presented a selection of the most relevant experiments. Moreover,
a discussion on these results is presented, focusing on their advantages and disadvantages, and bringing light to under
what circumstances we would consider each of the proposed methods.

GA seem to give quite good results with proper parameter tuning. Moreover, these algorithms offer a lot of versatility
to add new aggregation functions, new features, and new ways of working with new QoS attributes as seen in the case of
latency and throughput.

We have seen that in the experiments the utility algorithms in general do not provide the best results, since they are
not designed for optimizing fitness. In these algorithms, the reduction of the search space and the probability that the
providers can satisfy the imposed values are the priority. This type of algorithm can be especially useful if we are looking
for fast replacements between different providers in the same cluster or grouping, or targeting a different global goal, in
which case a specific utility is to be defined.

Finally, one method that has really surprised us is the simplest to implement. It consists of taking the best provider
for each of the components by looking at them individually. As we have insisted on several times, this method has
many limitations, such as working with constraints, with attributes that depend on several components, cannot offer
the best composition and so forth. However, it is a simple method, fast, and in most cases, especially without con-
straints, it offers acceptable solutions, in many cases very good ones, in a very short execution time. This type of
solutions may be particularly useful for the migration of applications,’” where a quick response is critical for the good
operation.

Handling attributes that depend on several providers poses interesting challenges in most methods. We have proposed
ways to deal with them through heuristics and extra calculations. By working with them more explicitly, we can make
better estimates and offer certain features. For example, we may provide a better placing, by locating the maximum num-
ber of services in the same provider or in locations close to each other, or with respect to the user. This kind of information
and data is especially relevant when working on the continuum.

As future work, there are two main lines of research we plan to develop. The first one is the improvement of the
computation for utility-based methods. The use of network models already available in the literature may speed up the
preprocessing required for attributes like latency and throughput, but also others that involve the specification of the
neighbors of a service for the calculation of the required estimations. The second line consists in the development of an
intelligent system that decides, for a given problem, not only the recommended method, but also the hyper-parameters
to use. This recommendation system, with the appropriate integration, may allow a management system to deploy and
automatically manage complex applications in the best possible way.

There are many other issues that we plan to study in the near future. For example, the model for throughput
should be able to take into account the possibility of splitting the inputs. Also, we have observed that the architec-
ture of the applications, the attributes considered, and many other factors also affect the performance of the different
methods. We would like to understand these factors, and how this information may be included in a recommendation
system.
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