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ABSTRACT
Orientation is an emerging issue in cinematic Virtual Reality
(VR), as viewers may fail in locating points of interest. Recent
strategies to tackle this research problem have investigated
the role of cues, specifically diegetic sound effects. In this
paper, we examine the use of sound spatialization for orien-
tation purposes, namely by studying different spatialization
conditions ("none", "partial", and "full" spatial manipulation)
of multitrack soundtracks. We performed a between-subject
mixed-methods study with 36 participants, aided by Cue
Control, a tool we developed for dynamic spatial sound edit-
ing and data collection/analysis. Based on existing literature
on orientation cues in 360◦ and theories on human listening,
we discuss situations in which the spatialization was more ef-
fective (namely, "full" spatial manipulation both when using
only music and when combining music and diegetic effects),
and how this can be used by creators of 360◦ videos.

CCS CONCEPTS
•Human-centered computing→Virtual reality;Audi-
tory feedback; Empirical studies in HCI .
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1 INTRODUCTION
360◦ video is emerging as a promising media to engage audi-
ences in storytelling, communication, journalism, and mar-
keting among other fields [45]. The immersive nature of the
medium provides the viewer with a degree of agency that
helps to engage with the content [45]. However, this free-
dom in orientation introduces unpredictability in the viewer
experience, as the audience risks losing essential elements
or details [40, 43]. Studies on orientation in cinematic VR to-
wards specific Points of Interest (POIs) are still in their early
stages. Nevertheless, they are promising in the potential to
improve the quality of VR experiences [28, 29, 31, 38, 44].
Sound often emerges as a helpful element in attracting

viewers’ attention in a 360◦ video. For instance, a recent
study on storytelling for cinematic VR proposed that "sound
plays an important role in peripheral awareness" [37]. Con-
versely, the uncontrolled use of sound may distract viewers
from the primary interest of the plot [1]. Furthermore, stud-
ies that focus on the usage of cues demonstrated that sound
effects (diegetic cues) could effectively direct attention [17]
although the importance of the spatialization of such ele-
ments is not conclusive [40]. Therefore, while the spatial
rendering of sounds is generally considered as desired for
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the immersive and realistic representation of the virtual en-
vironment (VE) [22, 41], how to use the spatial properties
of sound for notification and orientation purposes is still an
open research question.
In this paper, we examine the effect of sound spatial ma-

nipulation to direct viewers’ attention towards specific POIs
in 360◦ videos. Building on the growing interest in the design
of VR applications and 360◦ video, we ask two high-level
research questions (RQs):

• RQ1 - How can music be spatialized to guide viewers
attention in 360◦ videos?

• RQ2 - How can the use of diegetic cues be reinforced by
the audio spatialization to guide viewers in 360◦ videos?

The questions reflect two typologies of elements in VR, as
POIs in a 360◦ cinematic video can naturally produce sounds
(i.e., an animal) or not (i.e., a painting in a museum). Mimick-
ing these two typologies, we chose two tourism 360◦ videos:
a city tour (with monuments as silent POIs) and a safari
(with animals as sounding POIs). Based on the characteristics
of the two scenarios, we rely on non-diegetic music for both
videos (as a general case, appropriate for cinematic VR). We
acknowledge that in scenes with diegetic music, a specific
strategy has to be developed, but given the novelty of our
approach, we start from a more general case. In the safari,
we chose to add diegetic sounds as cues over non-diegetic
cues, relying on existing works [38, 40].
Mirroring a navigation strategy developed for GPS navi-

gation [21], we designed three spatial audio conditions for
each video, according to the level of spatial manipulation
(IV with 3 levels "none", "partial", and "full"), as described in
Table 1. Finally, we tested both videos with 36 participants
(12 participants for each condition). The design of the study
relies on Cue Control, a tool that facilitates the creation of
spatial audio soundtracks for 360◦ Video, as well as enabling
the collection and analysis of captured metrics emerging
from the user experience. While adopting a mixed method
approach, we combine qualitative and quantitative data, to
evaluate and understand participants’ behavior.
Our findings led us to frame specific situations in which

music manipulation can be effectively used to direct viewers
toward POIs in 360◦ videos. We also contribute to the litera-
ture on diegetic sonic elements, by analyzing the importance
of spatialization of sound cues and by providing evidence
on how audio spatialization can reinforce these elements.
We analyze our results against existing theories of musical
listening, framing them to suggest implications for design.

2 BACKGROUND AND RELATEDWORKS
This research is grounded in attention in VR, and sound
perception. Both addressed in the following subsections.

Table 1: Audio Spatialization for the different levels of Spa-
tial Manipulation (C1, C2, and C3)

Audio Spatialization

C1
"none"

C2
"partial"

C3
"full"

A
ud

io
C
ue

s

Ci
ty Track 1: Violin ✓ ✓

Track 2: Piano ✓

Sa
fa
ri Track 1: Diegetic Effects ✓ ✓

Track 2: Piano ✓

Attention in VR and the role of sound
Guiding spectators’ attention while watching 360◦ videos is
a recent research interest in the field of immersive media,
that aims to facilitate the viewers’ orientation process and
minimize the risk of missing important details. Borji and
Itti [5] presented an extensive literature of different models
of visual attention, developing a taxonomy of 65 models,
and formulating 13 criteria derived from computational and
behavioral studies. Specifically for VR, Lin and colleagues
[29] developed two methods for focus assistance: Auto Pi-
lot, that brings viewers directly to the target and Visual
Guidance, that indicates the direction of the target using
arrows. Other techniques take advantage of the hardware
setups themselves, such as Xiao et al. [50] and Gugenheimer
et al. [19]. In the former, a sparse peripheral display (array
of LEDs surrounding the central display) expands the tra-
ditional VR field of view and is able to direct attention by
rendering only specific POIs in the periphery. In the latter,
the SwiVRChair is a swivel chair augmented by a motor and
an electromagnetic clutch, that physically directs the viewer
toward specific areas of a 360◦ scene. Another approach was
proposed by Nielsen et al. [31] who identified three dimen-
sions of cues that can be used to direct spectators in VR.
Firstly, the authors differentiate between explicit cues (that
cause top-down shifts in attention) and implicit cues (that
instead rely on bottom-up shifts). The second dimension dif-
ferentiates cues whether or not it limits the user’s freedom.
Borrowing from film theory, the third dimension discrim-
inates between diegetic cues (elements that belong to the
world) and non-diegetic cues. Albeit the cues taxonomy was
not specifically targeting audio elements, the idea of diegetic
cues has been used to design sonic cues in VR. Following
this model, Rothe et al. [40] observed that the presence of
new sonic elements induced the viewers to search for the
source, but that not all people paid attention to the spatial
location of the sound. Similarly, Gödde and colleagues [17]
argue that 3D sound is effective for guiding attention and
mono sounds can induce the viewer to look for the sound
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source. Aligned with this trend, Guhnter et al. [20] presented
results supporting that 3D sound reduce the time required
to locate objects in a complex virtual environment. Another
recent study indicates that binaural audio renderings can
introduce advantages to the spatial visual processing and
localization [22]. Sheikh et al. [43] tested several unobtru-
sive techniques for directing a viewer’s attention discovering
that the combination of audio and visual cues is more potent
than visual cues alone. In general, there is a consensus that
diegetic sound cues are more effective, when combined with
visual cues and movement [38].

Spatial sound in virtual reality
Spatial sound in VR has being studied not only for orientation
but from a broader perspective, as in Begault and Trejo’s
book [3] and Cohen and Barfield’s special issue [9], where
papers range from spatial sound perception to more applied
uses. Grani et al. [18] also present a collection of research
focused on two primary areas of sound in VR: the creation of
interactive audio experiences, and production of spatial audio
for cinema and creative contexts. Concerning manipulation,
Jordan et al. [23] proposed a tool for spatially manipulating
sound and music in space of a VR environment. Sound in
VR has also been studied related to Presence. For instance,
Serafin and Serafin [42] presented a study that compares
the effect on Presence of real versus virtual soundscapes,
while Poeschl et al. [36] investigated the effect on Presence of
spatial-sound versus no-sound. In both cases, spatial sound
revealed to increase the sense of Presence. Walther-Hansen
and Grimshaw [47] developed a theoretical framework on
the use of sound towards the attainment of Presence.

Shifting the function of sound effects: from acousmatic sounds
to auditory icons. The importance of diegetic sound effects
has been largely acknowledged in traditional cinematics [24].
Among the variety of sound effects, we highlight the role
of those sounds defined as acousmatic by Chion [8] in the
context of traditional videos: sounds that in the traditional
film represent something that is outside the screen (e.g., birds
chirping when they are not visible). In the context of 360◦
videos, these sounds play a different role; they are elements
that convey information about events that are happening
outside the captured area or the audience’s limited point of
view. As we have seen above, these elements have been used
as diegetic sound cues, specifically directing viewers’ atten-
tion [38]. In this sense, these sounds became notification
elements, denoting the presence of an element of interest
outside the view area. This relation between sounds, users,
interactive technology, and notification echoes the auditory
icon model proposed by Gaver [14], in which sounds were
used to notify a user concerning specific states of a computa-
tional process. Since the early stages of HCI, sound has been

studied for notification purposes. Blatter et al. [4] compre-
hensively describe sounds with an iconic meaning coining
the term Earcons, while Gaver [14] defined the idea of Au-
ditory Icons. In both cases, the representational aspect of
sound was studied with the aim of designing sounds that
describe the action that is notified. We, therefore, argue that
diegetic sonic cues are a subgroup of auditory icons.

Examples of how acousmatic sounds became icons in VR
can be found in the literature. For instance, Nordahl [32] dis-
covered that in naturalistic/explorative scenarios, the pres-
ence of sound increases the user’s amount of movement. Bala
et al. [1] observed that the sound of a door in a cinematic VR,
was crucial in directing user attention. Similarly, in a study
on space in 360◦ videos, Pope et al. argued that sound plays
a fundamental role in peripheral awareness [37].

Sound Perception
Audio as object and events. Studies on VR recognize the im-
portance of acknowledging humans’ cognition aspects while
dealing with sound and consider different definitions [13].
Sound can be considered "object of the hearing" [35], an event
[34], or a combination of the two [33]. The relation between
sounds and objects/events appears to be stronger when the
sound precisely identifies the object, as in this case, humans
tend to describe sounds by the characteristics of their source
[27]. Identifying sounds with the objects/events also affects
the perception, as our attention tends to interpret everyday
sounds by grouping sensory information into clusters based
on similarities [13, 30].

Listening modalities. Gaver [15] and Chion [7] developed two
different models of the human listening in two fields that
contribute to cinematic VR, respectively HCI and Soundtrack.
Gaver [15], working on sonic notification in HCI, defined
two modalities: Musical Listening and Everyday Listening.
In Everyday Listening, people tend to focus on the source
rather than on the specific properties of the sound. Chion [7]
proposed three main listening modalities: Causal, Semantic,
and Reduced Listening. Causal Listening focuses on infor-
mation about the sound cause; Semantic Listening refers to
the process of hearing a language, and Reduced Listening
takes sound itself as the primary object considered. We can
find similarities between the different modes: Causal Lis-
tening mirrors Everyday Listening, and, Reduced Listening
echoes Musical Listening. Diegetic cues are a representation
of object/event and rely on Everyday Listening.

3 STUDY
Existing literature explored diegetic sonic cues, mainly re-
lying on the representational value of sound and Everyday
Listening. In this study, we focus on spatial manipulation of
music (RQ1), and music alongside diegetic cues (RQ2). We
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were influenced by NavigaTone, a model developed for GPS
navigation using spatial manipulation of multitrack music,
that demonstrated that the spatialization of multitrack audio
could constitute a valid method to orient people [21]. This
model could offer a non-intrusive way of directing attention,
without sacrificing presence or enjoyment of the 360◦ video.
In support of our research questions, we developed Cue Con-
trol a tool for facilitating the creation of spatial soundtracks
and the collection and analysis of participants’ data. We con-
ducted a mixed-methods study (table 1) using two touristic
360◦ videos, one for each RQ: City video (only with mu-
sic, RQ1) and Safari video (both music and diegetic cues,
RQ2). We used three different levels of spatialized auditory
elements ("none", "partial", "full"; represented by three condi-
tions, C1, C2 and C3, respectively). C1 ("none") serves as a
baseline, as all tracks are head-locked to the user’s orienta-
tion (meaning that there is no spatial sound); by head-locked
we mean that sounds are mixed in the central position with
balanced volume. In C2 ("partial"), while a track is head-
locked to the user’s orientation, the other is responsive. The
rationale for the partial type is backed by the NavigaTone
model [21] that spacialized the melodic/main track for orien-
tation. In C3 ("full"), both tracks are responsive to the user’s
orientation (all audio is spatialized).

Cue Control
Cue Control [2] is a prototype design application for spa-
tial soundtracks in 360◦ video, comprising two components
(Cue Spatializer and Cue Playback plugin). Cue Control pro-
vides sound object rendering of virtual sound sources in
3D space, using as input mono audio. Built using the Unity
(2018.2) game engine, the Cue Spatializer (fig. 1) allows for
the creation of a cue list representative of the behavior of
a soundtrack, over time and space. We used a common in-
terface metaphor in editing or animation software: layers
containing keyframes, arranged in a timeline, where layers

Figure 1: Cue Control application showing the timeline in-
terface for soundtrack creation, and heatmaps for analysis.

are representative of an audio source, and keyframes are rep-
resentative of a change in the audio source (e.g., movement
in 3D space). The Cue Playback plugin manages the audio
playback consistent with the cue list, namely, in the spatial-
ization of tracks as virtual objects to create dynamic and
interactive spatial and non spatial soundtracks. Furthermore,
Cue Control is used for analysis of participant’s experience:
the Cue Playback plugin is responsible for data collection of
UX metrics when viewing a video and Cue Spatializer pro-
vides support for the analysis of that collected data through
heatmaps and hotspots.

Soundtrack Creation and Playback. A keyframe is created by
direct interaction with the equirectangular texture of a video,
being comprised by longitude/latitude (x and y coordinate
in the texture), and distance (between the audio source and
the origin of the axes, matching the location of the camera).
Cue Control supports various playback modalities (allowing
for dynamic soundtracks that are responsive to the user’s
viewpoint), but for this study, we only use the static modal-
ity (placing sound in the trajectory between the origin and
target). At each moment, the current position of a source is
calculated based on the start and end keyframe of a segment
and the orthodromic distance between those points. Cue lists
are exported as XML (Extensible Markup Language) files for
use with Cue Playback plugin.

Analysis. The Cue Playback plugin records head movement
(camera rotation quaternion) and exports it in the form of
XML files, able to be later retrieved by the experimenter
and loaded into Cue Spatializer. There, information on the
head movement can be over imposed on the 2D visualization
of the video and soundtrack in the form of heatmaps for
visual analysis. Additionally, head movement data can be
transcoded and exported as comma-separated values files
for analysis in (spatial) statistics packages.

Media
Using the Cue Spatializer prototype, we created soundtracks
for two videos. Both videos can be regarded as tourism tools
since they depict attractions or activities in a distant location
[25]. These videos were chosen because they motivate the
exploration and do not have an embedded specific task (e.g.,
following dialogue between characters). Furthermore, since
these videos depict attractions or activities, POIs are easily
identifiable, allowing the evaluation of the effectiveness of
the spatialized auditory cues in garnering attention to these
POIs. Both videos have similar durations (City - 4’16”; Sa-
fari - 3’59”), the same number of scenes, 13, labeled a) to m)
all scenes used fixed camera. Music tracks were ad hoc com-
posed by a professional composer (member of the research
team), paying attention to keep the most important param-
eters constant (mode, note ranges, rhythm) [12], aiming to
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avoid variations in the viewer’s state. While detailing the
two videos is out of scope for this paper, we detail the two i)
scenes as of interest for the results and discussion.

City video. Depicts a tour of London’s famous landmarks
from the point of view of a casual tourist. In this case, the
POIs are composed of touristic attractions (buildings, monu-
ments, Christmas decorations), elements that do not produce
diegetic sounds. Therefore, for this video, we used only mu-
sic as soundtrack (composed of two tracks, 1. violin and 2.
piano). In the City video, scene i) depicts the view from the
Buckingham Fountains: the camera is placed on a fountain,
above the tourists, which is a departure from other scenes;
there are two statues, a gold, and a bronze statue, separated
by 180◦ degrees; spatial sound behaves by being stationary in
the gold statue, moving to the bronze statue and then being
stationary there.

Safari video. Depicts a tour of the African Savanna from the
point of view of a tourist on a safari. In this case, the POIs
are composed of animals (lions, elephant, birds), elements
that produce diegetic sounds. Therefore, for this video, the
two tracks were 1. sound effects (diegetic representation of
the POIs) and 2. music (piano). For the sound effects of the
safari, since these were to be used as icons, we chose natural
sound elements (e.g., lion grunts, elephant trumps) stronger
in volume as to be recognizable, mirroring post-production
methods in standard cinema. In the Safari video, scene i)
depicts a group of four lions escaping from an elephant: the
scene starts with a pack of lions on the right (a lion growl is
stationary here, as well as the music track); on the left view,
an elephant emerges (the music track moves to the location;
after a short time, the accompanying sound of a trump is
placed there); the elephant moves closer to the camera, while
lions runaway.

Experimental Design
The testing groups were arranged in a between-subjects de-
sign: each participant viewed the same one condition for
both videos. Independent samples design was chosen due
to learnability effects (participants must be naive for each
condition). The condition for each participant was random-
ized, but each condition had an equal number of participants
(N=12). For each condition, half of the participants watched
the City video first to circumvent order effects.

Experimental Procedure. Due to the constraints of the ex-
periment, convenience sampling was used for participant
recruitment. Upon arrival, participants were informed about
the main goal of the study (without revealing the importance
of sound), informed consent form and exclusion criteria. We
applied three exclusion criteria to our population: previous
conditions refraining them from completing a task in VR,

hearing impairment, and professional music education. Only
one participant was excluded. Participants were asked to
assume a Romberg stance, so that any changes in head move-
ment data reflect postural sway, and given a head-mounted
display (HMD) and headphones to view the content. After
viewing, they were asked to fill out a questionnaire. Par-
ticipants then repeated the procedure for the other video.
After viewing both videos, participants were then asked to
fill out a form with demographic data, and the experimenter
proceeded to interview them about their experience viewing
the videos. Participants were not financially rewarded for
taking part in the study.

Experimental Setup. Participants used a Samsung Galaxy 6
with Gear VR (SM-R322) HMD and V-Moda Crossfade M-100
over-ear headphones with XL cushions. All sessions took
place in meeting rooms in our research laboratory.

Measures
After viewing a video, participants were asked to fill out
a questionnaire with items on Presence (described as the
sense of "being there in the environment"[49]), Affect and
statements about the video. Presence was evaluated through
the Igroup Presence Questionnaire (IPQ), a validated Presence
scale with three subscales and one overall Presence factor
(SP, Spatial Presence, the sense of being physically present
in the Virtual Environment; INV, Involvement, attention to
the real and virtual environment; ER, Experienced Realism,
reality judgment of the virtual environment; GP, General
Presence). Positive and Negative Affect (PA and NA) were
measured through the PANAS [48], composed of 20 rating
scale items of adjectives with 5 levels, "Very slightly or not at
all" to "Extremely". Finally, participants evaluated eight video
statements (VS) about the experience of watching the video
(VS1 "I enjoyed the video", VS2 "I enjoyed the music", VS3
"The head-mounted display was uncomfortable", VS4 "The
headphones were uncomfortable", VS5 "I perceived the audio
moving", VS6 "I felt that the video used video filters", VS7 "I
expected more audio elements", VS8 "I expected more visual
elements"); each statement was a Likert scale itemwith seven
levels (from "Fully disagree" to "Fully agree"). Additionally,
user metrics on head direction were collected, imported to
Cue Spatializer and were converted into Head movement
(difference in angle, in degrees, between one recording to
the next), Roll (head tilt), Yaw (scan side-to-side), Pitch (look
up/down), heatmaps and hotspot maps.

After the study, participants were asked to fill out a ques-
tionnaire with demographic information on gender, date of
birth, items on previous experience with VR, 360◦ VR, 360◦
video, musical playing and audio production (these last five
items were rating scale items with seven levels, "Never" to
"Very often"). Furthermore, in order to gather information
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on participants’ perception and use of audio, we conducted
a semi-structured interview starting from two specific ques-
tions ("Did you use audio to orient yourself?" and "Did you
feel audio coming from specific points of the videos?"), then
opening the scope by asking participants to provide exam-
ples of audio and/or other elements that attract attention
and discuss their orientation strategy.

Analysis
Quantitative Data. Data was analyzed using SPSS (v. 25) and
used 2-tailed testing at α of 0.05. Testing for Assumption of
Normality was done through visual analysis of histograms/
boxplots/Q-Q plots, analysis of Kurtosis and Skewness (and
their standard errors), and normality tests (Shapiro-Wilk,
given the smaller sample size). For City video, Spatial Pres-
ence, Involvement and Positive Affect data revealed to be nor-
mal; for Safari video, the same components, plus Experienced
Realism, were also normal. For data that met parametric as-
sumptions, multivariate analysis of variance (MANOVA) was
used to compare conditions and Pearson’s product-moment
correlation coefficient for correlations; for the remainder
of data, Kruskal-Wallis H tests and Median tests were used
to compare conditions and Spearman’s rank correlation co-
efficient for correlations. Only significant correlations are
reported.

Spatial Data: Heatmaps and Hotspots. Using the Cue Spatial-
izer analysis features, two experimenters carried an analysis
of the videos, individually reviewing the heatmaps for each
condition and proceeding to write notes on user behavior
(specifically on the formation of clusters, POIs, and scanning
behavior related to the position of spatial audio). The experi-
menters merged their notes and resolved any conflict that
arose by reviewing the heatmaps.

Although the analysis was carried out for all scenes in the
videos, we identified specific scenes that were of relevance
for further quantitative analysis. The heatmaps revealed a
strong cluster formation responsive to the audio spatializa-
tion, namely in scene i) for both videos. Moreover, scene i) in
both videos is characterized by similar audio spatialization:
the new POI is "far away" (>90◦) from the previous POI; the
audio is stationary before and after the movement, and the
change of location is "fast" (<200 frames, ~8 seconds).
For these reasons, we performed a hotspot analysis to

quantitatively describe the behavior at the frames identified
by the heatmap analysis. This was consistent with Rothe
and Hußmann’s methodology[39]. Using Cue Spatializer, we
exported spatial data (longitude and latitude on a sphere)
and analyzed it using the geographic information system
QGIS 3.2.1, with a Hotspot Analysis plugin (Getis-Ord Gi*),
using 2-tailed testing at α of 0.1, 0.05 and 0.01. Each map
corresponds to an interval of 5 frames, and the confidence

level is represented by a three-color gradient (yellow, orange,
red, corresponding to the above α ).

Interviews. Interviews were recorded, transcribed, and then
analyzed in two phases. First, we quantitatively analyzed
the answers to the direct questions, finding how many par-
ticipants perceive audio as spatialized and how many used
audio for orientation. This was repeated for both videos in
each condition. The second phase aimed at clarifying more
qualitative aspects of the participants’ relation with audio
and how they oriented in the two videos. We thematically
analyzed [6] the statements of the open part of the inter-
view clustered for each condition, by sorting into categories
according to the main topic of the statements. Finally, we
clustered themes that are common in the different conditions,
defining themes common between conditions and themes
peculiar to a specific condition.

4 RESULTS
Sample Characteristics
All participants (N=36; 52.8% female) completed their ses-
sions. All conditions had an equal number of participants
(N=12). The mean age among participants was 28.59 years
(SD=5.96 years; range=19-48). All the items related to previ-
ous experience are ordinal, therefore do not respect a nor-
mal distribution. In relation to experience with VR, 360◦
VR and 360◦ video, most participants (47.2%, 50%, 55.6%, re-
spectively) reported very seldom having experienced them
(Mdn=1, IQR=1; Mdn=1, IQR=1; Mdn=1, IQR=0; respectively).
Experience with VR was positively and moderately statis-
tically correlated to experience with 360◦ VR (rxs (36)=0.68,
p<0.0005) and 360◦ video (rxs (36)=0.61, p<0.0005). Further-
more, a strong and positive correlation was found between
experiencewith 360◦ VR and 360◦ video (rxs (36)=0.9, p<0.0005).
Concerning ability to play a musical instrument or expe-
rience with audio production, most participants (52.8% for
both) reported never playing/working (Mdn=0, IQR=4;Mdn=0,
IQR=3, respectively); a positive and moderate statistically
significant correlation was found (rxs (36)=0.54, p=0.001) be-
tween these items.

Regarding experience with immersive media, our popula-
tion is consistent with a standard population for whom VR
is not yet a popular technology in daily use; we speculate for
future studies that a population with experienced VR users
might result in better sound localization. Furthermore, the
inclusion of population with mostly no musical experience
(either playing or producing) is beneficial since results will
not be biased towards participants with an experienced hear-
ing ability resulting from musical training. Additionally, we
acknowledge that some participants might better at sound
localizing [16] but we were not aware of any pre-screening
protocols at the time of the study.
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City Video
IPQ, PANAS and Head Movement. Table 2 presents the mean
scores and standard deviations in IPQ and PANAS compo-
nents. No statistically significant difference between condi-
tions was found (both for parametric and non-parametric
data). SP was strongly positively correlated to INV in two
conditions (C1: r(12)=0.82, p=0.001; C3: (r(12)=0.9, p<0.0005)
and moderately positively correlated to PA in C2 (r(12)=0.64,
p=0.03). Additionally, a moderate and positive correlation be-
tween ER and GP in C3 was found (rxs (12)=0.62, p=0.03). As
for mean Head Movement data (Roll, Pitch, Yaw, Angle), no
statistically significant differences between conditions were
found (using ANOVA) and analyzing a visual distribution of
these values over time revealed no visual discrepancies in
how participants are expected to behave (higher yaw values
representing side to side scanning). Sudden pitch (up/down)
changes were noticeable for certain scenes (e.g., looking up
at Christmas decorations).

Video Statements. For the statement VS5 "I perceived the
audio moving", self-reported values were consistent with the
audio spatialization of their conditions; in C1 and C2, most
participants (N=5) fully disagreed with the statement (C1:
Mdn=1.5, IQR=3; C2: Mdn=1, IQR=3), with only 3 partici-
pants in C2 reporting values in the higher end of the scale; in
C3, most participants (N=4) fully agreed with the statement
(Mdn=4, IQR=5). A Kruskal-Wallis H test showed that there
was a statistically significant difference in this statement
between conditions, χ 2(2) = 6.86, p=0.03, with a mean rank
of 15.79 for C1, 14.88 for C2 and 24.83 for C3.

Table 2: Mean scores and standard deviations for IPQ and
PANAS components across conditions for City and Safari
video

C1
“none”

C2
“partial”

C3
“full”

C
it
y
V
id
eo

Pr
es
en
ce GP 3.08 ± 1.78 3.33 ± 1.30 3.75 ± 1.14

I 3.21 ± 0.69 3.13 ± 0.65 3.19 ± 0.68
ER 3.00 ± 0.90 2.63 ± 0.91 2.94 ± 1.01
SP 3.30 ± 1.17 3.55 ± 1.15 3.46 ± 0.98

PA
N
A
S PA 25.17 ± 8.07 23.75 ± 8.08 26.33 ± 8.55

NA 11.67 ± 1.61 11.83 ± 2.95 12.92± 6.49

Sa
fa
ri
V
id
eo

Pr
es
en
ce GP 3.67 ± 1.16 2.75 ± 1.60 3.58 ± 1.31

I 3.42 ± 1.17 3.12 ± 0.64 3.50 ± 0.71
ER 2.67 ± 1.06 2.23 ± 0.88 2.92 ± 1.06
SP 3.63 ± 1.22 3.20 ± 1.10 3.67 ± 0.97

PA
N
A
S PA 30.00 ± 8.73 21.67 ± 5.98 26.08 ± 7.34

NA 13.67± 5.79 12.67 ± 5.38 13.25 ± 4.90

Heatmap Analysis. In C1, all participants started by looking
down (because of the height placement of the camera) but
then corrected the head direction to the horizon; a cluster
(N=5) formed on the golden statue, but it dissolved as time
progresses. In C2, although participants looked down, no
clusters formed and participants did not seem to be reactive
to movement of spatial audio. In C3, participants did not
react to the change in camera height; a cluster (N=6) formed
on the golden statue (when the spatial audio is located there),
dispersed and a new cluster (N=5) formed on the bronze
statue (when the spatial audio moves to it).

Hotspot Analysis. Based on the heatmap analysis, we iden-
tified several timeframe windows in each video for further
inspection. Each frame window has a duration of 5 frames
(0.2 seconds). Initially, a similar cluster distribution is found
in frames 2930-3935 across conditions. In frames 3068-3073,
a larger cluster in C3 is formed at the location of the golden
statue (where the spatial audio is located and starting to
move). In frames 3190-3195, for C3, the largest cluster corre-
sponds to the bronze statue (the new location of the spatial
audio), while for C1 and C2, the largest clusters remain on
the golden statue. See fig. 2.

Safari Video
IPQ, PANAS and Head Movement. Table 2 presents the mean
scores and standard deviations for IPQ and PANAS. No sta-
tistically significant differences between conditions were
found for IPQ, PANAS, and mean Head Movement data. SP
was found to be moderately correlated to INV in all condi-
tions (C1: r(12)=0.61, p=0.036; C2: r(12)=0.62, p=0.021; C3:
r(12)=0.59, p=0.043) and strongly correlated to ER in two
conditions (C1: r(12)=0.83, p=0.001; C3: r(12)=0.77, p=0.004).
Additionally, a moderate and positive correlation between ER
and INV in C2 was found (r(12)=0.6, p=0.039). Visual distri-
bution of Head Movement data over time revealed no visual
discrepancies in how participants are expected to behave.

Video Statements. For VS5, self-reported values were dis-
tributed on the middle to higher end of the scale regardless
of their audio spatialization; in C1, most participants (N=5)
neither agree or disagree, but a considerable amount of par-
ticipants (N=4) reported mostly agreeing (Mdn=3, IQR=2);
for C2, most participants (N=3) either reported slightly or
fully agreeing equally (Mdn=4, IQR=5) while C3, a higher
number of participants (N=4) fully agreed with the statement
(Mdn=4, IQR=5, for both C2 and C3).

Heatmap Analysis. In C1, participants’ attention was initially
split between the walking lion and the rest of the pack; a clus-
ter (N=9) forms around the pack, after the elephant trumps
(taking around 92 frames ∼3.6 seconds). In C2, all partici-
pants followed the walking lion; when the elephant trumps,
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Figure 2: Hotspots for scene i) in City Video. Red, orange and yellow cells represent confidence levels of 99%, 95% and 90%.

only 4 participants remain, while the other 8 clustered on the
incoming elephant (taking around 94 frames ∼3.9 seconds).
In C3, initially all participants started by looking at the lion;
as the music moved towards the incoming elephant, a cluster
(N=3) formed on it; this cluster grows (N=7) after the trump
(taking around 61 frames ∼2.4 seconds).

Hotspot Analysis. A similar cluster distribution can be found
for the initial timeframe window. During frames 3928-3933,
C3 has two similarly sized clusters on the old (lion) and
new (elephant) POI, while C1 and C2, have more significant
clusters in the old POI. When the elephant stops trumping,
C2 and C3 have similar clusters in the old and new POI. See
fig. 3.

Post Study Interview
The quantitative analysis of the direct questions showed dif-
ferences between the two videos. In theCity, no participants
perceived audio as spatialized neither in C1 nor C2, but two
participants used audio to orient themselves in C1. In C3,
eight participants perceived audio as spatialized, but only
four participants declared consistently using audio to orient
themselves. In the Safari, in C1, most participants (N=9)
declared that they used audio to orient themselves. In C2,
all the participants (N=12) declared that they used audio to
orient themselves, but only eleven perceived it as spatialized.
In C3, the majority of participants (N=10) stated that they

perceived audio as spatialized and that they used it for orien-
tation. In the thematic analysis, we identified themes shared
among the conditions (concerning the diegetic cues, and vi-
sual elements) and other themes specific for each condition.
Firstly, we report the themes concerning spatialization clus-
tered for each condition (C1 "none", C2 "partial", and C3 "full"
spatialization) and then the shared themes.

C1. In C1 we highlight only one theme: Spatial illusion.We
found 7 instances incorrectly stating that the audio in the
Safariwas spatialized (e.g., P19 "[I] could tell that the footsteps
were coming from a certain direction").

C2. In C2, we identified two opposite themes. Correct spatial
perception. 12 instances related to the Safari, referred to
effects as spatialized (e.g., P8"the sound of the footsteps [...] was
only on one side, and that attracted my attention", P29"[...]the
elephant [...] and I could feel it in the back "). Wrong spatial
perception. 12 instances related to the City, referred to music
as not spatialized (e.g., P2 "[I]in the city no [i did not use audio
to orient] because everything seemed the same").

C3. In C3, combining the two scenarios, we highlight three
themes.Complete understanding and usage of music for orien-
tation purposes. Items from four participants reported that
they understood that the music was pointing at the monu-
ment, or following the animals and used audio to localize
POI (i.e., P3 "[the music] was kind of pointing at the point of
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Figure 3: Hotspots for scene i) in Safari video. Red, orange and yellow cells represent confidence levels of 99%, 95% and 90%.

interest [monuments]", P27 "the music [was] moving with the
roars of the lions"). Partial understanding of spatialization of
music. We collected items from three participants in both
scenarios stating that perceived changes in the location of
the music but were not able, or interested in following the
music direction (e.g., P33 perceived the music movement
only one time and thought that was a way to communicate
where to look at; P9 perceived it but was not sure how to
use it, because movement was more attracting). Not under-
standing spatialization nor usage of audio.We collected items
from five participants in total, who did not perceive nor use
the spatial location of the music.

Trans-condition Themes. Diegetic cues.Many statements re-
ferred to the semantic content of the audio effect as an im-
portant element in the orientation (e.g. P14 "I heard the sound,
and so I tried to see the elephant"; P7 "it gave me indicators
if there were new animals"; P8 "[...] sounds of specific move-
ments"; P23 "[i heard] animals that produced sound, and I was
using the sound to orient myself "). Finally, we identified two
main themes that refer to visual elements that play a role
in the orientation. Movement. Regardless of condition, we
collected items reporting that participants were attracted by
movement both in City (e.g., P13 "I looked at the people going

by") and in Safari (e.g., P8 "the animals moving, I followed
those animals"). Light. In the City, light also played an im-
portant role in orienting people in the night scenes (e.g. P11
"the lights of the city", P10 "a stronger color in the Christmas
lights").

5 DISCUSSION
The main contribution of this paper answers the two pro-
posed RQs. First, we provide evidence of the strengths and
weaknesses of the usage of spatial manipulation of music
for orientation purposes (RQ1). Secondly, we report findings
concerning the spatialization combined with diegetic cues
(RQ2). A third contribution is offered by Cue Control as a
novel support for analysis. We build our discussion, scaf-
folded on emerged methodological considerations.

Methodological considerations. Studies on 360◦ videos, such
as ours, come against several barriers in the analysis of new
techniques. Firstly, although a frequent critique speculates
that head direction data (available in low-end HMDs) is not
equivalent to eye gaze (requiring expensive HMDs with eye
tracking), Sitzmann et al. [44] support that head direction is
coupled to eye gaze and can be sufficient to predict saliency
with reasonable accuracy. Secondly, the complexity of the
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media is a relevant factor since most methodology struggles
to deal with the complexity of spatiotemporal data (such as
head direction over time). While several studies have faced
analysis of head movement for still images [10, 46], for 360◦
video, since the media is changing over time, there is less
methodological support on the analysis and reporting of this
dynamic data. Thirdly, existing quantitive and qualitative
methods in HCI at times do not meet the idiosyncratic needs
of data collected in these studies. The use of quantitative
scales after the study, such as Presence, have a low level of
detail; while they make a judgment on the overall use of
a technique, they do not express the behavior during the
study. Quantitative scales during the study (e.g., discomfort
score while experimenting with a VR sickness reduction
technique [11]) could affect the viewing experience in 360◦
video. Furthermore, both quantitative and qualitative scales
may introduce a degree of bias that affects results if they
inform the participants about the goal/technique. We ad-
dress this by introducing other elements/techniques in the
video statements and interview, occluding the participants
to the real motivation of the study. Finally, existing methods
that support spatiotemporal data, such as heatmaps, offer a
generalized way to understand user behavior through clus-
tering, but the lack of inferential statistics make it difficult
to conclude statistical significance of findings. Cue Control
played a central role in tackling this issue, allowing us the
rapid design and prototype spatial sonic elements, as well as
explicitly supporting the quantitative aspects of the mixed-
methods approach, through the visualization of heatmaps
(with visualizations of spatial audio) and hotspots (treating
head direction as geographical data for an analogous QGIS
method to Rothe and Hußmann’s [39] ArcGIS method).

RQ1 - How can music be spatialized to guide viewers in 360◦

videos? Our results (from theCity video) support that partial
spatial manipulation (C2) does not, while full manipulation
of music (C3) introduces some benefits in directing users
attention. We support that partial spatial manipulation (C2)
of music revealed to be ineffective with: 1) no participants
noticed the spatialization of the violin (from the post-study
interview); 2) the perception of audio movement in C2 re-
ported similar and lower values, similarly to C1 (from the
post video statements), and 3) in the specific case of scene
i) C2, there was no significant cluster formation around the
music location (from heatmap and the hotspot analysis).
Complete spatial manipulation of music (C3), instead, is

more promising in notifying the location of POIs. We sup-
port this with: 1) a statistically significant difference in the
self-assessment in the VS5 "I perceived the audio moving" be-
tween different conditions, with the C3 having higher values,
2) participants declared that they perceived changes in the
location of the music, and used it for locating monuments

(thematic analysis), and 3) in scene i), from frame 3190 to
3195, the manipulation of music in C3 created a larger statis-
tically significant cluster around the bronze statue (backed
up also by the heatmap observations).

Nevertheless, the techniques did not succeed for the entire
number of participants in C3, as evident by the existence
of secondary clusters. Moreover, some participants in inter-
views declared that they did not perceive the music manipu-
lation (supported as well by the video statements). With the
objective of finding motivation for this discrepancy among
users, we discuss here the main elements that may have in-
terfered with the spatial manipulation. Firstly, the interview
analysis provides evidence of the fact that visual elements
(e.g., cars and people) may have had a significant impact on
the participants. This finding parallels existing studies on
visual orientation cues[17].

Concerning Listening modalities, Musical Listening may
be a challenging activity, especially for a non-musical pop-
ulation; our sample purposely did not include professional
musicians, and more than half of our participants reported
having no musical experience at all. From our results, we
speculate that the changes in C2 were not strong enough
for a non-musical population and also for a sub-group of
participants in C3.

RQ2 - How can the use of diegetic cues be reinforced by the
audio spatialization to guide viewers in 360◦ videos? Our re-
sults (from the Safari video) showed that the spatialization
of diegetic cues itself (C2) does not introduce significant ben-
efits in the orientation, while the combination of music and
diegetic cues (C3) reveals to be more effective.

The comparison between C1 and C2 highlights that spatial
manipulation of the sound effects does not introduce partic-
ular benefits in directing attention. This element emerged
clearly in scene i) as described in the heatmap and hotspot
analysis: when the elephant trumps, participants look for
the origin of the sound and found it with a minor difference
in reaction time between C1 and C2. Rothe et al. [40] already
introduced the hypothesis that spatial location of diegetic
cues is not crucial in the orientation as in their study "not all
the participants paid attention to the direction of the sound",
but did not validate it with a control group (equivalent to
C1). Our results confirm their intuition with quantitative
evidence and extend it with reaction time comparison.

Moreover, in the interview analysis, we show that diegetic
cues were perceived as representations the objects/ events
that produce the sounds, as the participants generally de-
scribed a cue with the animal that produced it, similarly to
previous works on sound perception [26]. This underlines
the fact that our participants directly connect the sounds
with an object/event. The semantic content of the sonic ele-
ments appears to be more important than the actual physical
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location of the sound, as the sound directly represents the ob-
ject [35]. For this, we support that participants mainly relied
on Everyday Listening, focusing on the object that produced
the sound, rather than the physical characteristic (in our case,
spatial location). That also may explain why the majority of
participants incorrectly declared audio spatialization in C1
(from the interview and video statements).

Our results showcase that the spatialization of music (C3)
can highlight the position of elements represented by diegetic
cues. Indeed, some participants stated that they perceived
the music following the animals (P6 "audio seems to follow the
lions"). Additionally, participants anticipate the emergence
of the elephant, since the cluster formation in C3 (Frame
3928 to 3933) happens before than the clusters in C1 and C2
(Frame 3964 to 3969) in the hotspot analysis. In this case, we
argue that participants rely on both Everyday and Musical
listening and the two processes support each other, as the
semantic content of the cues relies on Everyday listening and
the spatialization of the music relies on Musical listening.

To conclude, we highlight the similarities and differences
with the study that inspired the usage of multitrack music
manipulation for orientation [21]. A first similarity is that
spatial manipulation of music is not detrimental to the qual-
ity of experience (from Presence and PANAS). Similarly to
our results, the "stereo condition" (their equivalent to our
C3) in the NavigaTone study was more effective in orienta-
tion than multitrack manipulation (their equivalent to our
C2). However, in our study, evidence showed that C2 was
not effective while their multitrack manipulation showed
to be effective. We argue that the main reasons for this of
this lie behind the context differences: NavigaTone was a
task-oriented exercise (participants were primed to the role
of the music), and used in the real world, without visual
interference.

Implication for Design
Combining results of both videos, we frame suggestions for
potential use of spatial manipulation of music for orientation
in 360◦ videos, based on the positive results in scene i). In par-
ticular, we present design guidelines for music manipulation:
1) relying on complete manipulation of music rather then
multitrack, and 2) creating noticeable changes in the music
location: the new POI should be "far away" (>90◦) from the
previous POI; the audio should be stationary before and after
the movement, and the spatial change should be "fast" (<200
frames, ~8 seconds). Concerning diegetic cues, our results
confirm that this kind of sonic element constitutes a use-
ful tool for orientation [40] but the spatial location of these
sound effects is primary impacting the orientation process.
However, spatial manipulation of music can effectively high-
light the spatial location of the POIs that produce a given
sound.

Future Work
While these guidelines are mainly based on scene i), we do
not exclude that others scenes in the videos could have pro-
vided other contributions. Given the novelty of the usage
of spatial manipulation of audio for orientation purposes in
360◦ videos, we preferred to analyze in detail one scene in
order to provide more solid guidelines, combining quanti-
tative and qualitative methodologies to deal with the limi-
tations of existing methods. One limitation of this study is
that we adopted only scenes with fixed cameras, while future
research can address other possibilities. Additionally, this
work represents a first step in potential research directions
besides priming participants to the technique or different
combinations of music and diegetic cues. For example, apply-
ing the guidelines described to create dynamic soundtracks
responsive to the viewer’s orientation.

6 CONCLUSION
In this paper, we presented a novel orientation method in
360◦ video based on spatialization of multitrack audio. We
conducted a mixed-methods between-subject study with two
videos; for this purpose, we developed Cue Control, allowing
to easily design spatial cues, while supporting the collection
and analysis of user experience metrics. By discussing our
results against existing methods and grounding theories on
human listening, we frame design implications for 360◦ video
creators (based on our findings of "full" spatial manipulation
C3 as a better orientation technique), while outlining future
research directions.
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