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ABSTRACT

New advances in Artificial Intelligence (Al), particularly transformer language models, have disruptively changed the
current education and training practices. The latter advancements have forced a shift towards a more practical and
sustainable learning process with the ultimate objective of creating active, high-quality, and continuous educational
services. However, human intervention is still essential to keep control over the outcomes of Al-based solutions. Thus, this
work contributes with a fully functional and well-designed Conversational Assistant for Knowledge Enhancement (CAKE),
which integrates a transformer model in a chatbot platform with empathetic capabilities. The proposed environment is fully
immersive and incorporates gamification. Natural Language Processing techniques are exploited through prompts.
The most relevant features of CAKE are its flexibility regarding language, areas and topics covered, and the education level
of the end users. Results obtained in two evaluation scenarios endorse the performance of the proposed solution and
motivate us to continue this research line toward real-time monitoring of smart learning.
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1. INTRODUCTION

Digitalization has spread in many fields. However, the impact of artificial intelligence (AI) has been even more
notable in education and training (Rudolph et al., 2023). The latter process, when applied to the education
sector, is transversal through all levels (elementary and high school, university studies, etc.) and seeks to shift
from traditional and theoretical practices to more practical ones, promoting at the same time the sustainability
of the learning process (Crompton & Burke, 2018). Accordingly, smart education has attracted the attention of
the research community, coinciding with the progress on Al-based solutions and the need for a global
framework for high-quality training services (Li et al., 2022). The fundamental change now lies in the
real-time monitoring of the learning process thanks to these applications and technologies, including the
analysis and detection of the emotional state of the students through sentiment and emotion analyses (Cope et
al., 2021).

Since the disruptive transformer models were released, education has been subject to challenges that, when
not addressed properly, may result in inadequate pedagogical practices. The educational community,
researchers, and policymakers are responsible for providing well-designed applications (Baidoo-Anu & Owusu
Ansah, 2023). In this line, transformer models like ChatGPT!' have caused a huge buzz worldwide. These new
Al-based solutions are changing business by creating new market opportunities and eliminating those whose
Natural Language Processing (NLP) needs are already covered by them (Baidoo-Anu & Owusu Ansah, 2023).
The latter disruptive change also applies to the education field. Among the benefits for students and teachers,
the workload reduction (e.g., automatic assessment), the real-time monitoring of student knowledge
acquisition, and classroom innovation (e.g., feedback mechanisms) deserve to be mentioned (Cope et al., 2021).
However, these systems still require human intervention (Kitamura, 2023). Thus, fully functional and
well-designed solutions are essential (Parsazadeh et al., 2018).

!Available at https://openai.com/blog/chatgpt, April 2023.
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The most popular form of integration of the transformer models in commercial solutions is through chatbots
(Brown et al., 2020). They are agents that have the capabilities to establish real-time and human-like
conversations with the end users through natural language (text or voice) and are appropriate to our purpose
due to their simplicity and quick response time (Tallyn et al., 2018). Since their creation, chatbots have been
used in education, entertainment, etc. (Rodrigues et al., 2022) for question-answering and task-solving. In the
particular case of the education sector, they contribute to creating an active, high-quality, and continuous
training environment (Romero-Rodriguez et al., 2020). The future generation of learners, as digital natives,
are willing to incorporate these technologies to get an immersive learning experience (Pedro et al., 2018).

Taking advantage of transformers and the chatbot paradigm, this work contributes with a multi-platform
and language application that integrates sustainable learning practices, CAKE (Conversational Assistant for
Knowledge Enhancement). The main advantage is its flexibility regarding language, areas and topics covered,
and the education level of the end users, thanks to NLP techniques applied to prompt engineering.

The rest of the paper is organized as follows. Section 2 reviews relevant works on innovative educational
applications. Section 3 describes the proposed solution, while Section 4 provides relevant details about
implementation and experimental results. Finally, Section 5 concludes the article and proposes future research.

2. RELATED WORK

In the era of transformer models, education and training have derived towards smart education (Li et al., 2022).
Consequently, there exists a wide variety of technology-based solutions applied in the classrooms. A relevant
feature of these systems is that they are ubiquitous. Thus, users apply them both inside and outside of these
environments (e.g., in remote learning). Notwithstanding its easy, flexible, and ubiquitous nature, Al-based
solutions remove significant barriers, most importantly, money and time, without neglecting the learner's needs
(Kumar Basak et al., 2018). It is the case with popular apps for educational purposes (Crompton & Burke,
2018). In fact, educational apps rank second in popularity on Google Play (Singh & Suri, 2022). Since the
learning process is composed of high-difficulty tasks like comprehension and problem-solving (Malik et al.,
2020), these kinds of systems become essential to support both teachers and students. In this line, Intelligent
tutoring systems (ITS) are educational applications based on Al which provide intelligent support for students
in an adaptive and personalized manner, aka personalized adaptive learning (PAL) (Peng et al., 2019;
Zawacki-Richter et al., 2019). Among the applications of ITS, one of the most popular consists of automatically
providing feedback to the students, for example, about their writing skills (Garcia-Gorrostieta et al., 2018).
Furthermore, when combined with traditional educational and training approaches, technology-enhanced
learning ensures promising learning outcomes and user satisfaction (Mota et al., 2018). Note that the use of
multi-modal sources of information is highly appropriate in smart education (Li et al., 2022).

Al-based solutions provide relevant benefits for the whole educational community (e.g., workload
reduction and real-time training for teachers and students, respectively) (Cope et al., 2021). Accordingly,
ChatGPT has become a common NLP practice in education (Baidoo-Anu & Owusu Ansah, 2023). Apart from
question generation, transformer models can generate distracting answers in a multiple-choice quiz use case
(Rodriguez-Torrealba et al., 2022). It is the case of EduQuiz?, a quiz generation system for the reading
comprehension use case based on GPT-3 that creates correct and distracting answers. However, ChatGPT and
transformer models, in general, still require human intervention (Kitamura, 2023). Moreover, when it comes
to sustainability, these models need to be energy-efficient in terms of maintenance and training costs
(algorithms, data processing, representation, storage, etc.). The data mining must be managed ethically and
following regulatory compliance (Kasneci et al., 2023).

Regarding the use of transformer models, Bhat et al. (2022) integrated GPT-3 in an assessment application.
The questions generated by the system were manually evaluated in terms of their usefulness with positive
results. Moreover, Bulut et al. (2022) used GPT-2 for reading passage generation in a reading comprehension
assessment solution. Note that the authors pointed out that further research is still needed to adapt the outcome
of the Al-based model for students. Conversely, MacNeil et al. (2022) used GPT-3 to generate descriptions
about code programming, while Moore et al. (2022) presented another assessment system, in this case, for
chemistry. A more sophisticated approach was followed by Topsakal et al. (2022), who designed a language

*Available at https://github.com/RamonDijkstra/EduQuiz, April 2023.
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learning chatbot with ChatGPT, augmented reality, and gamification. Finally, Zong et al. (2022) used GPT-3
for math problems about two linear equations (word problem classification, equation extraction, and word
problem generation) with competitive results.

Based on the aforementioned works, chatbots seem appropriate for cooperative and self-regulated learning
since they are easy to use and promote engagement (Smutny & Schreiberova, 2020). Accordingly, Ethnobot
(Tallyn et al., 2018) has question generation capabilities but is limited to the ethnographic field. Aligned with
our work, Ng et al. (2020) developed WeChat, which became the most popular assistant for collaborative
education among Chinese learners. More recently, Liu (2022) presented a language learning application
combining collaborative approaches with gamification in a competitive learning environment.

Summing up, this work contributes with an innovative application combining ChatGPT with NLP for the
teachers and researchers to keep control over the outcome of the model, avoiding inadequate pedagogical
practices, named CAKE. Regarding the pedagogical basis of the proposed solution, it seeks to contribute to the
following educational perspectives: cognitive (enhance reasoning during the learning process), emotional
(promote positive feelings during training), behavioral (improve the results of the learning process),
and contextual (encourage long-term training inside and outside the classroom). Note that the cognitive and
behavioral perspectives are related to the application of NLP techniques over the content of the dialogue,
while the emotional one is handled with emotion analysis. Finally, since the solution can be accessed anywhere
and anytime, the users can benefit from the contextual perspective.

3. PROPOSED METHOD

The CAKE solution is shown in Figure 1. It has multi-language support and was designed bearing in mind
students and teachers. Moreover, it provides automatic adjustment of the difficulty level of the proposed tasks.

CAKE generation server CAKE application

Teacher ! Student
1

|
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' i

Both

Free dialogue

Figure 1. CAKE application for sustainable education and training

Prompt manager module

3.1 CAKE Generation Server

It is responsible for text generation. Note that NLP is exploited to both control the quality of the outcome and
to ensure that an appropriate dialogue is established between students and teachers with the proposed solution.
In addition, the generation server is in charge of past utterances management since the transformer models, and
also ChatGPT, lack memory. Note that a cache of the six last interactions was established motivated by the
cost-efficiency trade-off (for the free dialogue functionality, see Section 3.2).

3.1.1 Prompt manager module

This is the main module of the system. It defines the prompts of the model used for dialogue contextualization
about a certain educational topic. The latter prompts are created using natural language and serve to direct the
functioning of Open AI’s ChatGPT model. Note that CAKE automatically adapts to the language of the users.
In the end, this module enhances the outcome of the system with empathetic utterances through feedback
and personalization processes. For each of the following stages, a detailed prompt is defined in Table 1.
o Empathetic stage. There exist two prompts (7 and 8 in Table 1) related to the empathetic nature of the
CAKE system. In order to promote engagement, the user utterances are analyzed to evaluate the student's
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level of knowledge on the subject. The difficulty level is automatically handled based on the number of
correct/incorrect answers provided by the students to prevent frustration. Moreover, for each question
correctly answered and depending on the degree of difficulty, a score is assigned (low: 10 points, medium:
20 points, high: 30 points). A badge will be granted when a user reaches the 100 points threshold.
The latter rewards will be stored in their Hall of Fame.

o Settings detection stage. It consists of detecting: (i) the language, (ii) the role of the user (student or
teacher), (iii) the functionality (see Section 3.2), and (iv) the area and topic. For the specific case of the
exam generation functionality, the number of questions and difficulty level are extracted from the
teacher’s utterance. Otherwise, a random number of medium-level questions is generated.

3.1.2 Communication layer

It acts as an abstraction layer between the CAKE generation server and Open Al's ChatGPT model.
The communication layer defines a structure based on tags to identify the sender (CAKE or the end user) and
the context. The tags used are (see Table 1):

o “System” tag. It sets the application context in terms of (i) language, (ii) the sender (CAKE or user)
and role (student or user), (iii) functionality, (iv) the area and topic, and (v) the number of questions and
difficulty level. The empathetic nature of CAKE (see prompts 7 and 8 in Table 1) is also configured with
the “System” tag.

o “CAKE” and “User” tags. These tags identify the utterances of the CAKE system or the end user,
respectively.

3.2 CAKE Application

The client application was developed following the popular instant messaging approach of applications like
WhatsApp. Note that the chat can be ceased with the command “terminate”. The following functionalities are
available in the CAKE application:
o Free dialogue (F). This functioning mode is intended for both students and teachers for them to search
for information or even generate or solve more sophisticated context-dependent questions.
o Exam generation (E). It consists in generating exam questions for the teacher role. There are a total of
3 difficulty levels: low, medium, and high.
o Doubts resolution (D). This functionality is intended for students to solve their doubts. Questions about
exercises and problems can be formulated to obtain the correct answer and a detailed explanation.
o Self-assessment (S). It was designed for students to practice for an exam, with empathetic feedback.

Table 1. Prompts used

1D Detection Prompt Temp. Result
1 Language SYSTEM: If I told you this phrase/word: "X", in what language 0 LANG
is it? Return {"language™:""}. If it is not a language, return
“not_applicable”.

2 Role SYSTEM: If I told you "X", what would you say I am? A 0 ROLE =T/S
teacher or a student? Answer with one word.
3 Functionality SYSTEM: I am a [ROLE]. If I told you "X", what would you 0 MODE =
say I have chosen from the available options: [AVAILABLE F/E/D/S
OPTIONS]? Answer with only one of the options from the list.
4 Number of SYSTEM: If I told you "X", what number, area, topic, difficulty 0 NUM, AREA,
questions, area,  level am I referring to? Answer in English using only the next TOPIC, LEVEL
topic, level format: {"number":"", "area":"", "topic":"",
"difficulty level":""}.
5 Question SYSTEM: I am a [ROLE] with advanced knowledge, let’s talk 1 QUESTION
generation in [LANG]. I want to generate [NUM] exam questions in
[LANG] about [AREA] and [TOPIC] with [LEVEL] difficulty.
6 Answer generation SYSTEM: I am a [ROLE] with advanced knowledge, let's talk 1 ANSWER
(AG) in [LANG]. I want you to answer this question [QUESTION].
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7 AG SYSTEM: I am a [ROLE] with advanced knowledge, let's talk 1 EVAL,
+ in [LANG]. For the question [QUESTION], I have answered EXPLANATION
empathy [ANSWER]. Tell me in [LANG] if it is correct, partially correct FRUSTRATION
or incorrect. Try to detect in my answer frustration [0.0 to 1.0]. IS_CORRECT

Always explain to me why it is incorrect and the correct answer.
Adapt the answer to a student with [LEVEL] knowledge
(maximum 100 words). Use this format: {"eval":"",

"explanation":"", "frustration":"", is_correct:"0.0/0.5/1.0"}.
8 Free dialogue =~ SYSTEM: The assistant speaks only in [LANG]. The assistant 1 RESPONSE
+ is dynamic (it never repeats the same thing twice), creative,
empathy intelligent and very kind. The assistant always asks a question
when it finishes speaking.

USER: I am a [ROLE] with advanced knowledge. Let's talk in
[LANG]. I wanted to talk about "X".

4. EXPERIMENTAL RESULTS

In this section, the implementations used are detailed to ensure reproducibility. Moreover, the results obtained
are presented and discussed.

4.1 CAKE Generation Server

It was programmed in Python (version 3.8) using a Flask server (version 2.2.2) with a Gunicorn traffic balancer
(version 20.1.0). The ChatGPT model (version 3.5) provided by OpenAl was used.

4.1.1 Prompt manager module

For the ChatGPT model, the temperature configuration is shown in Table 1 for each stage in the CAKE scheme.
Note that this parameter allows adjusting the randomness of the generated texts (1 stands for random, and 0 for
deterministic). Thus, it contributes to creating human-like dialogues.

4.1.2 Communication layer

It makes requests from our Flask server to the ChatGPT model using the OpenAl Python Library®. This library
allows us to interact with the model using a REST APIL.

4.2 CAKE Application

The Flutter programming language was used to make it multi-platform, i.e., to be integrated with Android and
i0S smartphones and tablets, and also as a web application with macOS and Windows operating systems.
For the instant messaging design, we used the Flyer Chat library*.

4.3 Case Study

In order to evaluate the effectiveness of the proposed solution, two evaluation scenarios were designed.
Scenario 1. It evaluates the exam generation and self-assessment functionalities with the research questions
in Table 2. Particularly, CAKE is used to generate 150 questions: 5 questions about 5 topics with 3 levels of
difficulty (low, medium, high) in 2 languages (English and Spanish). The selected areas and topics are natural
sciences - the cell, social sciences - history, mathematics - derivatives, language - grammar, and arts - painting.
Scenario 2. Explanatory answers are generated for each of the questions in the first scenario. The research
questions used for evaluation are also displayed in Table 2.

3Available at https://github.com/openai/openai-python, April 2023.
*Available at https://github.com/flyerhq/flutter _chat ui, April 2023.
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Table 2. Research questions used for evaluation

Number Scenario Research question
1 Is the language correct?
2 1 Are the questions related to the selected area and topic?
3 Are the questions appropriate to the expected level of difficulty?
4 Is the language correct?
5 2 Is the answer related to the selected area and topic?
6 Is the answer appropriate to the expected level of difficulty?

4.4 Evaluation Results

The evaluation scenarios were composed of 300 utterances that were manually annotated by a teacher and an
NLP researcher. Table 3 details the evaluation results for the two aforementioned scenarios. The best results
are obtained for English, as expected since this is the original language of the ChatGPT model. Regarding area
and topic, and difficulty level, the results are similar between the two languages in the two evaluation scenarios.

Table 3. Percentage of affirmative answers of the two annotators for the English and Spanish languages

Language Annotator RQ1 RQ2 RQ3 RQ4 RQ5 RQ6
1 100.00 100.00 88.00 100.00 100.00 88.00

English 2 100.00 100.00 93.33 100.00 100.00 90.67
Avg. 100.00 100.00 90.67 100.00 100.00 89.34

1 89.93 98.67 86.67 98.65 98.67 90.67

Spanish 2 88.00 98.67 88.00 98.65 98.67 88.00
Avg. 88.96 98.67 87.34 98.65 98.67 89.34

5. CONCLUSION

Smart education has become a relevant field of research with its own entity driven by the latest Al advances.
Among them, the most disruptive change is associated with the transformer language models like OpenAl's
ChatGPT. These Al-based solutions exploit the practical perspective of the learning process to promote the
sustainability of real-time and continuous, high-quality, and active learning. Even though smart educational
systems provide adaptive and personalized support for students and are also able to detect emotions in their
speech, human intervention is still required to take the most of them for the global education community.

Consequently, we take advantage of the willingness of the new generation of educators and learners towards
technology adoption to propose CAKE, a functional and well-designed solution that integrates transformers in
the chatbot paradigm, combined with NLP techniques through prompt engineering. Its sustainability lies in its
multi-platform and language-independent features. Moreover, it is flexible regarding areas and topics covered
and the education level of the users. CAKE has empathetic capabilities and promotes engagement due to the
casy, self-regulated learning process and thanks to the gamification techniques used. Note that it has been
designed for both students and teachers with several functionalities (free dialogue, exam generation, doubts
resolution, self-assessment). The generation server is composed of the prompt manager with empathy handling,
the communication layer, and the OpenAl's model. Figure 2 shows the proposed solution in the self-assessment
use case. The results obtained were evaluated in two scenarios in two different languages (English and
Spanish). The first analyzes the exam generation and self-assessment functionalities for the teacher and student
roles, respectively; while the second focuses on the doubts resolution and self-assessment functionalities for
the students. Both the questions (scenario 1) and answers (scenario 2) generated by CAKE were manually
annotated, obtaining promising results regarding language, area and topic, and level of difficulty.

In future work, we plan to apply data mining techniques for the system to learn from the end users to create
more personalized learning experiences. Moreover, prompt engineering will be exploited to enhance the
management of CAKE regarding non-English and mathematical languages. Ultimately, sustainability issues of
transformer models, like the carbon footprint impact and governance issues, will be discussed.
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teacher or a student? Columbus discover America?

| am a student 1492

Congratulations/i

I want 1o do self-assessment

exercises

e of knowledge

What year did the American Civil
War begin?

i want exercises about relevant
historical dates

1860
Partially correct The American Civil

What year did Christopher War began in 1861, not 1860,
Columbus discover Amenica? Hawe:

Figure 2. System application example
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