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Optimizing Dual-Mode EEE Interfaces:

Deep-Sleep Is Healthy
Sergio Herrerı́a-Alonso, Miguel Rodrı́guez-Pérez, Member, IEEE,

Manuel Fernández-Veiga, Senior Member, IEEE, and Cándido López-Garcı́a

Abstract—The IEEE 802.3bj standard defines two potential low
power operating modes for high speed Energy Efficient Ethernet
(EEE) physical interfaces working at 40 and 100Gb/s: a not-so-
efficient low power mode that requires very short transition times
to restore normal operation (Fast-Wake) and a highly efficient
low power mode with longer transition times (Deep-Sleep). In
this paper, we present a new frame coalescing mechanism that
dynamically adjusts the coalescing queue threshold in order to
minimize the energy consumption of dual-mode EEE interfaces
and maintains, at the same time, the average frame delay close
to a target value. The proposed mechanism has been validated
through simulation under different types of traffic (Poisson, self-
similar and real Internet traffic). Additionally, we show that,
with the current transition times and efficiency profiles of the
standardized low power modes, our proposal renders the Fast-
Wake mode unnecessary in most practical scenarios.

Index Terms—Energy efficiency, IEEE 802.3bj, Energy Effi-
cient Ethernet, coalescing

I. INTRODUCTION

To reduce energy consumption of Ethernet links, the IEEE

published in 2010 the IEEE 802.3az standard [1], known as

Energy Efficient Ethernet (EEE). This norm provides a new op-

erating mode to be used in Ethernet physical interfaces (PHYs)

when there is no data to transmit. When PHYs are in this low

power idle (LPI) mode, they only draw a small fraction of

the energy needed for normal operations, although they are

unable to send traffic through their attached links. Probably, the

most straightforward way to manage EEE interfaces consists of

entering LPI whenever the transmission buffer becomes empty

and restoring normal functioning when there is new traffic to

transmit. However, this approach is not very efficient since

PHYs consume about the same power during state transitions

(to/from the LPI mode) as in the active state and transition

times are of the same order as a single frame transmission

time. In fact, energy savings can be greatly improved if the

number of state transitions is reduced, for example, by making

the PHYs wait to accommodate a few frames in the transmis-

sion buffer before exiting LPI (frame coalescing). EEE has

shown to be very effective reducing energy consumption in

100Mb/s, 1Gb/s and 10Gb/s Ethernet links, specially when

some coalescing control policy is applied [2], [3], [4].

The problem of relatively long transition times is even

more severe in 40Gb/s and 100Gb/s Ethernet PHYs since,

under these higher rates, transmission times are significantly

lower while transition times remain similar. The IEEE 802.3bj
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amendment deals with these high speed interfaces [5] and

defines for them an optional low power mode, known as

Deep-Sleep, identical to the LPI mode defined for the Ether-

net interfaces with lower rates. Thus, PHYs in the Deep-Sleep

mode just consume a small portion of the power consumed

when active (around 10%) but, since all signaling between the

sender and the receiver is stopped, resuming normal operation

requires excessively long transition times.

Since high speed Ethernet PHYs are expected to be used

in data centers and backbone links operating at moderate

loads, IEEE 802.3bj also defines a new mode called Fast-

Wake which maintains attached links aligned. Although clock

synchronization must be maintained in this mode, some of

the PHY components at the higher layers can be turned off

thus obtaining some limited power savings, but with very short

transition times. For example, [6] suggests that consumptions

around 70–80% of the peak could be obtained with Fast-Wake.

Therefore, it is expected that IEEE 802.3bj PHYs support both

Fast-Wake and Deep-Sleep modes to get significant reductions

on their energy consumption without causing noticeable effects

in frame delay nor additional frame losses.

As with IEEE 802.3az interfaces with just a single low

power mode, the standard does not suggest any algorithm to

manage the two possible low power modes of dual-mode EEE

interfaces. Any mechanism proposed to govern dual-mode

EEE interfaces must answer the three following questions:

1) When to enter a low power mode.

2) Which of the two low power modes should be entered.

3) When to exit the low power mode.

Clearly, to maximize power savings, dual-mode EEE interfaces

should enter a low power mode every time their transmission

buffer gets empty since energy-aware interfaces should not

stay active when they have no data to transmit. However, the

answer to the last two questions is not obvious and depends,

in fact, on the traffic load.

In this paper, we present a new coalescing mechanism to

manage the low power modes of dual-mode EEE interfaces

able to minimize their energy consumption under the con-

straint of a target average frame delay. We firstly show how

to select the most convenient low power mode according to

the configured target delay. Then, since the proposal applies

a frame coalescing technique, the interface will remain in the

selected low power mode until the transmission buffer reaches

a certain threshold. Unfortunately, a single queue threshold

value does not suit well for all the possible traffic loads [7],

[8], [9], so we also derive an adaptive algorithm to adjust the
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coalescing queue threshold according to the target delay and

the existent traffic conditions.

Finally, an unexpected but important finding of this study

is that, with the current transition times and efficiency profiles

of the standardized low power modes, our proposal renders

the Fast-Wake mode unnecessary in most practical scenarios

since the best energy savings are often achievable with the

Deep-Sleep mode.

The rest of this paper is organized as follows. Section II

presents some works in the field that preceded our paper.

In Section III we derive some analytic results to find out

which is the most convenient low power mode for dual-

mode EEE interfaces in a given scenario. Section IV presents

an adaptive algorithm able to adjust the coalescing queue

threshold according to the configured target delay and the

actual traffic conditions. Then, our proposal to govern dual-

mode EEE interfaces is presented in Section V. Section VI

shows some results obtained through simulation. Finally, the

main conclusions of this work are summarized in Section VII.

II. RELATED WORK

A. Coalescing

Nowadays, most communication systems and computing

equipment can enter a low power state during idle periods

to save energy while some (or all) of their functions remain

frozen. Unfortunately, the duration of the transitions between

the low power and the active states are not negligible and

a significant amount of energy is wasted while executing

them. To reduce the overhead of state transitions, multiple

individual jobs can be collected, or coalesced, into a single

burst of jobs. Clearly, coalescing jobs extends idle periods

thus reducing the number of state transitions and, therefore,

improving the energy efficiency of the system. However,

coalescing also increases the delay of job processing, so there

is a trade-off between the energy consumption and the system

performance [10], [11].

Three types of coalescing can be defined based on when to

exit the low power mode and return to the active state. Time-

based coalescers end the coalescing period after the expiration

of a predefined timer started upon the arrival of the first job.

Size-based coalescers wake up when the number of collected

jobs (or the amount of work to do) reaches a predefined

threshold. Finally, hybrid coalescers use a combination of

both. These are the most interesting coalescers since they

allow maintaining both the coalescing queue length and the

maximum queueing delay controlled at the same time.

Diverse coalescing schemes have been successfully applied

to reduce the energy consumption in many different computing

equipment [12], [13], mobile devices [11], [14], [15] and net-

working technologies including Wi-Fi [16], [17], optical [18],

[19] and cellular [20], [21] networks. Next we review the

application of coalescing techniques to EEE interfaces.

B. Frame Coalescing in EEE

Energy efficiency of EEE interfaces can be greatly improved

using the frame coalescing (or burst transmission) wake-up

strategy [2], [3], [4]. Instead of exiting the LPI mode as

soon as there is new traffic to transmit, PHYs using this

mechanism remain asleep until the amount of queued data

in the transmission buffer reaches a certain threshold (Qw).

Certainly, coalescing frames into bursts increases their delay.

To avoid excessive delays, the maximum coalescing time, that

is, the maximum time an interface can be in the LPI mode

since the first frame is buffered for transmission, must be

limited (Wmax).

Several mathematical analyses modeling EEE behavior can

be found in the literature. Some models do not consider the

effect of coalescing and just assume that PHYs awake as soon

as a new frame is ready for transmission [22], [23], [24]. There

are also some works that just provide simple models for the

energy consumption of EEE interfaces using frame coalescing

with Poisson traffic [25], [26]. The most interesting models are

those addressing the trade-off between energy consumption

and frame delay when using this algorithm in 1000BASE-

T [8], [9] and 10GBASE-T links [27], [28], [29], [30], [31].1

We will build our proposal on the M/G/1 model presented

in [28] since high speed EEE interfaces operate similarly to

10GBASE-T interfaces and this model provides very accurate

and easy-to-use approximations to the energy savings and the

delay that frames suffer due to coalescing.

There also exist some previous works proposing the dy-

namic adaptation of coalescing parameters to actual traffic

conditions. In [7], the authors present a dynamic coalescing

algorithm that adjusts the queue threshold Qw to achieve a

given predefined energy efficiency ratio without taking any

delay constraint into consideration. In contrast, other works

propose to adapt the maximum coalescing time Wmax to meet

a target average delay [9], [32], but, unfortunately, they can

only be applied to 1000BASE-T links. In addition, all these

dynamic schemes rely on an additional gain parameter control-

ling the speed of adjustment of the coalescing parameter to the

target value. This gain parameter would have important effects

on the system performance, so it must be carefully configured

to guarantee a good compromise between the system stability

and a fast response to changing traffic conditions.

C. Dual-Mode EEE

To the best of our knowledge, only two algorithms had been

proposed to make use of the two new low power modes of

802.3bj-2014 interfaces [33], [34]. Both algorithms put dual-

mode EEE interfaces to sleep as soon as their transmission

buffers get empty. The first proposal [33] assumes that, when

there are no more frames to transmit, a dual-mode EEE

interface always enters the Fast-Wake mode, after a short

transition of length T f
s . Then, the interface remains in Fast-

Wake either until a frame arrives or for a maximum period of

length Tidle. In the former case, the interface would directly

return to the active state after a transition of length T f
w while,

1Different Ethernet speeds have different EEE specifications and transition
mechanisms. For example, state transitions in 10GBASE-T links can occur in
both directions of the link independently while 1000BASE-T links can enter
the LPI mode only when there is no traffic in both directions. Additionally, in
1000BASE-T links, transitions from active to the LPI mode are immediately
interrupted when a new frame arrives to the interface. In contrast, the
interruption of the sleep transition is not supported by 10GBASE-T links.
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in the latter one, it would transition to Deep-Sleep after an

additional T d
s period and remain in this mode until a new

frame arrives. Eventually, a long transition of length T d
w will

be required to return to the active state.2

This simple technique to manage dual-mode interfaces can

be easily improved just making the PHYs wait to accommo-

date a few frames in the transmission buffer before exiting the

low power mode.3 As with EEE interfaces with just a single

low power mode, frame coalescing can also be applied in dual-

mode interfaces to decrease the number of state transitions and

thus reduce their energy consumption. With frame coalescing,

interfaces in the Fast-Wake mode would switch to Deep-Sleep

as long as less than Qf
w frames arrive during the Tidle period.

Otherwise, they would resume normal operation when the

Qf
w-th frame arrives. Clearly, frame coalescing could also

be applied to Deep-Sleep so that interfaces remain in this

mode until a total of Qd
w frames are buffered for transmission.

Obviously, Qf
w ≤ Qd

w to avoid useless transitions to Deep-

Sleep.

The two algorithms presented so far use Fast-Wake as an

inevitable prior step before reaching the more efficient Deep-

Sleep mode. However, as suggested in [34], it would be more

effective to enter Deep-Sleep directly if the traffic load is low

enough. Note that, under low traffic conditions, the rate of

state transitions would be significantly small and, therefore,

only a minor amount of energy would be wasted in them.

Consequently, dual-mode interfaces could immediately enter

Deep-Sleep and take advantage of its tiny consumption without

spending too much energy in the transition periods.

Taking this into account, [34] uses frame coalescing in the

following manner. Depending on the traffic load, active dual-

mode interfaces can transition to Fast-Wake or directly to

Deep-Sleep. If Fast-Wake is selected, the interface stays in

this mode for a fixed period of length Tidle. Then, it returns to

the active mode to transmit the coalesced frames or transitions

to Deep-Sleep if the transmission buffer is still empty. On the

other hand, if Deep-Sleep is used, the interface will remain

in this mode until Qd
w frames are buffered for transmission or

the timer Wmax expires, whatever happens first. In [34], the

Qd
w threshold is configured to match the amount of frames

that the interface is able to send in a Wmax period.

To determine if the traffic load is low enough to go

straight to Deep-Sleep, [34] computes the number of coalesced

frames in the previous coalescing period and compares it

to a given threshold. If the number of coalesced frames is

below this threshold, it is considered that the traffic load is

low enough and the interface will directly transition to Deep-

Sleep. Otherwise, it will enter Fast-Wake. [34] arbitrarily sets

this threshold to half the Qd
w threshold. Analytical models to

evaluate the power consumption and the average frame delay

of dual-mode EEE interfaces using this scheme are presented

in [35] and [36], respectively.

2Throughout the paper, the superscript f (d) will be used to refer those
parameters related to the Fast-Wake (Deep-Sleep) mode.

3Throughout the paper, the queue thresholds will be specified in frames
for simplicity. However, in a real setting, they should be specified in bytes to
handle frames of different sizes.

Unfortunately, all these schemes cannot be configured to

maintain the average frame delay around a target value under

any possible traffic load. Moreover, they present some im-

plementation issues. As stated in the standard [5], to switch

between Fast-Wake and Deep-Sleep modes, it is necessary to

exchange LLDP signaling between the attached links before

entering the preferred low power mode [37]. For this reason,

switching between low power modes cannot be done as fast as

required by these schemes. The standard presumes that dual-

mode EEE interfaces are intended to use only one of the two

low power modes for a significant period of time.

III. LOW POWER MODE SELECTION

As shown in [34], the most convenient low power mode for

a dual-mode interface depends on the traffic load it receives.

Indeed, the slow but efficient Deep-Sleep mode should be used

with low loads since just a small amount of transitions will

be induced under these traffic conditions. Conversely, if the

traffic load is high, the Fast-Wake mode should be preferred

to reduce the length of the transition periods and, hence, the

energy wasted in them. There must exist, therefore, an arrival

rate threshold λ̃ that delimits whether these interfaces operate

under low or high load conditions. This threshold could be

used to decide the best low power mode for the interface

according to actual traffic conditions.

To determine the operating conditions of dual-mode EEE

interfaces, we will elaborate on the energy model developed

in [28] for EEE interfaces with just a single low power mode.

Throughout the paper, we will assume that frame arrivals

follow a Poisson process with average arrival rate λ. Poisson

traffic provides a valid approximation to the traffic load of this

kind of high speed Ethernet interfaces since it is expected that

they would be mostly used in data centers or backbone links

at the Internet core [38]. We also assume that service times

follow an arbitrary distribution function with mean service

rate µ. Obviously, the utilization factor ρ = λ/µ must be

less than 1 to assure system stability. Finally, we assume that

the interface has a transmission buffer of infinite capacity.4

According to the model presented in [28], the energy

consumed on an EEE interface compared with that consumed

on a power-unaware interface that is always active is given by

ϕ = 1− (1− ϕoff)(1− ρ)
T off

T off + Ts + Tw

, (1)

where ϕoff is the portion of the active mode energy consump-

tion demanded when the interface is in the low power mode,

Ts is the time required to enter the low power mode, Tw is the

time required to exit the low power mode and restore normal

operation and T off is the mean time the interface stays in

the low power mode in each busy cycle. Since with Poisson

traffic all inter-arrival times are identically and exponentially

distributed, the arrival time of the Qw−th frame is Erlang−Qw

4Note that, if the queue threshold is chosen carefully, frame losses will be
negligible. For example, an interface transitioning to awake from Deep-Sleep
will only receive, in average, λTd

w more frames before it is active again.
Therefore, the buffer should be correctly dimensioned to accommodate, at
least, Qd

w + µTd
w frames plus a safety margin.
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TABLE I
EEE PHYSICAL CHARACTERISTICS OF 40 GB/S DUAL-MODE INTERFACES.

Parameter Fast-Wake Deep-Sleep

Ts (µs) 0.18 0.72 (from FW), 0.9 (from active)

Tw (µs) 0.34 5.5

ϕoff 0.7 0.1

distributed and, therefore, according to [28], T off when using

frame coalescing can be calculated as

T off =
Γ(Qw + 1, λTs)− λTsΓ(Qw, λTs)

λΓ(Qw)
, (2)

where Γ(q, x) =
∫
∞

x
tq−1e−t dt is the upper incomplete

gamma function and Γ(q) = Γ(q, 0).

We now use (1) and (2) to compute the expected energy

consumption on a 40Gb/s dual-mode EEE interface that only

enters the Fast-Wake mode or the Deep-Sleep mode. We

considered the EEE parameters shown in Table I as revealed

in the IEEE 802.3bj-2014 standard and also used in previous

works [33], [34]. The standard does not provide exact values

for ϕoff . Although it will depend on the concrete PHY, it

is expected that the Deep-Sleep mode just needs around one

tenth of the power under normal operation (the same as the

low power mode in conventional EEE [39]), while Fast-Wake

would draw an amount of energy close to 70% of the peak

consumption using a best-case estimation as suggested in [6].

Figure 1 shows the energy consumed with three differ-

ent coalescing configurations. As shown in Fig. 1(a), if no

coalescing is applied (Qw = 1 frame) and the arrival rate

does not exceed 3Gb/s approximately, the interface consumes

less energy using Deep-Sleep than using Fast-Wake since,

under these conditions, the number of transitions is very

low and the interface stays in the low power mode most

of the time. In contrast, for higher arrival rates, the Fast-

Wake mode obtains greater energy savings since the amount

of time in the low power mode is significantly reduced and no

longer compensates for the long Deep-Sleep transition periods.

Figures 1(b) and 1(c) show the energy consumed when some

coalescing is applied. Note that, the higher the queue threshold

is, the wider the range of arrival rates in which the Deep-

Sleep mode consumes less energy. There must exist, therefore,

a queue threshold value from which the Deep-Sleep mode

is always more efficient than Fast-Wake for all the possible

arrival rates. We will derive this value analytically in the

following subsection.

A. Arrival Rate Threshold

In this subsection, we compute the arrival rate threshold λ̃
that determines the minimum rate from which the interface

should use Fast-Wake. Note that, for such an arrival rate, the

interface would consume the same amount of energy with both

low power modes, that is, ϕd = ϕf , and, therefore, from (1)

(1−ϕd

off)
T

d

off

T
d

off + T d
s + T d

w

= (1−ϕf

off)
T

f

off

T
f

off + T f
s + T f

w

. (3)
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(a) No coalescing (Qw = 1 frame).
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(b) Frame coalescing with Qw = 5 frames.

 0

 20

 40

 60

 80

 100

 0  5  10  15  20  25  30  35  40

E
n

e
rg

y
 C

o
n

s
u

m
p

ti
o

n
 (

%
 o

f 
p

e
a

k
)

Arrival Rate (Gb/s)

Fast-Wake
Deep-Sleep

(c) Frame coalescing with Qw = 10 frames.

Fig. 1. Energy consumption in a 40Gb/s dual-mode EEE interface that only
enters the Fast-Wake mode or the Deep-Sleep mode.

In addition, assuming that λTs ≪ Qw,5 then Γ(Qw, λTs) ≈
Γ(Qw) and T off , the mean time in the low power mode

computed in (2), can be well approximated as Qw/λ − Ts.

Substituting this value into (3), we have

(1− ϕd

off)
Qw − λ̃T d

s

Qw + λ̃T d
w

= (1− ϕf

off)
Qw − λ̃T f

s

Qw + λ̃T f
w

, (4)

and solving for λ̃, we get

λ̃ =

√
b2 − 4a(1− c)− b

2a
Qw, (5)

5This assumption is quite realistic considering the expected EEE parameters
of dual-mode interfaces. Note that, for the worst-case scenario, that is,
λ = 40Gb/s and Ts = 0.9µs, Qw should be much greater than 4500 bytes
(that is, just three 1500-byte frames) what is usual in reasonable coalescing
configurations as we will show in the following sections.
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Fig. 2. Arrival rate thresholds for a 40Gb/s dual-mode EEE interface.

where a = cT d
s T

f
w − T f

s T
d
w, b = T d

w − T f
s + c(T d

s − T f
w) and

c = (1− ϕd

off
)/(1− ϕf

off
).

Figure 2 shows the arrival rate thresholds obtained using (5)

for a 40Gb/s dual-mode interface with the EEE parameters

shown in Table I and different coalescing queue thresholds.

Clearly, the relationship between the arrival rate threshold and

the queue threshold is proportional linear and the greater the

queue threshold is, the wider the range of arrival rates in which

the Deep-Sleep mode is preferred. Additionally, as suggested

in the previous section, it can be seen that a small queue

threshold of just twelve 1500-byte frames is enough to always

make Deep-Sleep the preferred mode under any traffic load.

The queue threshold Q̃w that always makes Deep-Sleep the

preferred mode regardless of traffic conditions can be easily

derived just solving (5) for Qw and fixing λ̃ = µ, that is,

Q̃w =
2aµ√

b2 − 4a(1− c)− b
. (6)

Particularizing (6) for a 40Gb/s dual-mode interface with the

usual EEE parameters and considering 1500-byte frames, we

get Q̃w = 11.63 frames if ϕf

off
= 0.7 (or Q̃w = 7.63 frames if

ϕf

off
= 0.8) as shown in Fig. 2.

IV. ADAPTIVE FRAME COALESCING

As shown in previous works [7], [8], a good tuning of the

queue threshold is key for the performance of the coalescing

algorithm. If the queue threshold is too high, frames can

get excessively delayed. On the contrary, setting a too low

threshold reduces the power savings. An additional problem

is that a single threshold value cannot perform well for any

possible incoming traffic. As shown later, when the traffic

load is low, increasing the threshold, even from modest values,

produces unacceptable large increments on frame delay with

only marginal increments on power savings. Under these

circumstances, a low threshold is desirable, as it provides

small latencies with satisfying energy savings. For high traffic

loads, the situation is just reversed. If the threshold were not

increased, power savings would be greatly diminished.

In this section we present a method to dynamically accom-

modate the Qw parameter to the incoming traffic. Our aim

is to minimize power consumption while trying to maintain

the average frame delay W close to a given target value. As

shown in [28], with Poisson traffic, the average frame delay

when using frame coalescing in an EEE interface is given by

the formula

W =
1 + λ2σ2

S + (1− ρ)2

2λ(1− ρ)

−
Qw − 1

λQw

+
Qw − 3 + (Qw + λTw − 1)2

2λ(Qw + λTw)
, (7)

where σ2

S is the variance of the service time. As expected, the

average delay depends on the selected queue threshold, so we

could adjust the frame delay just adapting the queue threshold

to the existent traffic conditions. Thus, from (7), the queue

threshold Q∗

w required to reach a given target delay W ∗ must

hold the following condition

Q∗3

w +(2λTw − 2λk − 3)Q∗2

w

+(λ2T 2

w − 2λ2Twk − 4λTw)Q
∗

w + 2λTw = 0, (8)

where k = W ∗
−

1 + λ2σ2

S + (1− ρ)2

2λ(1− ρ)
.

Certainly, this cubic equation can be solved using one of

the several algebraic methods known to compute its roots.

However, for low traffic loads, that is, ρ ≪ 1 and λTw ≪ Qw,

the average frame delay in (7) can be approximated as

W ≈
Tw

2
+

Qw − 1

2λ
, (9)

and, therefore, the queue threshold Q∗

w required to achieve the

target delay W ∗ can be simply computed as

Q∗

w = (2W ∗
− Tw)λ+ 1. (10)

Figure 3 shows the queue thresholds required to reach

different target delays for all the range of possible arrival

rates considering equally sized 1500-byte frames. Using the

awakening times shown in Table I, (8) has only one valid

real root, that is, a root greater than one, for all the traffic

loads. Additionally, the queue thresholds obtained with the

approximation (10) are also depicted in the graphs. Note that

we get very accurate values with this approximation except at

the highest (and extremely unlikely) rates.6 As expected, for

a given target delay, higher traffic loads require greater queue

thresholds. In addition, greater queue thresholds are demanded

with increasing target delays. Also note that the Deep-Sleep

mode involves slightly smaller queue thresholds than the Fast-

Wake mode since Deep-Sleep entails a longer awakening time.

Finally, it must be taken into account that, due to the

inevitable awakening times required to exit the low power

modes, not all the target delays can be reached. In fact, those

requiring queue thresholds smaller than one frame are not

actually achievable. So, from (10), it can be easily seen that

a target delay cannot be achieved if 2W ∗ − Tw < 0, that is,

W ∗ < Tw/2. On the other hand, if the queue threshold is close

to one frame, then (9) cannot be used for very low arrival rates

because its second term becomes indeterminate. Note that this

is the case when (10) is used to configure the queue threshold

6The approximation is really accurate except for those load factors greater
than 90%. Fortunately, such high traffic loads are extremely unlikely in an
operative Ethernet interface. In any case, the energy-saving algorithm could
be temporarily suspended if the traffic load reaches such a large value.
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Fig. 3. Queue thresholds required to achieve different target delays.

and the arrival rate is low enough for the selected target delay

(Q∗

w ≈ 1). Nevertheless, it can be proved that, in this scenario,

the average frame delay tends to Tw just computing the limit

of the expression (7) for Qw = 1 when λ → 0. Note that, if

Qw = 1 and the inter-arrival time between consecutive frames

is sufficiently long, a frame arrival at the sleeping interface

will awake it and, Tw seconds later, the interface will transmit

the arriving frame and enter the low power mode again. If

W ∗ ≥ Tw, this issue is not really a problem since the delay

constraint will be fulfilled anyway but, otherwise, it must be

taken into account if the EEE interface is expected to work at

such low loads.

V. ADAPTIVE COALESCING FOR DUAL-MODE EEE

In the previous section, we showed that the average frame

delay can be kept around a target value if the queue threshold

is properly adapted to actual traffic conditions using (10). On

the other hand, in Section III-A, we computed the arrival rate

threshold that determines the less consuming low power mode

for a dual-mode interface as a function of its EEE parameters

and the queue threshold. As shown in Fig. 2, even with small

queue thresholds, Deep-Sleep is the preferred low power mode

in most scenarios, so it is very likely that this keeps being the

case when using our Qw adjustment method under normal

conditions. In particular, from (5) and (10), it follows that

Deep-Sleep will be the most efficient low power mode if

λ <

√
b2 − 4a(1− c)− b

2a

(
(2W ∗

− T d

w)λ+ 1
)
, (11)
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what is true for all λ < µ when

W ∗ >
T d
w

2
+

a√
b2 − 4a(1− c)− b

−
1

2µ
= W̃ . (12)

Therefore, dual-mode interfaces configured with a target delay

greater than W̃ should always opt for the Deep-Sleep mode

under any traffic load. Figure 4 shows the arrival rate thresh-

olds obtained using the EEE parameters shown in Table I for

different target delays. With these parameters, W̃ is 4.35µs.

As expected, for those target delays greater than 4.35µs, the

arrival rate is always lower than the arrival rate threshold, so

Deep-Sleep will be the preferred low power mode in all cases.

On the contrary, for those target delays lower than W̃ , there

exists an arrival rate value (the point of intersection with the

diagonal) from which the interface should use the Fast-Wake

mode. This arrival rate threshold can be easily calculated just

solving (11) for λ:

λ̃ =

(
T d

w − 2W ∗ +
2a√

b2 − 4a(1− c)− b

)
−1

. (13)

A. Ideal Algorithm to Manage Dual-Mode EEE

As a consequence of our analysis, we propose the following

ideal Algorithm 1 to manage dual-mode EEE interfaces. This

algorithm uses the well-known frame coalescing technique

to reduce energy consumption but now the coalescing queue

threshold is dynamically adjusted according to existent traffic

conditions when the transmission buffer gets empty, just before

entering the low power mode. Our proposal only requires

configuring one straightforward parameter: the desired average

frame delay, W ∗. Recall from Section IV that only W ∗ values

greater than T f
w/2 are achievable. In addition, W ∗ values

below T d
w/2 can only be obtained using the Fast-Wake mode.

In contrast, if the selected W ∗ is greater than W̃ , the interface

should always enter Deep-Sleep and adjust the queue threshold

as suggested in (10) to achieve the desired target delay. Finally,

only for those W ∗ in between, the interface should compute

the arrival rate threshold using (13) to select the most efficient

low power mode under the actual traffic conditions.
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Algorithm 1 Ideal algorithm to manage dual-mode EEE

(executed when the transmission buffer gets empty).

if W ∗ < T f
w/2 then

Remain active

else if W ∗ < T d
w/2 OR (W ∗ < W̃ AND λ > λ̃) then

Update Qw ← (2W ∗ − T f
w)λ+ 1

Enter Fast-Wake

else

Update Qw ← (2W ∗ − T d
w)λ+ 1

Enter Deep-Sleep

end if

B. Avoiding Switching Between the Low Power Modes

Using the EEE parameters shown in Table I, the former

algorithm turns into the following simple rules to choose the

most convenient low power mode according to the configured

target delay:

• Target delays lower than T f
w/2 = 0.17µs cannot be

achieved.

• Fast-Wake must always be used when the target delay is

in the range [T f
w/2, T

d
w/2] = [0.17, 2.75]µs.

• Deep-Sleep must always be used for target delays greater

than W̃ = 4.35µs.

• Finally, if the target delay is in the range [T d
w/2, W̃ ] =

[2.75, 4.35]µs, the preferred low power mode depends on

the actual traffic load.

As previously stated in Section II, dual-mode EEE interfaces

should use just one of the two possible low power modes

for a significant period of time due to the requirement of

LLDP signaling to switch between them. Note that, with our

proposal, the selected low power mode only depends, except

for those target delays in the small range [2.75, 4.35]µs, on

the configured target delay. Since this parameter would be

configured by the manufacturer or by the administrator of the

interface sporadically, the selected low power mode should

remain the same for long in most scenarios.

To completely avoid unpleasant low power mode changes,

we must make a decision about the preferred mode within the

range [T d
w/2, W̃ ]. Figure 5 shows the arrival rate thresholds ob-

tained using (13) for target delays in the range [2.75, 4.35]µs.

It can be seen that, for those loads greater than 10Gb/s, the

arrival rate threshold is lower than the traffic load in almost the

entire range of target delays. Therefore, we propose to employ

the Fast-Wake mode regardless of the actual arrival rate for all

the target delays in this range thus avoiding undesired changes

in the low power mode in case of bursty traffic. Note that this

is the right selection except for low load scenarios with target

delays slightly greater than T d
w/2.

C. Practical Algorithm to Manage Dual-Mode EEE

Since the energy-saving algorithm that manages the low

power modes is out of the scope of the EEE standard, its logi-

cal implementation pertains to the MAC control layer, usually

defined in software as part of the firmware of the interface.

The conditions upon which the low power modes are activated
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and suspended are thus controlled by software/firmware within

the hardware-specific network driver.

The MAC layer and the PHY unit of Ethernet interfaces

communicate through a standardized interface named Medium

Independent Interface (MII). The MII interface includes a

special signal, known as the LPI signal, which enables the

MAC layer to instruct the PHY unit for entering into a

sleep mode [1]. Additionally, the standard also defines the

state variable LPI FW to control the low power mode to be

used [5]. This Boolean variable is set to true when the interface

is to use the Fast-Wake mode, and false when the interface is

to use the Deep-Sleep mode. Therefore, the PHY will operate

in the low power mode indicated by the LPI FW variable

while the MAC layer maintains the LPI signal active on the

MII interface.

Taking into account all these practical considerations, we

now propose Algorithm 2 to manage dual-mode EEE inter-

faces. The LPI FW variable defaults true and should only

be set to false if the optional Deep-Sleep mode is supported

and the configured target delay W ∗ exceeds W̃ . Then, each

time the transmission buffer gets empty, the MAC layer just

has to update the queue threshold according to current traffic

conditions using (10) and raise the LPI signal to instruct

the PHY to enter the corresponding low power mode as

indicated by the LPI FW variable. In the opposite direction,

when the Wmax timer expires or the queue threshold is

reached, whatever happens first, the MAC layer deactivates

the LPI signal so that the PHY exits the low power state and

resumes normal operation. Recall that the Wmax timer must

be started when the first frame arrives at the sleeping PHY.

To apply the proposed algorithm the MAC layer only needs

to measure the arrival rate. The average arrival rate λ̂ can be

directly estimated at the end of each coalescing cycle, that

is, when the transmission buffer gets empty, simply dividing

the number of frames received during the current coalescing

cycle by its duration. The estimation of the arrival rate and the

computation of the next queue threshold only require a few

lines of code in the interface firmware, and hardly increase

the computational complexity.

Although we have particularized our analysis for 40Gb/s

interfaces, this algorithm can also be applied without changes
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Algorithm 2 Practical algorithm to manage dual-mode EEE.

A) At initialization (or after a target delay update):

LPI FW ← TRUE (Fast-Wake)

if W ∗ ≥ W̃ then

LPI FW ← FALSE (Deep-Sleep)

end if

B) Each time the transmission buffer gets empty:

if LPI FW == TRUE then

Update Qw ← (2W ∗ − T f
w)λ̂+ 1

else

Update Qw ← (2W ∗ − T d
w)λ̂+ 1

end if

Activate LPI signal

C) When the Wmax timer expires or the Qw threshold is

reached:

Deactivate LPI signal

to 100Gb/s PHYs since they operate in the same way and

their EEE parameters are identical to those shown in Table I

as stated in the standard [5]. The only difference is that,

for 100Gb/s interfaces, the delay threshold is slightly higher

(W̃ = 4.44µs).

VI. EVALUATION

To evaluate the power savings that can be obtained in dual-

mode EEE interfaces, we have conducted several experiments

on an open-source in-house simulator, available for download

at [40]. We simulated a 40Gb/s interface receiving Poisson

traffic with an average arrival rate varying from 1 to 38Gb/s.

The frame size was set to 1500 bytes. Regarding the PHY

features, we set the transition times and the efficiency profiles

of the low power modes to those shown in Table I.

Each simulation experiment was run for ten seconds and

repeated ten times using different random seeds. The average

and the 95% confidence intervals (CIs) of every performance

measure have been calculated but CIs are not shown in the

graphs since all of them are small and just clutter the figures.

A. Adaptive Coalescing with Poisson Traffic

Firstly, we conducted several simulation experiments to

validate Algorithm 2 with different target delays from 1 to

32µs. We set Wmax = 2W ∗ in all the simulated scenarios.

Figures 6(a) and 6(b) show, respectively, the energy consump-

tion and the average queueing delay obtained with those target

delays below W̃ = 4.35µs, that is, those that, according to

Algorithm 2, lend to use the Fast-Wake mode (W ∗ = 1, 2
and 4µs). Only the results obtained using Deep-Sleep with a

target delay of 4µs are also shown for comparison. Recall that

target delays below T d
w/2 = 2.75µs cannot be achieved using

this sleep mode.7 As expected, our proposal gets significant

energy savings while maintaining the average queueing delay

around the target value at the same time. Obviously, energy

savings are slightly higher with increasing target delay. The

7The results using Fast-Wake are always shown with unfilled points while
filled points are used to show the results with Deep-Sleep.
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Fig. 6. Dynamic coalescing with Poisson traffic and low target delays.

results also confirm that, with a target delay of 4µs, greater

energy savings could be obtained at the lowest rates using

Deep-Sleep while, at medium and high rates, Fast-Wake is

the most efficient mode.

It can also be observed a slight increment in the average

queueing delay at the highest (and most unlikely) rates. This

is because our algorithm uses approximation (10) to compute

the queue threshold required to achieve the target delay and

this approximation, as seen in Fig. 3, overestimates the queue

threshold at these rates thus causing greater queueing delays.

On the other hand, the slight bias observed at the lowest rates

is a direct consequence of configuring the queue threshold

with values very close to one frame. As previously explained

in Section IV, when Qw ≈ 1 and the traffic load is low, the

average frame delay tends to Tw. This is not really a problem
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Fig. 7. Dynamic coalescing with Poisson traffic and high target delays.

for the Fast-Wake scenarios since all the target delays are

greater than T f
w = 0.34µs and, therefore, the delay constraint

is still fulfilled but it actually increases the frame delay above

the target delay in the Deep-Sleep scenario at the lowest loads.

Additionally, the average queue thresholds are shown in

Fig. 6(c). Our proposal adjusts the queue threshold to actual

traffic conditions just choosing higher queue thresholds as

traffic load increases. These higher thresholds enable greater

power savings without sacrificing frame delay, since the time

required to reach them is lower as frame inter-arrival times

decrease. Also note that Deep-Sleep computes smaller queue

thresholds than Fast-Wake to reach the target delay since it

requires a longer awakening time.

Results obtained with the target delays that induce to use the

Deep-Sleep mode (W ∗ = 8, 16 and 32µs) are shown in Fig. 7.

The results obtained using Fast-Wake are also shown for

comparison. Again, our dynamic algorithm is able to minimize

energy consumption and bound the average frame delay at the

same time but note that, with Deep-Sleep, the impact of the

target delay on energy efficiency is stronger. Indeed, the energy

consumed with a target delay of just 32µs is quite close to

that consumed by an idealized interface that could stay in the

Deep-Sleep mode all the time there is no traffic to transmit.

In contrast, increasing the target delay with Fast-Wake barely

has an effect on energy consumption and, due to its intrinsic

limitations, the energy consumption is above 70% under all

traffic conditions. Finally, note that the delay bias observed in

the previous experiments at the lowest loads is not seen with

these higher target delays since the queue threshold is now

configured with values sufficiently greater than 1.

B. Delay Distribution

As shown in the previous simulation experiments, our

proposal is able to maintain the average delay around the target

value. Now, we examine the queueing delay distribution to

gain a deeper insight into the effects of the mechanism on data

traffic. Figure 8 shows the empirical cumulative distribution

function (CDF) of the queueing delay for different arrival rates

(5, 20 and 35Gb/s) and target delays. As it can be seen, the

queueing delay approximately follows an uniform distribution

on the interval [0,Wmax]. Also note that the queueing delay

can grow slightly larger than Wmax. Recall that this parameter

just limits the maximum time the interface can stay in a low

power mode, so, if the interface exits the low power mode

when the Wmax timer expires, some frames will suffer an

additional delay due to the transition required to return to the

active state.

C. Adaptive Coalescing with Self-Similar Traffic

We have conducted some extra simulations to test our

proposal under more realistic conditions. It is well-known

that packetized traffic like Internet traffic exhibits self-similar

characteristics and that self-similar processes can be described

using heavy-tailed distributions. So, to validate our proposal

with self-similar traffic, in the following experiments frame

inter-arrival times will follow a Pareto distribution with shape

parameter α = 1.5 (that is, with Hurst parameter H =
(3 − α)/2 = 0.75) [41]. When inter-arrival times follow a

heavy-tailed distribution like this, the process counting the

number of arrivals in a given time interval is asymptotically

self-similar [42].

Figure 9 shows that the results obtained with Pareto traffic

are very similar to those obtained with Poisson traffic. Despite

using a Poissonian model to derive our proposal, it still works

well with self-similar traffic, except for the highest (and most

unlikely) rates. Note that, at low and moderate rates, the

resetting effects of frame coalescing with buffers of small

size weakens the effects of long-range dependence traffic.

However, at the highest rates, the frequency of coalescing

periods is greatly reduced, so the relevance of long-range

dependence becomes more significant thus obtaining longer

queueing delays than in the previous experiments since queue

lengths are expected to be larger with Pareto traffic [43].
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Fig. 8. Cumulative distribution function of the queueing delay.

D. Adaptive Coalescing with Real Traffic

We have also evaluated our proposal using real world traffic

traces publicly available from the CAIDA archive [44]. The

analyzed CAIDA traces were collected during 2015 on a

10Gb/s backbone Ethernet link. Though 10Gb/s EEE links

only have a single LPI mode, we assumed that the traced

PHY behaves as the previously simulated dual-mode interface

and uses the same configuration settings. Figure 10 shows

the obtained results. As in the previous experiments with

simulated traffic, our proposal is able to achieve notable energy

savings while keeping the average queueing delay close to

the configured target value. The Poissonian-like nature of

aggregated traffic explains the validity of our proposal in this

kind of scenarios.
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Fig. 9. Dynamic coalescing with Pareto traffic.

VII. CONCLUSIONS

This paper presents the sole mechanism to manage high

speed EEE interfaces with two low power modes (Fast-

Wake and Deep-Sleep) that is able to minimize their energy

consumption and, simultaneously, to bound the average frame

delay. With this mechanism, the interface selects the most

convenient low power mode according to the configured target

delay and remains in the selected mode until the transmis-

sion buffer reaches a certain threshold. The coalescing queue

threshold is dynamically adjusted using an adaptive algorithm

in accordance with the existent traffic conditions and the target

delay.

An additional valuable feature of our proposal is that it is

very simple to configure. Only the desired average frame delay

(and the maximum frame delay) must be configured.
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Fig. 10. Results for CAIDA traces.

Finally, an unexpected but important conclusion of our study

is that the Fast-Wake mode becomes unnecessary in most prac-

tical scenarios. We have demonstrated that, when operating the

new mechanism with target delays above 4.35µs in 40Gb/s

interfaces (or 4.44µs in 100Gb/s interfaces), Deep-Sleep is

always the preferred mode since it obtains the greatest energy

savings. Only stringent scenarios requiring target delays below

4.35µs (or 4.44µs) could benefit from the Fast-Wake mode.

We suggest, therefore, that manufacturers should either reduce

the power consumption of the Fast-Wake mode if possible, or

concentrate their efforts on the Deep-Sleep mode since this

would be the most employed mode in practice and can be

more easily optimized.

As future work, we plan to modify the firmware of a

legacy dual-mode EEE interface to implement the proposed

mechanism and then apply a similar measurement setup to

that used in [39] to measure the energy savings and the frame

delays obtained with our proposal in a real network.
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