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Abstract
Notably, real problems are increasingly complex and require sophisticated models and 
algorithms capable of quickly dealing with large data sets and finding optimal solutions. 
However, there is no perfect method or algorithm; all of them have some limitations that 
can be mitigated or eliminated by combining the skills of different methodologies. In this 
way, it is expected to develop hybrid algorithms that can take advantage of the potential and 
particularities of each method (optimization and machine learning) to integrate methodolo-
gies and make them more efficient. This paper presents an extensive systematic and bib-
liometric literature review on hybrid methods involving optimization and machine learn-
ing techniques for clustering and classification. It aims to identify the potential of methods 
and algorithms to overcome the difficulties of one or both methodologies when combined. 
After the description of optimization and machine learning methods, a numerical overview 
of the works published since 1970 is presented. Moreover, an in-depth state-of-art review 
over the last three years is presented. Furthermore, a SWOT analysis of the ten most cited 
algorithms of the collected database is performed, investigating the strengths and weak-
nesses of the pure algorithms and detaching the opportunities and threats that have been 
explored with hybrid methods. Thus, with this investigation, it was possible to highlight 
the most notable works and discoveries involving hybrid methods in terms of clustering 
and classification and also point out the difficulties of the pure methods and algorithms 
that can be strengthened through the inspirations of other methodologies; they are hybrid 
methods.

Keywords Machine learning · Optimization · Hybrid methods · Literature review · 
Clustering · Classification

1 Introduction

Mathematical models are present in almost every area of science, as they play a vital 
role in problem-solving. These models provide a simplified representation of reality 
from mathematical formulations. These formulations make it possible to understand 
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complex systems, solve problems, and obtain essential information to support intelli-
gent decision-making. Mathematical models use algorithms to find the most appropriate 
solution to the problem described.

Numerical Optimization is a well-known area of Mathematical Sciences that aims to 
identify extreme points of a function, whether maximum or minimum points. Optimiza-
tion methods have become a crucial tool for management, decision-making, technology 
improvement, and development in the last two decades, providing competitive advan-
tages to various systems (Mitchell, 1996). Thus, optimization models and algorithms 
gained visibility in several areas, such as industry (Fera et  al., 2018), disease diagno-
ses (Agustina et al., 2019), professional and resources scheduling and allocation (Alves 
et al., 2018; Azevedo et al., 2021), financial area with capital management and scenarios 
forecast (Li et al., 2019), among others.

Another well-known area focused on solving problems using mathematical models 
and algorithms is Machine Learning. In some real-world problems, much information 
(data) should be processed. This amount of data usually requires computational assis-
tance to transform the data information into relevant knowledge for problem solving. 
In this context, machine learning algorithms are extremely useful. These models and 
algorithms intend to generate a mathematical model that describes the data set and 
generalizes the knowledge to unknown data samples (Azevedo et al., 2019; Fürnkranz 
et al., 2012). Machine learning models and algorithms also have application in several 
domains named: industry (Azevedo et al., 2019), health (Cherif, 2018), financial (Cic-
ceri et al., 2020), education (Agrusti et al., 2019; Buenaño-Fernandez et al., 2019; Zhu, 
2019; Azevedo et al., 2022).

Due to the practical importance of both areas, many algorithms to tackle optimization or 
machine learning problems have been developed. Although the vast majority of algorithms 
are efficient in solving the problems they face, no one is completely perfect. Numerous lim-
itations are listed in the literature for both optimization and machine learning algorithms 
(Karaboga et al., 2020; Mehta et al., 2020; Telikani et al., 2021; Wu, 2019). Nevertheless, 
in recent times, many researchers have started to identify ways to combine both method-
ologies to overcome the weaknesses of each method, strengthening procedures inspired by 
other methodologies; these are hybrid methodologies.

A pure algorithm refers to a single algorithm or technique applied to solve a problem 
from start to finish. In contrast, a hybrid algorithm integrates multiple algorithms or tech-
niques from different domains to solve a problem or improve the performance of a sin-
gle algorithm. By integrating different methodologies, hybrid methods can leverage each 
algorithm’s strengths and mitigate their limitations (Goldberg, 1989; Wolpert & Macready, 
1997). Thus, a hybrid algorithm can be considered a fusion of ideas and methodologies to 
explore the potentialities of different approaches while compensating for their weaknesses. 
Thus, by merging complementary algorithms, it is possible to exploit their strengths and 
overcome limitations, leading to improved overall performance.

A hybrid algorithm combining optimization and machine learning techniques is an 
effective strategy that uses the advantages of both methodologies to provide a powerful 
framework for tackling complex problems. This fusion allows for enhanced decision-
making capabilities by integrating optimization techniques into the machine learning pro-
cess and vice-versa. Thereby, a hybrid algorithm can leverage optimization capabilities to 
guide the learning process and enhance the accuracy and efficiency of decision-making. 
This integration enables the algorithm to leverage explicit mathematical optimization 
techniques and data-driven learning capabilities, leading to more effective and efficient 
decision-making.



4057Machine Learning (2024) 113:4055–4097 

1 3

This paper describes and explores the main characteristic of numerical optimiza-
tion and machine learning methods. Through a systematic literature review, an analy-
sis is made of the evolution of non-linear optimization and machine learning methods. 
In addition to identifying and exploring the main characteristics of each methodology 
when combined, they can minimize the obstacles and enhance one or both methodolo-
gies through hybrid methods. In this way, it is expected to identify the most suitable 
combinations that result in hybrid methods, considering the algorithm of a machine 
learning task inspired by optimization strategies or vice versa. Although this work 
presents the different types of machine learning in detail, the literature review will 
be restricted to algorithms that perform the classification or clustering task, whether 
through supervised or unsupervised learning methods, as a large amount of data was 
identified (papers published), and it was necessary to establish some restrictions to per-
form a suitable literature review.

In this way, this paper makes a significant contribution by systematically identifying 
and analyzing the existing knowledge on hybrid algorithms that combine optimization and 
machine learning. It not only highlights research gaps in the development of hybrid strate-
gies, but also provides insights into future directions. Additionally, the paper presents a 
comprehensive SWOT analysis of the top ten most cited algorithms in the collected data-
base. This analysis sheds light on the strengths and weaknesses of these algorithms while 
exploring the opportunities and threats they present. Consequently, the paper offers a thor-
ough understanding of the characteristics of these algorithms, serving as a valuable source 
of inspiration for future research endeavors. It is crucial to emphasize that while most lit-
erature review studies focus on specific algorithms or categories of algorithms, this work 
aims to encompass a broader scope through the assessment of hybrid methods.

This paper is organized as follows: after the introduction, in Sect.  2, an overview of 
the numerical optimization method is presented, with the mathematical modeling defini-
tion and the main methods and algorithms of global optimization. In Sect. 3, the classes 
of machine learning techniques are presented, the forms of supervised, unsupervised, 
and reinforcement learning, as well as the main algorithms belonging to each class. The 
methodology and the protocol definition to perform the systematic literature review 
are described in Sect.  4. Section 5 presents the core of this work; it is the systematic 
literature review, considering a numerical analysis of the papers published since 1970 
involving optimization and machine learning; and a bibliometric and in-depth analysis 
of relevant papers over the three last years is also presented, which encompassed 1007 
papers. Furthermore, Sect.  6 presents a SWOT analysis of the ten most cited algorithms 
of the database collected in the literature review. Finally, Sect. 7 concludes the paper, 
summarizing the main results achieved and proposing some steps for future works.

2  Numerical optimization

Numerical Optimization is an area of mathematics that studies the identification of 
extreme points of functions, whether maximum or minimum. In the last decades, the 
interest in optimization methods has increased mainly due to computational advances 
and their popularization. Thence, the use of optimization methods is becoming an essen-
tial tool for management, decision-making, improvement, and development of technolo-
gies to enable efficient systems (Mitchell, 1996).
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2.1  Optimization methods

While there are numerous methods and algorithms for handling optimization issues cur-
rently, none of them are universal or perfect that can effectively solve all such problems. 
Generally, each algorithm has particularities, being more appropriate to solve a set of prob-
lems according to its characteristics. The problem formulation, the methods, and algorithm 
choice are critical steps in solving an optimization problem since some methods and algo-
rithms are more appropriate than others depending on the problem.

The first step in an optimization problem is the mathematical model definition. A math-
ematical model aims to describe a real-world problem into a mathematical function that 
can be used in optimization algorithms. An optimization problem can be translated into 
a mathematical language by a set of variables and numerical relations that describe an 
abstraction of the problem and find the best choice (optimal solution) in Rn from a set of 
candidate choices. In this way, to develop a mathematical model four steps are necessary to 
be followed (Rao, 2009; Sohrabi & Azgomi, 2020): 

1. Define the decision variables x1, x2, ..., xn.
2. Build the objective function f(x), or the set of objectives function f1(x), f2(x), ..., fk(x) , 

that are based on the decision variables and returns a real value.
3. If necessary, define a set of equality and/or inequality constraints, gi(x) = 0 and hj(x) ≤ 0 

for i = 1, ..., ng and j = 1, ...nh , that should hold on the decision variables.
4. Characterize the domain sets D1,D2, ...,Dn as the domains of the decision variables 

x1, x2, ..., xn , respectively.

The objective function and the constraints on the variables define the optimization prob-
lem. The objective function expresses the objective of the problem, which can be any 
quantity or combination of quantities that may be represented by a single number as peo-
ple, time, materials, energy, etc; whereas the limitations (constraints), directly affect the 
decision space and results, providing limitations (restrictions) in the algorithm choices 
(Gandomi et al., 2013; Nocedal & Wright, 1999; Rao, 2009). Thereby, the main goal of 
an optimization problem is to minimize or maximize the objective function considering 
the constraints. Moreover, one possible way to divide the optimization modeling, accord-
ing to the number of objectives involved, is into two major groups, Single-objective and 
Multi-objective (Rao, 2009; Miettinen, 1998) optimization problems. Single optimization 
problems normally involve a single-objective with or without constraints, whereas multi-
objective is an area of multiple-criteria decision-making, involving more than one objec-
tive function to be optimized simultaneously, with or without constraints. After the devel-
opment of the mathematical model, it is necessary to identify the most appropriate method 
to determine the optimal solution.

A solution to an optimization problem can be described in terms of local and global 
optimization, and also, the algorithms search can follow similar nomenclature, local search, 
and global search. Local and global search optimization algorithms are used in different 
situations or to answer different optimization questions. In local optimization, the goal is to 
find a solution that minimizes (or maximizes) the objective function in a specific region of 
the search space, which means that it finds a local solution among feasible points that are 
in a neighborhood (Boyd, 2004). This kind of search does not guarantee an objective value 
lower (or higher) than all other feasible points (Boyd, 2004). On the other hand, global 
optimization tries to find the point that minimizes (or maximizes) the objective function 



4059Machine Learning (2024) 113:4055–4097 

1 3

over all possible feasible solutions. However, the complexity of global optimization meth-
ods grows exponentially with the size of the problems (Boyd, 2004).

In optimization, it is possible to use different optimization techniques and algorithms 
to find the problem solution. Some optimization methods present distinct behavior in the 
search for the solution to the same problem, so one method can be faster and more reliable 
in response accuracy than others. There is no single method available for solving all opti-
mization problems efficiently (Rao, 2009), what we have are several algorithms that may be 
used to solve optimization problems inside their capabilities. In general, the optimization 
methods can be divided into two large families: Deterministic and Stochastic approaches 
that branch into other subfamilies (Heuristics and Metaheuristics), according to particular 
characteristics, as presented by Fig. 1.

2.2  Deterministic and stochastic approaches

Deterministic methods are based on systematic expressions and theorems that calcu-
late the problem solution whenever it exists. A method is considered deterministic if 
all of its algorithm steps are well defined under the same initial conditions (Gandomi 
et al., 2013; Nocedal & Wright, 1999; Rao, 2009). Deterministic methods search the 
all space of feasible solutions and guarantee the optimality, in a classical point of view 
(Gandomi et al., 2013; Čorić et al., 2017). Furthermore, in some cases, they demand 
high computational cost and search time, which makes these methods unable to solve 
problems in non-polynomial time, NP-hard problems. Deterministic methods show 
excellent results when the search space is convex and continuous (Giuzio, 2017). When 
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these conditions are not guaranteed, these methods do not work as well, provide unac-
ceptable solutions, or do not provide the required degree of accuracy (Zgurovsky et al., 
2021). Some examples of deterministic methods can be: Branch and Bound Algo-
rithm (Morrison et al., 2016), Adaptive Branch and Bound Algorithm (ABB), Simplex 
Algorithm (Simplex) (Nash, 2000), DIRECT algorithm (Jones & Martins, 2021; Jones 
et al., 1993), among others (Gandomi et al., 2013; Sivanandam & Deepa, 2008; Čorić 
et al., 2017).

Stochastic methods consist of analyzing and transitioning probabilistic rules and 
using random values in its procedures (Sivanandam & Deepa, 2008). The stochastic 
methods are not always able to find the optimal solution with good accuracy, and, in 
some problems, the optimal solution is slightly different in each algorithm execution. 
Thus, stochastic optimization methods use uncertainty quantification to produce solu-
tions that optimize the problem (Nocedal & Wright, 1999). Generally, these methods 
do not guarantee the exact or a high precision solution. However, they usually present 
a satisfactory solution, very close to the optimal solution, in a shorter time. Stochastic 
methods are usually divided into two large groups, Heuristic and Metaheuristic, as pre-
sented in the next section.

2.3  Heuristic and metaheuristic approaches

Inside the Stochastic family, there are Heuristic and Metaheuristic approaches. Accord-
ing to Yang (2010a) Heuristic means “to find" or “to discover by trial and error" 
(Khattar et  al., 2019). On the other hand, Metaheuristic, meta-means “beyond" or 
“higher level", and they generally perform better than simple heuristics (Yang, 2010a). 
Although the authors (Yang, 2010a) made these definitions, they assume that the terms 
“heuristic" and “metaheuristic" are sometimes used interchangeably in the literature. 
The performance of heuristic methods is strongly dependent on the problem type, 
whereas metaheuristics can be weak depending on the type of problem (Suyyagh et al., 
2016). Hill Climbing (HC), Best First Search (BFS), Nearest Neighbor (NN) (Monnot, 
2016), Beam Search (Medress et al., 1977), First In First Out (FIFO), and Best Fit (BF) 
are examples of algorithms based on heuristics (Khattar et al., 2019).

In turn, the metaheuristics can be classified in several ways, one of which is to clas-
sify them into population-based and trajectory-based, as proposed by Yang (2010a). 
The trajectory-based or point-to-point metaheuristics use a single vector that moves 
through the design space or search space in a piece-wise style. A better move is always 
accepted, while a not-so-good move can be accepted with a certain probability. The 
steps or moves trace a trajectory in the search space, with a non-zero probability that 
this trajectory can reach the global optimum (Yang, 2010a). Simulating Annealing 
(SA) (Kirkpatrick et al., 1983), Variable Neighborhood Search (VNS) (Mladenović & 
Hansen, 1997), Greedy Randomized Adaptive Search Procedure (GRASP) (Deshpande 
& Triantaphyllou, 1998), Tabu Search (TS) (Glover, 1986) and Guided Local Search 
(GLS) (Voudouris & Tsang, 1996) are some examples of metaheuristics based on tra-
jectory algorithms.

On the other hand, the population-based metaheuristics use multiple candidates as 
search points, and the population characteristics are used to guide the search (Khattar 
et  al., 2019). Population-based metaheuristics can be divided into Evolutionary and 
Swarm Intelligence algorithms in a classical classification (Khattar et al., 2019).



4061Machine Learning (2024) 113:4055–4097 

1 3

2.3.1  Evolutionary computation

The term “Evolutionary Computation" (EC) refers to a variety of problem-solving meth-
ods based on biological evolution concepts that can simulate the process of natural selec-
tion throughout the search process (Bansal et al., 2019). The strategy used by evolution-
ary algorithms is to try to find global optimal solutions through genetic operators, such 
as selection, crossover and mutation (the most common), applied to a set of dynamic 
individuals, denoted population (Sivanandam & Deepa, 2008). The evolutionary com-
putation algorithms start by producing a set of random candidate solutions (population). 
The population is represented by individuals arranged in the search space, which is the 
space where each variable can have values (some examples are ℤn , ℝn , {0, 1}n , ...). The 
search space is delimited by the domain of the objective function (and constraints, if any), 
which ensures that all individuals are admitted as solutions to the problem (Sivanandam 
& Deepa, 2008). By iteratively applying genetic operators, the population changed to pro-
duce new feasible solutions. This process stochastically discards poor solutions and evolves 
into more suitable (better) solutions (Bansal et al., 2019). Due to the very nature of these 
operators, which are based on Darwin’s evolution principles (in which the most adapted 
individuals of a given population survive, whereas the less adapted die to be replaced by 
their offspring (Bansal et  al., 2019; Sivanandam & Deepa, 2008)), evolved solutions are 
expected to become better generation by generation (iteration). Like any iterative process, 
the evolutionary algorithms require a stopping criterion to interrupt the search and define 
the optimal solution (Sivanandam & Deepa, 2008). Some examples of stopping criteria are 
described in Azevedo (2020).

In the class of evolutionary algorithms, four families deserve to be highlighted: Genetic 
Algorithms (GA) (Holland, 1992), which is based on the Darwinian principle of survival 
of the fittest and encoding of individuals; Evolutionary Programming (EP) (Jacob, 2001) 
and Differential Evolution (DE) (Storn & Price, 1997), which are inspired by the theory 
of evolution using natural selection; Evolutionary Strategy (ES) (Jacob, 2001), which is a 
search technique based on the idea of adaptation and evolution and Differential Evolution.

2.3.2  Swarm algorithms

Swarm algorithms are derived from observations of nature’s methods for optimization. 
Animals, for instance, have a natural ability to develop ways to use less energy to carry out 
survival-related functions like protection, defense, migration, localization, and food diges-
tion. Thus, swarm intelligence studies the collective behavior that emerged from social 
insects or animals working under very few rules (Bansal et  al., 2019). Furthermore, the 
term swarm algorithm is a class of algorithms that study and implement the behavior of 
social entities in artificial models and systems. Technically, the term swarm refers to a col-
lection of interacting homogeneous agents or individuals; in other words, it can be defined 
as a collection of individuals or objects in disorganized movements, such as insects, birds, 
and fishes (Bansal et al., 2019).

The swarm algorithm is characterized by two phases, variation and selection, responsi-
ble for maintaining the balance between exploration and exploitation and forcing the entire 
swarm, i.e., the set of potential solutions, to update their positions. In the variation phase, 
the different areas of the search space are explored, and the selection phase is responsible 
for exploiting the previous experiences (Bansal et al., 2019).
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In swarm intelligence concepts, individual population members have an identity, which 
they retain over time in the form of temporarily linked movements (Bansal et al., 2019). A 
group of homogeneous agents exhibits swarm intelligence if and only if they present two 
characteristics: self-organization and division of labor (Karaboga, 2005). Self-organization 
is responsible for providing diversity and exploitation in the swarm intelligence, a fluctua-
tion that provides new situations in the process and helps to eliminate stagnation. Further-
more, it is responsible for multiple interactions, which is the way to learn from more than 
one individual within society and improves the overall intelligence of the swarm. The divi-
sion of labor helps different tasks to be performed simultaneously and makes the swarm 
capable of handling changed conditions in the search space (Bonabeau et al., 1999).

Currently, there is a long list of popular and successful swarm intelligence algorithms, 
the most popular being: Particle Swarm Optimization (PSO) (Kennedy & Eberhart, 1995) 
which is inspired by the behavior of birds flocking or fish schooling; the Ant Colony Opti-
mization (ACO) (Dorigo & Stützle, 2003) which is inspired by foraging behavior of ants; 
Artificial Bee Colony (ABC) (Karaboga, 2005) which investigates the behavior of honey 
bees; Wolf Pack Search (Yang et  al., 2007) which simulates predator behavior and prey 
distribution of wolves; Firefly Algorithm (Yang, 2010b), inspired by the flashing behavior 
of fireflies, among many others.

3  Machine learning

Learning through experience and personal knowledge, which is spread from generation to 
generation, is at the heart of human intelligence (Theodoridis, 2015). Machine learning 
addresses how to build computer programs (learning systems) that improve their perfor-
mance with experience (Gopal, 2018). In this case, the experience is provided by a data 
analysis process performed by a specialized algorithm. Thus, the machine learning method 
applies algorithms to extract patterns from a set of data by using mathematical, statistical, 
optimization, and knowledge discovery methods (Bishop, 2006)

Although the machine learning term was coined around the 1960s (Mitchell, 1996; Rao, 
2009), it only gained popularity in the 21st century due to the advancement of compu-
tational resources. Pattern recognition (classification), numerical prediction (regression), 
clustering, optimization, and control are typical issues that machine learning frequently 
addresses (Gopal, 2018). Nowadays it is possible to find applications in practically every 
area of science, as example: music (Bressan & Azevedo, 2017), health (Abarghouei et al., 
2009), economics (Cicceri et  al., 2020; Wuerges & Borba, 2010), industrial segments 
(Bressan et al., 2021; Fávero & Zoucas, 2016), education (Agrusti et al., 2019; Azevedo 
et al., 2022; Zhu, 2019), among many others.

Three forms of machine learning are considered in Bishop (2006): Supervised Learn-
ing, Unsupervised Learning, and Reinforcement Learning. Within each class, it is possible 
to distinguish methods according to the way they obtain the knowledge, be it classification, 
regression, clustering, learning of associations, relations, differential equations, among oth-
ers (Kononenko & Kukar, 2007). Figure 2 presents the machine learning methods, as con-
sidered in Bishop (2006).

Machine learning aims to build a hypothesis (model) with the ability to extract the 
information presented in the training data and generalize the acquired knowledge to 
unknown samples. This model must be simple in terms of complexity and good in terms 
of empirical errors in the data (Gopal, 2018). Before using a machine learning system, 
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it is necessary to assess the performance of the model schema (error rate) on new data. 
The techniques chosen for this assessment are related to the size of the available data 
set. When the data set is large enough, it is common to consider three independent data 
sets: the training set (which is used to build the initial model), the validation set (which 
is responsible for optimizing the model, adjusting the initial to be more general), and 
the test set (which computes the error rate of the final model) (Gopal, 2018). It is impor-
tant to highlight that these three sets must be selected independently, so a large enough 
data set is required.

However, in some cases, mainly in practical situations, it is necessary to deal with 
limited data, as it is not possible to obtain three significant and independent data sets. 
Thus, other evaluation techniques should be used. One possibility is to use the holdout 
technique. In this case, a certain amount of data is intended for testing, while the rest is 
employed for training. It is common to hold out a third of the data for testing and use the 
remaining for training.

Another possibility, for small data sets, is k-fold cross-validation. This technique 
is very useful in fixed data samples to forecast the success rate of a learning method. 
In k-fold cross-validation, the training and testing process is done k times. Thus, con-
sider a given data D, which is randomly divided into k mutually exclusive subsets Dk , 
in which k = 1, ..., k each of approximately equal size. In the iteration k, the Dk partition 
is reserved for testing, and the remaining subsets are used to train the model. Thus, in 
the first iteration, the set D2 ∪ D3 ∪ ... ∪ Dk serves as the training set to attain the first 
model, which is tested on D1 ; the second iteration is trained on D1 ∪ D3 ∪ ... ∪ Dk and 
tested on D2 ; and so on. In the end, the k error estimates received from k iterations are 
averaged to give rise to an overall error estimate. So, k equals to 10 is the standard num-
ber used to predict the error rate of a learning method (Gopal, 2018).

In the following, the three forms of machine learning previously referred are 
described: Supervised Learning, Unsupervised Learning, and Reinforcement Learning.

Machine Learning Methods
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Support Vector
Machine

Classification and
Regression Tree

Unsupervised Methods

k-Nearest Neighbor

Naive Bayes

Others Methods
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Fig. 2  Machine learning methods
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3.1  Supervised learning methods

Supervised learning methods attempt to discover the relationship between input attrib-
utes (independent variables) and a target attribute (dependent variable) (Rokach et al., 
2005). Mathematically, in supervised learning, the method is designed to explore the 
known a priori information.

Consider the data set DS used to infer a model of the system, in which each indi-
vidual instance is represented by xi (Gopal, 2018), given by

• N is the number of data set elements,
• nf  is the number of attributes (features) of each instance xi,

The data set DS lies in state space ℝN ×ℝ
nf+1 . The choice of features (or attributes, or 

parameters) xi
j
;j = 1, ..., nf  , for a given instance i, significantly affects the output (Gopal, 

2018). There are two types of tasks for which supervised learning is used: pattern classifi-
cation or regression (whose purpose is to predict the value of one or more target attributes).

3.1.1  Classification

Consider the output vector y ∈ Y  where Y represents M discrete classes. The task of 
the classifier is to categorize the data into different classes (i.e., to decide which of the 
M classes each new vector xnew belongs to) based on the training of the experiments 
presented in the training set X (Gopal, 2018). Several algorithms can be applied in the 
classification task, such as Decision Tree (Rokach & Maimon, 2008), Support Vector 
Machine, k-Nearest Neighbor, Naive Bayes (Neapolitan, 2003), among others (Cichosz, 
2015; Han et al., 2012; Theodoridis, 2015). Figure 3 illustrates a general classification 
algorithm procedure whose objective is to classify a set of points (described by the input 
vector) into different classes (blue and orange) as defined in the input classes vector.

(1)DS =

⎡
⎢
⎢
⎣

x1, y1

...

xN , yN

⎤
⎥
⎥
⎦

Fig. 3  Classification algorithm procedures
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3.1.2  Regression

Regression learning aims to explore the relationship between independent variables or 
features (input variables x) and a dependent variable or outcome (continuous output vari-
able y). The regression task consists of fitting a function to the input-output data in order 
to predict (numeric) output values for new inputs (Gopal, 2018). There are several forms 
of regression, such as linear, multiple, weighted, polynomial, nonparametric, and robust 
(Han et al., 2012). Simple Linear Regression, Logistic regression, Multivariate Regression, 
and Regression tree are some examples of algorithms that can be used to build regression 
models (Bishop, 2006; Gopal, 2018; Han et al., 2012). Figure 4 illustrates a general linear 
regression algorithm procedure, in which the aim is to define a linear function that repre-
sents the data set behavior.

3.2  Unsupervised learning methods

Sometimes, there is no information about the relationship between input and output 
attributes in machine learning problems. Thus, the algorithms must discover similarities 
or dissimilarities in the data set. The method requires more human understanding than 
supervised techniques, since a decision-maker, that is, a person or a group of people, are 
responsible for the final decision-making.

Although supervised and unsupervised methods work with data and require exploration 
and understanding of the data regarding the application domain, there are some crucial 
differences involving both methodologies. The main difference is the absence of an output 
vector of the target variable, as in supervised methods. In addition, unsupervised learn-
ing is often associated with creative endeavors-exploration, understanding, and refinement, 
which do not lend themselves to specific procedures, as supervised methods. For this rea-
son, it cannot be automated. Moreover, there is no right or wrong answer and no simple 
statistical measure that summarizes if the findings are excellent or bad. Instead, descriptive 
statistics and visualization are key parts of the process (Gopal, 2018). Thereby, unsuper-
vised learning is thus typically split into Clustering methods and Dimensionality Reduction 
methods.

3.2.1  Clustering methods

As previously mentioned, in some cases, the data set is not labeled, so it is necessary to 
analyze intrinsic characteristics of each element of the data set. Among the unsupervised 
methods, clustering techniques can be considered the most popular (Kononenko & Kukar, 
2007). Basically, clustering can be defined as a task of grouping a set of elements with 

Fig. 4  Regression algorithm procedures
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similarities in the same group and with dissimilarities in other groups (Iglesias et al., 2021; 
Shalev-Shwartz & Ben-David, 2014). This procedure is very useful in engineering, health 
science, humanities, economics, and other areas (Albarakati & Obradovic, 2019; Azevedo 
et al., 2022; Bi et al., 2020; Chen et al., 2020; Zhou et al., 2019).

The evaluation of a data set’s constituent members’ proximity and the division of the 
data set into groups while taking into account the similarity and dissimilarity between a 
pair of elements are both essential steps in the clustering process. It is useful to denote the 
distance between two instances xi and xj as d(xi, xj) to quantify the similarity between them.

To define the quality of the cluster, it is necessary to use an evaluation criteria measure 
that is usually divided into two categories: internal and external. The internal quality met-
rics usually measure the compactness of the clusters using some similarity measure. And, 
the external measures can be useful for examining whether the structure of the clusters 
matches some predefined classification of the instances (Rokach et al., 2005). According 
to Estivill-Castro and Yang (2000) the notion of “cluster" is not precisely defined, for this 
reason, many clustering methods and algorithms have been developed. These methods can 
be divided into 5 categories (Mehta et al., 2020): Partitioning based, Hierarchical based, 
Density-based, Grid-based and Model-based. Following are some examples of cluster-
ing algorithms belonging to different clustering method categories (Kononenko & Kukar, 
2007; Mehta et al., 2020; Rokach et al., 2005): k-means Algorithm, Fuzzy c-means Algo-
rithm (FCM), Clustering Using Representatives (CURE), Density-Based Spatial Clustering 
of Applications with Noise (DBSCAN), Ordering Points to Identify the Clustering Struc-
ture (OPTICS), Optimal Grid-Clustering (OptiGrid), Gaussian Mixture Model Clustering, 
Self-Organizing Maps Clustering (SOMs).

Figure 5 illustrates an exclusive clustering algorithm procedure, whose objective is to 
divide the data set into groups according to the data characteristics. In this case, the term 
exclusive is associated with the idea that each data point exclusively belongs to one cluster.

3.2.2  Dimensionality reduction

In machine learning, the number of input variables of a data set is referred to as its dimen-
sionality. Thus, reduction dimension techniques refer to selecting the most relevant vari-
ables and leaving out the irrelevant ones that can confuse, deteriorate and slow down the 
mining process. However, the selected variables must keep as much variation as possible in 
the original data set (Gopal, 2018). The reduction dimension methods can be categorized 
based on two factors (Gopal, 2018):

Fig. 5  Exclusive clustering algorithm procedures
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• The first factor is whether the technique employs the target variable to select input vari-
ables or not.

• The second factor is whether the technique utilizes a subset of the original variables or 
derives new variables from them to maximize the amount of information.

According to Gopal (2018), the benefit of maintaining the original variables is understand-
able because the original variables in the data are easier to understand than those gener-
ated automatically by some variable reduction technique. On the other hand, in some cases 
involving big data set, applying reduction dimension methods is the only way to guaran-
tee an efficient machine learning process. Principal Components Analysis (PCA) (Gopal, 
2018), Rough Sets-Based Attribute Reduction (Gopal, 2018), Isomap, Backward Elimina-
tion, and Independent Component Analysis (ICA) are examples of dimensionality reduc-
tion techniques (Velliangiri et al., 2019).

3.3  Reinforcement learning

Reinforcement learning is a machine learning training method based on the rewarding pro-
cedure being the most used on dynamic control systems, but it can also be used to solve 
optimization problems (Kononenko & Kukar, 2007). Reinforcement learning is grounded 
on the principle that if an action is followed by a satisfactory state of affairs or by an 
improvement in the state of affairs, then the inclination to produce that action becomes 
stronger, that is, reinforced (Gopal, 2018).

Reinforcement learning deals with the problem of teaching an autonomous agent that 
acts and senses its environment to choose optimal actions for achieving its goals (Konon-
enko & Kukar, 2007). The agent receives information about the current state in the envi-
ronment, and needs to exploit the knowledge it already possesses from being greedy to 
maximize reward, but also needs to explore to choose better actions in the future (Gopal, 
2018; Kononenko & Kukar, 2007).

With more formalism, reinforcement learning can be formulated as a Markov decision 
process as presented in Fig. 6. At each time step t, given the current state st (and current 
reward rt ), the agent needs to learn a strategy (i.e. the “value function") that selects the opti-
mal decision or action at . The action will have an impact on the environment that induces 
the next reward signal rt+1 (which can be positive, negative, or zero) and also produces the 
next state st+1 . The reinforcement learning continues with a trial-and-error process until it 
learns an optimal or suboptimal strategy (Galatzer-Levy et al., 2018).

It is important to clarify that reinforcement learning is not the same as supervised learn-
ing. While in supervised learning the data set works as a teacher, teaching the patterns to 
the algorithms, in reinforcement learning the algorithm learns from past actions, according 

Fig. 6  Reinforcement learning schematic. Adapted from Galatzer-Levy et al. (2018)
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to critics. The critic gives no advance information. Thereby, after several actions are taken 
and rewards received, it is desirable to evaluate the individual actions taken and identify 
the ones that led to the reward after several actions are performed and rewards are received. 
This allows for the recording and future recall of these movements (Gopal, 2018).

4  Methodology

To perform a systematic literature review, a protocol must be established to define the cri-
teria before the review is conducted. A good literature review must be a comprehensive, 
transparent search conducted over multiple databases, and its steps can be replicated and 
reproduced by other researchers. It involves planning a well thought out search strategy 
that has a specific focus or answers a defined question (Dewey & Drahota, 2016). The fol-
lowing section describes the criterion and strategies used in this paper.

4.1  Objective and research questions

The first step in preparing a systematic literature review is to define the main objectives 
and the research questions that will guide the research. With this, the focus of the work is 
traced, as well as the points to be discovered, understood, or studied are defined in their 
answers. Thus, the main objective of this research is to identify and analyze the combina-
tion of machine learning and optimization in hybrid algorithms oriented toward algorithm 
improvement. Thereby, the defined research questions are:

• RQ1: What are the difficulties of classical bio-inspired optimization algorithms and 
machine learning algorithms?

• RQ2: What are the methods or techniques already developed that combine optimiza-
tion and machine learning in order to improve algorithms performance?

• RQ3: What are the potentialities of the optimization and learning algorithm developed?

4.2  Keywords and logic search

The keywords define the main topics that will be dealt with in the papers that will compose 
the database and will be analyzed. Thus, an initial set of possible keywords is defined and, 
after an initial search and analysis, the final set of keywords is defined. After that, the logic 
search is established, as presented below.

Possible keywords: Stochastic Global Optimization; Evolutionary Algorithms; Popula-
tion Based Methods; Operational Research; Optimization; Heuristic; Meta-heuristic; Con-
vergence; Algorithms Comparisons; Hybrid Algorithms; Machine learning; Data Analyze; 
Supervised learning/Methods; Unsupervised/Non-supervised Learning/Methods; pattern 
recognition; classification; clustering.

Keywords selected: Machine learning; Optimization; Swarm; Evolutionary; Classifica-
tion; Clustering.

Logic search: (Machine learning) AND (Optimization) AND (Swarm OR Evolution-
ary) AND (Classification OR Clustering) AND NOT (Reinforcement OR Neural Networks 
OR Ensemble methods OR Regression OR Game theory OR Robotics OR Deep learning 
OR Dimensionality Reduction).
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It is noteworthy that the logical connective AND NOT was used to exclude strongly 
recurring subjects that were not of interest in this work.

4.3  Source selection

The sources must be available via the web, preferably in scientific databases in the area. 
Therefore, the source list selected was:

• IEEE Digital Library (http://ieeexplore.ieee.org)
• Scopus Digital Library (http://www.scopus.com)
• WoS Web of Science (https://www.webofscience.com)

The logic search includes the title, abstract, or keywords for the Scopus database and all 
metadata of the WoS and the IEEE, due to source library restrictions.

4.4  Type of articles

Studies conducted by researchers and developers in the area of optimization and/or 
machine learning algorithms, as well as practical and relevant applications of hybrid algo-
rithms involving both methodologies. Regarding language, only works published in Eng-
lish were considered.

4.5  Inclusion and exclusion criterion applied for works selection

Inclusion Criterion

• (a) Works published and fully available in scientific databases will be included.
• (b) Recent works (published from 2019 to 2021) will be included.
• (c) Works that address the development of hybrid algorithms will be included, since 

they involve optimization and machine learning methods to improve one or both meth-
odologies.

• (d) Works that provide practical or theoretical applications of hybrid algorithms will be 
included, even if they do not focus mainly on the development of these algorithms, but 
only on methodology application.

Exclusion Criterion

• (a) Works published in short articles, abstracts, or posters will be excluded.
• (b) Works that only present applications of techniques without contributions to the 

improvement or development of combined methods will be excluded.
• (c) Works that do not use comparison between classic or hybrid methodologies through 

statistical metrics will be excluded.

4.6  Primary studies selection process

Using the logic search previously described in search engines, the documents data base was 
generated. After reading the title and the abstract and applying the inclusion and exclusion 
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criteria, the papers will be selected if their relevance is confirmed by the main reviewer. If 
there is any doubt about the relevance, the other reviewers will be consulted.

4.7  Strategies for information extraction

After defining the works definitively included, the documents will be read in full. The 
reviewer will summarize each one, highlighting the methods used to improve methodolo-
gies, parameters considered for comparisons, results achieved, and performance evaluation.

4.8  Summary of results

After reading and summarizing the selected works, a technical report will be prepared with 
a quantitative analysis of the works. A qualitative analysis will also be carried out to define 
each method’s advantages and disadvantages.

5  Systematic literature review

Optimization and machine learning are very broad concepts and have numerous appli-
cations, separate or combined. As it is known, with the advancement of computational 
resources, optimization, and machine learning have gained more popularity, resulting in a 
large volume of published documents. Figure 7 shows the number of documents published 
each year, in three databases, Scopus, Web of Science (WoS), and the Institute of Electrical 
and Electronics Engineers (IEEE), with mention of the word “Optimization" and the word 
“Machine Learning" in the title, abstract or keywords for Scopus database and all metadata 
of WoS and IEEE.

Fig. 7  Number of publications that mentioned the terms “Optimization" and “Machine Learning”
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It is essential to highlight that the Scopus and WoS document bases include several 
publishers. In contrast, the IEEE only completes documents from the IEEE publisher, so 
the volume of publications is much smaller. Although it would be expected that the most 
representative documents of the IEEE would be present either in Scopus or WoS, several 
relevant and not duplicated documents were found. For this reason, it chose to maintain the 
comparison with the documents of the IEEE base.

From Fig.   7, it is possible to note the impact of computational advances in the area 
after the 2000 years, as well as the growing expansion to the present day. Moreover, it is 
important to highlight that optimization is a concept that started gaining attention around 
the 1990s (although the origin of the term optimization can be traced to the early period of 
World War II (Rao, 2009)), whereas machine learning became popular around the 2010s. 
In the same period (the 2010s), bio-inspired optimization algorithms (Swarm and Evolu-
tionary algorithms) become a more popular topic among the scientific optimization com-
munity. And, in the last 5 years, there has been a considerable expansion in the studies 
involving machine learning and bio-inspired methods together, as it is possible to note in 
Fig. 8.

To carry out a systematic review involving the integration of global methodologies is 
not an easy task. By the first exploratory search, it was noticed that the available systematic 
reviews specify in a hard restrict way the main topic inside each methodology, for example: 
Clustering Evolutionary (Ezugwu et al., 2020, 2021), Evolutionary Decision Tree (Barros 
et al., 2012), Artificial Bee Colony (Karaboga et al., 2020), Multi-Objective Optimization 
Problems With Irregular Pareto Fronts (Hua et al., 2021). Thereby, due to the large amount 
of documents, to carry out this literature review it was necessary to establish a strict techni-
cal protocol to filter the most relevant information, as described in the next section.

Thus, after a preliminary study, through an explanatory analysis, the following logic 
search was defined: “(Machine learning) AND (Optimization) AND (Swarm OR Evo-
lutionary) AND (Classification OR Clustering) AND NOT (Reinforcement OR Neural 

Fig. 8  Number of publications that mentioned the terms “Optimization AND (Swarm or evolutionary)” and 
“Machine Learning AND Optimization AND (Swarm or evolutionary)”
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Networks OR Ensemble methods OR Regression OR Game theory OR Robotics OR Deep 
learning)". This logic resulted in 4362 documents (2569 from Scopus, 662 from IEEE, 
and 1131 from WoS). Due to the large number of documents, the search period was lim-
ited from the years 2019 to 2021. Only the documents written in English were considered, 
and the posters and short or abstract papers were filtered and removed from the database. 
These restrictions were equally used on the sources Scopus, IEEE, and WoS sources. Thus, 
1129 documents remained in the database (479 from Scopus, 200 from IEEE, and 450 
from WoS). 134 duplicate works were identified, leaving 995 works to be analyzed by the 
inclusion and exclusion criteria previously presented. Besides, 12 other relevant documents 
were added to the final database, totaling 1007 works. This systematic categorization of the 
documents is illustrated in Fig. 9.

5.1  An overview of database documents

In order to analyze the dynamics and evolution of scientific information regarding the com-
bination of the terms optimization and machine learning through the logic search defined 
above, the 1007 articles from the database were analyzed using the Bibliometrix tool in 
Rstudio software (Aria & Cuccurullo, 2017).

Firstly, the word cloud limited to the 50 most cited keywords provided by the authors 
was analyzed, as shown in Fig.  10. Note that the words Machine Learning, Classification, 
and Optimization are highlighted and, among the algorithms, the Particle Swarm Optimi-
zation, Support Vector Machine, and the Genetic Algorithm stand out.

Figure  11 shows the countries of the corresponding authors, where the red bar 
represents Multiple Country Publications (MCP) and the blue bar Single Country 
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Publications (SCP). As was to be expected, the predominance of Chinese authors is 
noted as the ones who most contribute to the subject. Moreover, there is a strong pres-
ence among Indian and US authors.

Figure  12 illustrates the author’s co-citation network, which allows the identifica-
tion of relationships between authors by determining which authors cited other pairs 
of authors. In this case, it is possible to highlight three names as the most cited in each 

Fig. 10  Word cloud limited to the 50 most cited keywords

Fig. 11  Corresponding author’s country
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cluster: Mirjalili, S. as the most co-cited in the red cluster, Kennedy, J., in the blue clus-
ter, and Xue, B. the most co-cited author in the green cluster.

5.2  State‑of‑art

After applying the inclusion and exclusion criterion, in the title and abstract, 73 works 
were selected to be read and analyzed in more depth.

Even with several optimization algorithms, new algorithms are continuously being 
developed. This process is due to the No-Free-Lunch theorem, established by Wolpert and 
Macready in 1997 (Wolpert & Macready, 1997). According to them, if an algorithm A can 
outperform another algorithm B on some set of optimization problems, then there are some 
other functions in which B will surpass A. If their performance are averaged on all possible 
functions, A and B can perform equally well on all these functions (Wolpert & Macready, 
1997; Yang et al., 2020). In other words, the main idea of this theorem is that some algo-
rithms can be better than others on the same problem. Thence, the benchmark studies are 
dedicated to establishing performance measures to assist the decision-making of the most 
suitable optimization algorithm for the problem and to establish a mechanism to test and 
validate new algorithms.

The optimization procedure can be included in a part of machine learning algorithms 
(Gopal, 2018). Thus, the evolution of optimization algorithms also contributes to the 
evolution of the performance of machine learning algorithms. Every algorithm has its 
strengths and weaknesses, whether it is focused on optimization or machine learning. Thus, 
as there is no perfect algorithm, and mainly to deal with the weaknesses, researchers began 
to develop hybrid methodologies that combine ideas from different search paradigms and/
or completely different algorithms. In this case, the main idea is to achieve some syner-
gistic behavior whose combination with other techniques compensates for the deficiencies 

Fig. 12  Authors co-citation network
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of a particular technique, and its advantages are enhanced due to this same combination 
(Cotta et al., 2018).

In this section and also in the next one, the most relevant papers found in the selected 
database are better analyzed. The papers were divided into two sections, “Clustering Meth-
ods" and “Supervised Classification Methods" since this work aims to analyze these meth-
ods deeply. Table 1 presents a systematic categorization of the papers identified in the lit-
erature review performed for clustering and classification tasks.

5.2.1  Clustering methods

Clustering is one of the most used methods for unsupervised learning. The most well-
known clustering methods are based on distance measures, distance metrics, and similar-
ity functions. Its main disadvantage is getting stuck in the local optimum; moreover, its 
performance strongly depends on the initial values of the cluster centers (Eesa & Orman, 
2020). The k-means (a partitioning clustering algorithm), is one of the most popular clus-
tering algorithms and is an example of an algorithm dependent on the initial solution. In 
consequence, several studies propose using nature-inspired metaheuristics to find a solu-
tion that maximizes the separation between different clusters and maximizes the cohesion 
between data points in the same cluster (Qaddoura et al., 2021). Zhou et al. (2019) describe 
the use of the Symbiotic Organism Search (SOS) to solve the problem, while Eesa and 
Orman (2020) present a bio-inspired Cuttlefish Algorithm (CFA) to search for the best 
cluster centers that can minimize the clustering metrics. An approach based on a Whale 
Optimization Algorithm (WOA) is suggested by Singh (2021). In turn, Singh and Kumar 
(2020) uses a modified Cat Swarm Optimization (CSO) to improve the clustering algo-
rithm performance. Qaddoura et  al. (2021) developed an evolutionary algorithm based 
on the evolutionary behavior of a genetic algorithm combined with the nearest neighbor 
search technique for clustering problems. Nemmich et al. (2019) used the Bees algorithm 
with a Memory Scheme to solve data clustering problems. All approaches were tested on 
several benchmark data sets and sometimes real-life problems, and the authors considered 
various statistical tests to justify the effectiveness of the suggested approaches.

Pacifico and Ludermir (2021) proposed a hybridization between Self-adaptive Particle 
Swarm Optimization (IDPSO) and the k-means algorithm, in which the IDPSO is used in 
the exploration phase, and the k-means is adopted in the exploitation phase of the algo-
rithm. The self-adaptive scheme is employed so that the parameters for each individual 
of PSO may reflect the current state of the search promoted by the entire population. The 
approach also uses a crossover operator to improve the diversification of the PSO popula-
tion, avoiding premature convergence.

El-Shorbagy et al. (2019) proposed an enhanced Genetic Algorithm with a new muta-
tion operator based on the k-means algorithm for cluster analysis. In this case, the popula-
tion of GA is initialized by the k-means algorithm to reach the best cluster centers; thereaf-
ter, the GA operators are applied with a new mutation strategy that depends on the extreme 
points in the cluster groups.

Atabay et  al. (2016) introduced a clustering algorithm that combines the PSO and 
k-means algorithms. This integration resolves the sensitivity of k-means to the initial 
choice of centroids. Additionally, the algorithm utilizes the rapid convergence ability of 
k-means by transitioning the cluster center from the previous location to the average loca-
tion of the points belonging to that cluster in each iteration. This results in accelerated con-
vergence and improved outcomes for the PSO algorithm.
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Although k-means is one of the most explored algorithms when it comes to cluster-
ing, some other methods and algorithms can also be used to solve clustering problems. 
For example, Kuo et  al. (2020) and Nguyen and Kuo (2019) used the Fuzzy c-means 
(FCM) algorithm, which is a clustering algorithm derived from the fuzzy set theory. Thus, 
in Nguyen and Kuo (2019) an automatic fuzzy clustering using a non-dominated sorting 
particle swarm optimization algorithm for categorical data is presented. The method can 
identify the optimal number of clusters based on two objective functions that minimize 
the global compactness and fuzzy separation that represents the intra-cluster distance and 
inter-cluster distance. In turn, in Kuo et al. (2020) a metaheuristic-based Possibilistic Mul-
tivariate Fuzzy Weighted c-means Algorithm (PMFWCM) for clustering mixed (numerical 
and categorical) data is proposed. In this case, three metaheuristics (GA, PSO, sine cosine 
algorithm (SCA)) are used in different combinations with the PMFWCM for cluster analy-
sis. Both authors stated that the proposed algorithms work efficiently and determine the 
optimal number of cluster centers.

5.2.2  Supervised classification methods 

Support Vector Machine (SVM) is a popular machine learning methods used for clas-
sification tasks. This classifier is guided by a penalty parameter (which determines the 
trade-off between minimizing the training error and maximizing a classification margin) 
and kernel parameters (which define the nonlinear transformation of the input feature space 
to a higher dimensional feature space). Thus, the choice of these parameters is responsi-
ble for the classification performance. However, these parameters are empirically selected 
by trying finite values and keeping the ones that reveal the maximum classification accu-
racy. This procedure requires an exhaustive search over the search space to find the feasible 
region and feasible solution, which is a great challenge for SVM (Tharwat & Hassanien, 
2018, 2019). According to Wu (2019) the traditional methods to define the kernel param-
eters by combining the parameter search with k-fold cross-validation and grid search have 
been gradually replaced by the use of an optimization algorithm. Thus, the testing error 
rate of the machine learning algorithm is minimized by incorporating the optimization 
algorithm, and the classification performance is improved.

Tharwat and Hassanien (2019) use the Bat Algorithm (BA) to search for the SVM 
parameters that minimize the testing error rate and improve the classification performance. 
The proposed algorithm was compared with other classifiers (Grid Search Algorithm 
(GSA), GA, and PSO) in different benchmark data sets, showing that the proposed model 
obtained competitive results, that is, test error rates lower than all the other algorithms. 
At the same time, Zhao et al. (2019) used PSO on a hybrid kernel function support vec-
tor machine to solve classification problems. Tharwat and Gabel (2020) proposed a social 
Ski-driver Algorithm (SSD) that is inspired by different evolutionary optimization algo-
rithms to optimize SVM parameters in unbalanced data sets. In its turn, Dong et al. (2020) 
searched for the SVM parameters through an improved fireworks algorithm that can adap-
tively adjust the SVM parameters to get the best combinations in the solution space. The 
authors He and Fu (2021), Li et al. (2020), and Yu et al. (2021) used PSO to conduct the 
model training on optimizing the SVM parameters. Wu (2019) used a GA with adaptive 
genetic operator rates to define the kernel parameters. In all experiments cited, the pro-
posed method has higher accuracy in its classification performance than the conventional 
(pure) method.
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Other interesting approaches involving a hybrid strategy between swarm algorithms and 
SVM can be seen in the work developed by Moodi et  al. (2021). The authors proposed 
an intelligent adaptive particle swarm optimization-support vector machine that adapts the 
optimization algorithm parameters, such as the inertia weight and acceleration coefficients. 
At the same time, Moldovan (2020); Moldovan et al. (2020) used the Horse Optimization 
Algorithm (HOA) (Moldovan et  al., 2020) and the Chicken Swarm Optimization Algo-
rithm (CSOA) (Moldovan, 2020) in different approaches to optimize the regularization 
parameter and SVM gamma coefficient.

k-Nearest Neighbors (k-NN) is a lazy and non-parametric classification method. This 
algorithm classifies an object by a majority vote of its k neighbors, where k is a user-
defined parameter (Telikani et al., 2021). However, the classification performance of the 
k-NN algorithm suffers from choosing k from a fixed and single value of k for all que-
ries in the search stage, and using the simple majority voting rule in the decision stage 
(Pan et al., 2020). In addition to k and the distance function, the importance of neighbor, 
class, and feature affect the performance of the k-NN algorithm. For these reasons, the k-
NN performance is severely compromised in the unbalanced data set and in the presence 
of noisy and irrelevant features (Telikani et  al., 2021). Thus, Shih and Ting (2019) pro-
posed to optimize the distance function and class-voting weights by a GA on unbalanced 
data sets. The GA needs to find the optimal feature weights and class weights for k-NN. In 
the evolutionary process, the weights for significant features are expected to be increased, 
while the irrelevant features and noise are expected to be degraded by shrunken feature 
weights. A similar approach is presented by Lee et al. (2020), but in this case, the PSO was 
used to adjust the weight to reflect the importance of features correctly and used the dis-
tance judgment strategy to figure out the identical probability of multi-label classification. 
Both approaches presented higher classification accuracy than other comparable classifiers. 
In its turn, Jain et al. (2022) take advantage of the capabilities of bio-inspired algorithms, 
specifically their effective information-sharing mechanisms that enable the algorithm to 
achieve faster convergence and reduce the likelihood of being trapped in locally optimal 
solutions to strengthen the performance of k-NN classifier. For this, the Grey Wolf Opti-
mization (GWO) algorithm, Chicken Swarm Optimization (CSO) algorithm, and Artifi-
cial Bee Colony (ABC) algorithm have been hybridized with the k-NN and used in the 
endeavor to optimize the results of prediction.

Decision Tree (DT) is another very useful algorithm used for classification tasks. A 
DT consists of a data set partitioned into groups known as nodes. The top node is called 
the root node, selected using some attribute selection measure or splitting criterion. Under 
the root node are the internal nodes originating from the division of the data set that con-
stitute the tree branches. At the end of each branch is the terminal node, denoted by leaves, 
which represent the most appropriate class for the rule (Azevedo et  al., 2019). The DT 
goal is to create a tree model that covers most of the data set and can predict a class by 
learning simple rules deduced from training data instances (Bida & Aouat, 2021). Several 
heuristic-based algorithms have been developed to automatically induce DTs and improve 
the classifier performance, such as Iterative Dichotomiser 3 (ID3), C4.5 Algorithm (C4.5), 
Classification and Regression Trees (CART), Chi-square Automatic Interaction Detector 
(CHAID), Quaternion Estimation Algorithm (QUEST). However, these heuristics suffer 
when exposed to local optima ambush, producing a tree that is not guaranteed to be the 
global optima (Bida & Aouat, 2021).

To overcome this challenge, some authors combined DT-induced techniques with bio-
inspired techniques. Bida and Aouat (2021) described some swarm intelligent DT induc-
tion algorithms based on ACO, PSO and BA. Jariyavajee et al. (2019) improved the DT 
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performance by Joint Approximation Diagonalization of Eigen-matrices algorithm (JADE), 
which is based on Differential Evolution strategies. Adibi (2019) and Damanik et al. (2019) 
used GA to optimize DT classifier, whereas Agustina et al. (2019) and Nagra et al. (2020) 
opted for PSO algorithm to enhance the classifier. Zhou et al. (2020) combined PSO and 
random forest, an ensemble DT, to classify Ovarian Endometriomas. Comparisons made 
with classical methods demonstrated that the decision tree method was upgraded to the 
best prediction method level by incorporating evolutionary and/or swarming techniques.

Other Relevant Hybrid Algorithms have been developed by many authors working on 
improving bio-inspired algorithms through hybridization.

The original Artificial Bee Colony (ABC) (Karaboga, 2005) is an excellent global opti-
mization algorithm, extremelly effective for simple multimodal problems, although it eas-
ily suffers from premature convergence in some complex situations (Akay & Karaboga, 
2012). The ABC algorithm has a good exploration ability, but its exploitation procedure is 
not efficient. Hence, Li et al. (2021b) proposed incorporating the modified nearest neighbor 
in the original ABC to strengthen its optimization capability.

In its turn, Alzaqebah et al. (2021) combined the advantage of the exploration provided 
by the PSO algorithm and the exploitation ability of the local search method in a feature 
selection problem. The combination outperformed the original PSO and other comparable 
approaches, balancing local intensification of the search process and global diversification. 
Another approach is made by Pravesjit et  al. (2021), which combines the PSO with the 
Evolutionary Rao Algorithm (ERA) (Suyanto et al., 2021) to improve the update position 
and velocity steps of PSO in a classification problem.

Another interesting approach is proposed by Dixit et al. (2021), which combines a Dif-
ferential Evolution algorithm with PSO with SVM to detect coronavirus-infected indi-
viduals by classifying their chest X-ray images. The proposed method is faster than the 
pure classifiers DE and PSO, and it was considered a promising approach for classification 
tasks.

5.2.3  Challenges and future insights in hybrid algorithms

In recent decades, the realm of problem-solving has witnessed the emergence and prolif-
eration of diverse machine learning and evolutionary algorithms. These algorithms have 
proven to be effective in tackling a wide range of challenges spanning different domains. 
However, as problems grow in complexity and intricacy, there arises the requirement to 
merge methodologies and techniques through hybrid methods. Such an integration estab-
lishes a robust and powerful framework capable of delivering reliable and efficient solu-
tions swiftly. The future of hybrid methods involving bio-inspired algorithms and machine 
learning lies in exploring new combinations, improving scalability and efficiency, enhanc-
ing explainability, and developing novel algorithms that can tackle complex and large-scale 
problems across various domains (Pourpanah et al., 2023; Telikani et al., 2021). However, 
several critical issues persist that have not yet received sufficient research attention. Some 
of these significant research gaps are summarized below.

Evolutionary deep learning: the combination of evolutionary search algorithms and 
deep neural networks enables the automatic design of network architectures, feature selec-
tion, and hyperparameter optimization (Kazadi Mbamba & Batstone, 2023; Sulaiman et al., 
2023). Future directions may involve the development of hybrid algorithms that incorpo-
rate genetic operators with deep learning models to enhance optimization and adaptation 
capabilities.
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Neuroevolution: it refers to using evolutionary algorithms to evolve artificial neural 
networks. Future directions include exploring new algorithms that combine swarm and 
evolutionary algorithms, neural networks, and reinforcement learning to improve the effi-
ciency and scalability of neuroevolution techniques (Martinez et al., 2021).

Memetic computing: it combines evolutionary and local search algorithms to bene-
fit from their strengths, enabling global and local exploitation. Future advancements may 
involve integrating memetic computing with bio-inspired and deep learning algorithms to 
effectively handle complex, high-dimensional data (Huang et al., 2019; Khalfi et al., 2023; 
Yu et al., 2023).

Hybrid methods comparison: most publications have focused on comparing bio-
inspired or hybrid methods with traditional ones through mathematical analysis of runtime, 
convergence guarantee, and parameter configurations. Few of these studies systematically 
compared the performance of different bio-inspired algorithms in machine learning tasks 
or different machine learning techniques in bio-inspired optimization algorithms. This 
leads to a lack of experimental results to select the most suitable method for a particular 
combination. The unavailability of such surveys may be due to the lack of publicly avail-
able source code, variation of encoding techniques, different objective functions, and evo-
lutionary operators. As a result, there is a vast amount of published work since numerous 
metaheuristic algorithms can be combined with machine learning. Still, there is immense 
difficulty in pointing out which combinations are most appropriate or even why one is more 
advantageous than the other.

Multi/Many-objective approaches: while most hybridization research between optimi-
zation and machine learning focuses on single-objective approaches, real-world problems 
often involve multiple objectives (Kang et  al., 2023). Besides, existing multi-objective 
algorithms such as NSGA-II, PESA-II, and SPEA-II face challenges with more than four 
objectives (Telikani et al., 2021). Thus, exploring the combination of machine learning in 
multi/many-objective could be a valuable and fruitful source of innovation. Moreover, in 
the same scope, techniques for choosing the Pareto front solution can be explored through 
inspiration in machine learning techniques (Wang et al., 2023).

Big data approaches: it offers new opportunities for algorithms research, but it also 
brings challenges such as computational costs, huge high-dimensional sample sizes, stor-
age impasse, and error extent. So, hybrid methods can be a way to attack this kind of 
problem.

Collaborative algorithms: the transition from Industry 4.0 to 5.0 is marked by several 
dominant trends (sustainability, customization, real-time decision-making, and the constant 
transformation of the market). One research avenue involves improving optimization algo-
rithms and machine learning techniques to make them more globally applicable and accu-
rate. Besides, implementing combined strategies using multiple algorithms that cooperate 
to solve a problem can lead to identifying the most suitable solution.

Integration of human expertise: Human-in-the-loop approaches will play a vital 
role in decision-making, problem-solving, and creativity, combining the strengths of both 
human intelligence and machine learning algorithms. This integration enables human 
experts to provide guidance, validate results, and incorporate domain knowledge into the 
hybrid models (Bailey et al., 2023; Li et al., 2023).

Explainability and interpretability: as hybrid algorithms become more sophisticated, 
there is a growing demand for explainability and interpretability. Future trends involve the 
development of hybrid models that provide transparent explanations for their decisions. 
This enables users to understand and trust the outputs of the algorithms, particularly in 
domains where interpretability is crucial, such as healthcare, finance, and law.
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The future of hybrid algorithms lies in their integration with deep learning, increased 
explainability, meta-learning, cross-domain applications, real-time adaptation, and integra-
tion of human expertise. These trends aim to improve hybrid algorithms’ performance, effi-
ciency, and versatility in tackling complex real-world problems.

6  SWOT analysis and research questions answers

The performance of an algorithm depends on several factors, as the solution quality and 
consumed budget are the most significant measures in the algorithm performance assess-
ment. As previously mentioned by the No-Free-Lunch theorem, there is no universal and 
perfect method and/or algorithm to solve all optimization problems (Wolpert & Macready, 
1997). Based on this, it is a hard task to define the best strategy (or algorithm) without 
considering the problem and the data information, leaving the option of analyzing the char-
acteristics of those we have at our disposal and finding ways to choose the most appropriate 
one.

6.1  SWOT analysis

In this section, a SWOT (Strengths, Weaknesses, Opportunities, and Threats) analysis is 
performed (Gürel & Tat, 2017). This analysis consists of evaluating the characteristics of 
the algorithm and developing strategies to assist in choosing the most appropriate algo-
rithm to solve a specific mathematical model.

First, the 10 most cited algorithms in the keywords of the papers in the literature review 
database were identified. Table 2 shows the result of the search, according to the name of 
the algorithm, Type of Method (Optimization or Machine Learning), and the number of 
times that the algorithm was cited in the keywords.

Thus, the 10 algorithms presented were analyzed according to the SWOT criterion, as 
shown in Table 3, where the first column defines the name of the algorithm, then the fol-
lowing four columns present the SWOT parameters (Strengths, Weaknesses, Opportuni-
ties, and Threats) identified for each algorithm, and in the last column there is the indica-
tion of some works that combined the algorithm presented in the first column with another 
approach, that is, some examples of hybrid methods.

Table 2  Most cited algorithms  Algorithm Type of method Citations

Particle swarm optimization Optimization 137
Support vector machine Machine Learning 88
Genetic algorithm Optimization 71
k-means Machine learning 31
k-nearest neighbor Machine learning 29
Differential evolution Optimization 28
Decision trees Machine learning 28
Artificial bee colony Optimization 23
Random forest Machine learning 19
Ant colony optimization Optimization 18
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6.2  Research questions answers

As seen in previous sections, several researchers are working on hybrid strategies to 
highlight the algorithm capabilities. One of the main objectives of this literature review 
is to explore the characteristics of the existing approaches and also of the hybrid meth-
ods that are being developed recently. Thus, based on an extensive literature analysis, 
the research questions defined in the beginning can be answered as follows.

• RQ1: What are the difficulties of classical bio-inspired optimization algorithms 
and machine learning algorithms? Since we are faced with a wide variety of 
algorithms, whether optimization or machine learning, that use different strategies 
to perform their functions, pointing out the difficulties of each one is not a viable 
task. In general, based on the literature, there are two points constantly mentioned 
in the works that concern the main difficulties encountered by the so-called pure 
algorithms; the first refers to premature convergence to the local optimum (Li et al., 
2021b; Pacifico & Ludermir, 2021) and the second point refers to parameter esti-
mation (Dong et  al., 2020; Lee et  al., 2020; Moldovan, 2020; Shih & Ting, 2019; 
Wu, 2019). Many authors report that machine learning algorithms suffer from pre-
mature convergence, so they employ swarm-based optimization algorithms to avoid 
local optima. Moreover, within bio-inspired techniques, strong attention is directed 
to the PSO algorithm due to its simplicity and speed of convergence. However, other 
lesser-known bio-inspired algorithms can also be used for the same purposes, lead-
ing to results as good as PSO. On the other hand, regarding parameter estimation, it 
is clear that there is a large community exploring ways to automate the estimation of 
these parameters. Regarding clustering methods, the k-means algorithm is the most 
mentioned when the task is parameters estimation. The same occurs for parameter 
estimation of the SVM and k-NN classifiers. The k-means, SVM, and k-NN classi-
fiers are heavily dependent on these initial choices; in addition, a given parameter 
value may result in a good performance for one classification problem and failure 
for another. This becomes the choice of parameter a big challenge, mainly when 
there is no a priori information about the problem. Furthermore, algorithms that 
use genetic operators such as PSO, GA, DE, ABC, and ACO require the estimation 
of the genetic operator rates, which is also a challenge in the search for an optimal 
value. Notwithstanding other difficulties, the particularities of each algorithm can be 
verified in the Weaknesses column of Table 3.

• RQ2: What are the methods or techniques already developed that combine opti-
mization and machine learning in order to improve algorithms performance? 
Throughout this work, several research were presented that, in their particularities, 
help to answer this question. Among these works, the strong presence of strategies 
that used the PSO algorithm stands out, due to its speed and robustness, and explo-
ration capabilities, to strengthen both optimization and machine learning algorithms; 
thus, it is the most mentioned algorithm in the paper’s keywords of the data set. Due 
to the large number of works found and their peculiarities, it is a hard task to list all 
combinations of algorithms found in this work. However, more details can be seen in 
Sect. 5 as well as in Table 3. In general, the items listed in the Opportunities column 
of Table 3, refer to points that are being worked on in the cited references, such as 
methods and techniques that are being developed to improve the algorithm perfor-
mance. In this sense, it is worth highlighting the estimation of initial parameters 
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Atabay et al. (2016), El-Shorbagy et al. (2019) and Wu (2019) and the strengthen-
ing of exploitation strategies to avoid getting stuck in local optima (Li et al., 2021b; 
Pacifico & Ludermir, 2021). Furthermore, the use of optimization algorithms to 
minimize the classification error in machine learning algorithms (Agustina et  al., 
2019; Nagra et  al., 2020; Wu, 2019). Therefore, in the mentioned references, it is 
possible to find different combinations of algorithms and techniques that propose to 
solve the weaknesses mentioned in Table 3.

• RQ3: What are the potentialities of the optimization and learning algorithm devel-
oped? The use of hybrid tools allows some of the difficulties encountered by the meth-
ods to be mitigated or eliminated. Therefore, the results that have been obtained with 
hybridization are very promising. Most of the time, hybrid algorithms outperform pure 
algorithms in several aspects, such as speed, exploration and/or exploitation abilities, 
accuracy, among other aspects, without requiring more computational resources than 
pure methods. Furthermore, the estimation of parameters, one of the most mentioned 
obstacles, which is done empirically in pure methods, is now based on knowledge of 
the data, which provides a result that is many times superior and more appropriate for 
the learning task, free from any possible bias. In short, the potential of the developed 
hybrid methods refer to the items listed in the Opportunities column of the Table  3, 
which are used in the solution of the identified weakness point, listed in the Weaknesses 
column of the same table.

7  Conclusions

In this paper, an extensive overview and bibliometric analysis of the literature on hybrid 
approaches involving optimization and machine learning algorithms were developed. Thus, 
a theoretical foundation on optimization and then machine learning was presented. After 
that, the results of the literature review are presented. Initially, a historical survey of works 
published since 1970 was carried out, involving the main themes contemplated in this 
work: Optimization, Machine Learning, Swarm and Evolutionary algorithms, in order to 
analyze the evolution of the theme throughout the years. To generate the data set of works 
to be analyzed a logic search was defined and applied to three databases (Scopus, IEEE, 
and WoS) together with some restrictions of year, language, and publisher type. Thereby, 
1007 articles published between 2019 and 2021, provided by three databases (479 from 
Scopus, 200 from IEEE, and 450 WoS) were selected and analyzed in a systematic and 
bibliometric way, which resulted in an extensive range of works. Finally, a SWOT analysis 
of the most frequent algorithms in the data set was performed to identify the strengths, 
weaknesses, opportunities and threats of each one and point out some works that explore 
such aspects and that somehow developed a hybrid approach. Furthermore, some exam-
ples of hybrid approaches involving the algorithms considered in the SWOT analysis were 
presented.

While the majority of literature review work focuses on specific algorithms classes of 
algorithms (Ahmad et al., 2022; Barros et al., 2012; Ezugwu et al., 2021; Karaboga et al., 
2020; Shami et al., 2022), this work aimed to be more embracing. Literature review works 
involving hybrid methodologies that combine optimization and machine learning are rare 
to be found due to the extensive nature of both methodologies and the challenges in con-
ducting a comprehensive examination of existing techniques. This work stands out from 
others due to its comprehensive methodological approach, encompassing both optimization 
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and machine learning algorithms used innovatively through hybrid algorithms. Addition-
ally, the study considers different methods, applies logical restrictions for clear scope and 
focus on the most relevant aspects, conducts an in-depth critical evaluation of the reviewed 
studies, and emphasizes the practical applicability of the developed hybrid approaches. 
These characteristics provide a unique perspective, offering comprehensive and targeted 
analysis and valuable insights for advancing the field.

Over the past half-decade, a notable surge in the advancement of bio-inspired algo-
rithms has been observed, accompanied by a compelling inclination towards the fusion 
of diverse methodologies. Thereby, the present study has unveiled emerging points within 
the realm of hybrid techniques encompassing optimization and machine learning, thereby 
shedding light on prospective avenues for further exploration. Through a deep examination 
of the literature, it is discernible that there exists substantial scope for delving into bio-
inspired strategies, particularly those rooted in swarm intelligence (Kang et al., 2023; Mar-
tinez et al., 2021; Yu et al., 2023). These techniques have demonstrated impressive results 
in optimizing problems and algorithms, and they possess the potential to enhance machine 
learning algorithms.

Through the systematic review, valuable contributions have been made to various hybrid 
approaches encompassing optimization and machine learning techniques. Each algorithm 
presented in this context exhibits its own set of strengths and weaknesses, requiring careful 
assessment to determine the most suitable methods for addressing a given problem. Among 
the multitude of aspects explored within these algorithms, two stand out: parameter estima-
tion and search technique improvement, both crucial to avoid local optima. The estima-
tion of initial parameters made empirically is seen as a weakness, given the subjectivity 
of the choice and possible bias of the decision maker, which is capable of compromising 
algorithm performance. Similarly, being stuck in local optima proves highly undesirable in 
global optimization algorithms, as it yields error-inducing solutions. On the other hand, the 
opportunities and threats within this domain are intricately intertwined with the identified 
strengths and weaknesses, as exploring these aspects enables the mitigation of weaknesses 
through the potential offered by other methods, i.e. hybrid approaches. Furthermore, the 
threats posed by a particular algorithm can be effectively addressed by the strengths of 
alternative algorithms, as elucidated in the No-Free-Lunch theorem (Wolpert & Macready, 
1997).

Considering the relevance of the hybrid methods in solving real-world problems, 
numerous unexplored avenues remain for leveraging optimization and machine learning 
tasks. Looking toward future advancements and literature exploration, it would be com-
pelling to delve into variations of existing hybrid approaches. For example, investigating 
whether a hybridization approach that yields superior outcomes for classification tasks also 
translates into equivalent improvements when applied to regression tasks would be of great 
interest. This comparative analysis of the performance and adaptability of hybrid tech-
niques across different problem domains holds the potential to unearth valuable insights 
for further development. In conclusion, considering the large volume of literature avail-
able in the area, it is possible that we have left out some important contributions due to the 
hard restriction applied in the logic search. Thereby, in future research, it is recommended 
to include the restriction applied in the logic search, as it is an exploration of the litera-
ture review for each method, i.e, supervised methods, unsupervised methods reinforcement 
methods, evolutionary algorithms and swarm algorithms; in this way, it would be possible 
to expand the existing literature review and provide a more constructive discussion of the 
benefits and drawbacks of the state-of-the-art.
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