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Introduction 

At present the global energy demand is at its peak compared to the past decades, a growth of 1.7% 

was recorded in 2022[1]. Overall global energy power mix for 2024 indicates the increase in 

renewables and immense focus is on adaptation of clean energy. European Union (EU) announced 

its REPowerEU and The Green Deal Industrial plan that reduces dependence on Russian fossil 

fuels and increases renewables by 50%[2]. Adaption of clean energy is largely anticipated 

worldwide, due to the recent policies for clean energy, political turmoil, and advancement in high 

power handling technologies. As a result, of the proposed plans of the EU, 50 GW worth of solar 

and wind technologies have been incorporated and it accounted for a 45% increase compared to 

the previous year. The rest of the world is also headed in the same direction as China deployed a 

massive 160 GW of renewable energy, accounting for about half of the total installed renewables 

for 2022. The Paris Agreement is the motivation factor for the boost of renewables, to aid in 

reducing greenhouse gas emissions and save smaller island nations. Energy consumption tends to 

fluctuate annually depending on various aspects, the major contributors include transportation, 

industries, and buildings. This thesis is oriented towards the energy consumption of buildings and 

understanding the vital role buildings currently play with renewables as a major source of energy.  

Building 

According to a recent study from the International Energy Agency[3] in 2022, buildings accounted 

for 30% of global final energy consumption and 26% of global energy-related emissions (8% being 

direct emissions in buildings and 18% indirect emissions from the production of electricity and 

heat used in buildings). Approximately, 38% of energy consumption in buildings is from heating, 

ventilation, AC, and refrigeration [4], [5], [6], [7], [8], [9] Focusing on heating, almost two-thirds 

of energy relies on fossil fuels[10], [11]. However, recent data showed that[3] the demand for 

natural gas dropped by more than 15% compared to 2021. Such a decline was consequent to the 

reduced space heating needs thanks to mild winter (almost 40%), while a substantial fraction was 

due to various gas-saving measures, hence it is vital to find novel ideas to reduce energy 

consumption without affecting comfort and air quality in the indoor environmentAn insight into 

the heating energy consumption that incorporates space and water heating. Recent studies suggest 

that two-thirds of heating energy relies on fossil fuels. However, the recent policies will reduce 

dependency from fossil fuels to renewables in the near future. Focusing on the cooling aspect, it 



can be noted that 2022 was the fourth warmest year since the late 1900s, and it is a leading cause 

of heat stress often resulting in induced thermal comfort and labor productivity. As a result, a 5% 

increase in energy demand was noted in 2022 for space cooling which is bound to increase soon. 

Heating and cooling energy demand pose a risk to the overall electricity network since changes in 

weather patterns and increasing population tend to result in increased power demand and lead to 

power blackouts. It is important to understand the cooling and heating trend to prevent such 

actions.  A huge opportunity exists in terms of energy and cost savings provided stringent policies 

and standards enforce minimum performance standards. The EU and united sates revised Energy 

Performance of Building Directives (EPBD) and zero net energy and zero net carbon standards 

respectively to make notable progress towards decarbonization[12]. 

  

Heat Pumps in Buildings sector: new opportunities  

From a technological point of view, to reduce gas dependence from Russia and meet the heating 

demand sustainably, the REPowerEU plan proposed the cumulative installation of 10 million new 

hydronic heat pumps (HP) in the next 5 years and 30 million units in the buildings sector by 2030 

[13].  In this respect, according to recent data HP sales in Europe enjoyed a record year, with sales 

growing by nearly 40%, reaching around 3 million installations and supporting the  reduction in 

natural gas demand in 2022. Worth noting that HPs are currently considered key technologies not 

only for decarbonizing the heating sector in buildings but also for the achievement of 100% 

renewable energy systems [14], [15], [16]. In this respect, they could provide ancillary services to 

the power grid thus allowing for the integration of renewable energy sources (RES) [17], [18]. In 

particular, through demand response (DR) programs [19], HPs will be activated (or modulated and 

deactivated) in case of electricity surplus (or deficit) from RES, with the thermal energy produced 

directly consumed or stored in ad-hoc systems [20], [21]. Regarding the latter option, in the case 

of the connection of buildings to low-temperature heating networks, the heat produced onsite by 

the HPs could be sold to the grid, and buildings could thus contribute to a more sustainable heat 

generation [22]. Looking at the building scale, the adoption of HPs along with thermal storage 

contributes to increasing the so-called “flexibility”, which is the capability of the building to 

modify its demand to meet external requests from the grid while assuring occupants’ comfort [23], 

[24], [25], [26]. 



 

Area of Focus 

The thesis will focus on the modeling of a reversible air-to-water HP where the thermodynamic 

aspects are jointly solved with the models of the electric motor used to drive compressors and one 

of the embedded controls. More specifically, the thesis will address the capability of the integrated 

modeling to provide insights into the dynamic response of the HP such as the time needed to reach 

new steady-steady operation, overshoot of supply water temperature after load change, number of 

compressors cycling per hour, etc. which are useful in the framework of novel applications of this 

technology. To show these capabilities, the dynamic response of HP for the two typical compressor 

management strategies: (i) a sequential control of multiple compressors, with compressors running 

at a constant speed, and (ii) a variable-speed control where the rotating speed of the compressors 

is continuously varied. the capability to analyze new HPs’ management strategies aimed at 

increasing the seasonal COP or improving building flexibility. In this respect, this paper 

investigates the typical control of the HPs based on “heating (or cooling) curves” which assumes 

a variable temperature setpoint of the hot (cold water) water with the outdoor temperature. Finally, 

the capabilities of controller to minimize the effects of common faults such as fouling or improper 

charge on energy performance degradation will be investigated.  

Thesis Outline  

A concise description of the thesis outline is laid out.  Chapter 1 is dedicated to an in-depth 

literature review on various modeling techniques for Heating Ventilating and Air Conditioning 

(HVAC) systems, with a focus on different motors deployed in HVAC systems along with the 

appropriate control techniques. Finally, a focus on integrated thermodynamic and control modeling 

of reversible heat pumps is provided and literature gaps are outlined. In Chapter 2 the model of an 

induction motor drive is presented. Chapter 3 gives brief introduction to the basic concepts of a 

heat pump, the components, and the heating and cooling mode operations.It also provides different 

modelling techniques that will be used in this thesis of a reversible heat pump in cooling and 

heating mode. A state space model is also presented. Chapter 4, gives the implementation of scalar 

control technique using a voltage source inverter with space vector modulation. The control of 

constant and variable speed with set water temperature is also discussed. Chapter 5, consists of 

the advanced control techniques that are used to improve the system energy efficiency ratio and 



coefficient of performance of the plant in various fault conditions. Chapter 6, presents the results 

and discussion of the thesis for heating and cooling mode operation for a case study in Palermo, 

Italy.  Finally, the conclusions and future works of the thesis are presented in the appendices.  

  



Chapter 1: State of the art 

Objectives: 

The scope of the state-of-the-art involves: 

• a thorough review of the recent and traditional technologies works will be reviewed that 

tend to address these impacts will be presented. Identify the major contributors and their 

impacts on society and the globe.  

1.1 HVAC Modeling Techniques 

Firstly, a summary of different types of HVAC modeling techniques of existing installed plants is 

presented[27], [28], [29]. Modelling of HVAC system is a sophisticated task, due to the wide range 

of complexity that is involved and the new advancements in the technology. A wide variety of 

modeling techniques are available in the literature for HVAC systems. Fig. 1 presents the three 

classes of HVAC models. 

 

Figure 1 Types of HVAC models 

I. Physics-based (White-box /Mathematical/forward) Models 

As stated, Physic-based models are derived from fundamental laws of energy, taking into 

consideration mass balance, momentum, flow balance, and heat transfer. The models are 

developed for each component and the majority of the application is in the design stage, it is 

important to predict and analyze the performance with complex mathematical modeling. Examples 

of developed white-box models include the following components: sensor model[30], duct 

model[30], pump model[30], [31], [32], chiller model[33], [34], [35], cooling tower model[36], 

[37], [38], and coil models[28], [29]. Due to the complex nature of the HVAC system is difficult 



to model each parameter. At times it is difficult to acquire certain parameters in a physics-based 

model[39], [40]. 

II. Data-driven (Black-box /inverse) Models 

The concept of a data-driven model is to use mathematical techniques (statistical regression or 

artificial neural network (ANN))) to establish the characteristics between the input and output data 

of a real system[29]. This type of model does not pose any specific physical or mathematical 

characteristics of the existing plant[28]. Data-driven approaches are suitable for existing HVAC 

systems for performance improvement when sufficient data is available. As shown in Fig.2 data-

driven approaches are classified into 9 types: Frequency domain model, Data mining model, Fuzzy 

logic model, Statistical model, State-space model, Geometric model, case-based model, Stochastic 

model, and instantaneous model. 

 

Figure 2 Data-driven model classification 

Frequency domain model 

The processes involved in an HVAC system are in general slow (e.g., zone temperature and 

humidity), due to the large thermal inertia of the system. Such systems can be modeled using first 

and second-order systems with a dead time to account for the inertia[41], [42], [43], [44]. First-

order models are usually used to model linear processes and a Proportional integral and derivative 

(PID) controller tuning is sufficient. Contrary to second-order models which use advanced 

controllers within the HVAC system. Both the modeling techniques are used for linear and time-

invariant (LTI) systems, hence inapplicable to complicated and time-varying dynamics. 

A. Data mining model 

Data mining models include ANN and Support Vector Machine (SVM) based models capable of 

characterizing complex and non-linear systems dynamics of the HVAC system[45]. ANN and 

SVM have been deployed in numerous research on HVAC systems as stated in the review 

article[29] The disadvantages of using both techniques are that no physical characteristics of the 



HVAC system are interpreted, and the performance degrades when conditions deviate from 

training and testing conditions[46] 

B. Fuzzy logic (FL) model  

FL model includes rules based on if-then-else statements expressed as a table or database. It is 

divided into fuzzy adaptive network FAN), Takagi-Sugeno (T-S), and Adaptive-network-based 

fuzzy interference system (ANFIS). The models developed are used for nonlinear adaptive control, 

fault detection, diagnosis, forecasting, occupant behavior modeling, performance analysis, and 

knowledge extraction[47].  The drawback of FL models is that data and knowledge for the different 

components are often unavailable. 

C. Statistical model 

Statistical models are developed from large datasets by understanding particular trends. Examples 

of the available models from the literature include finite impulse response (FIR), output error (OE), 

single and multivariate regression, Box-Jenkins (BJ), autoregressive integrated moving average 

(ARIMA), autoregressive exogenous (ARX), and autoregressive moving average exogenous 

(ARMAX). The statistical models developed pose shortcomings such as low accuracy, inability to 

capture nonlinear dynamics, and large order and parameters[48]. 

D. State-space model  

state-space model is crucial for control system design for a wide range of conditions. Relation 

between the input and the output states is given concerning HVAC parameters[29]. The drawback 

is that only a few works are presented on the state space model in the literature. 

E. Geometric model  

The model presents the HVAC system with the aid of two-dimensional (2D) and three-dimensional 

(3D) geometric shapes[45], [49]. The model technique is computationally penalized with large 

data sizes, and it is sensitive to noise. The application of geometric modeling is quite rare in HVAC 

systems. 

F. Case-based reasoning (CBR) 

CBR model is commonly used for ill-defined or non-linear systems, similar past cases as used, and 

the accuracy of prediction increases with time for future predictions for a given dataset[46], [50]. 

The topological CBR (TCBR) model is when a subset of the given dataset is used to develop the 

models, such models are used to monitor and analyze system performance [51], [52]. 

G. Stochastic model   



Stochastic models are developed using a probability density (PDF) function to model random 

processes in HVAC systems. It is deployed in applications to understand occupant time schedules 

and activity levels. However, the models are mostly simulation-based based, and hardware 

validation is needed[51], [53]. 

H. Instantaneous model. 

Instantaneous models comprise a statistical and pattern model known in the literature as Just in 

Time (JIT). HVAC components and thermal load models are developed from a large database.   

III. Gray-box 

The Gray-box model is a combination of white-box and black-box models, the idea is to address 

the shortcomings of both modeling approaches. The advantage of the gray-box model is its 

beneficial for control applications when presented as a state-space or transfer function [54]. Due 

to its relevance in control applications gray-box model will be developed in these and explained 

in detail in Chapter 3. Various shortcomings are highlighted in literature in the area of control 

techniques that are yet to be considered for implementation [55]  

1.2 Heat Pump modeling techniques 

The HVAC system contains three major components: the Heat pump (HP), the Air handling unit 

(AHU), and the cooling tower. A wide variety of modeling techniques are available in the literature 

for heat pumps. The models can be distributed into three classes depending on the uses: Calculation 

method, Dynamical system Behavior, and Heat pump design [56], [57] 

The calculation methods are used for seasonal performance factors either for comparison between 

different types of HPs (product comparison) or individual building technology. 

Product comparison: A simple equation with a set of conditions and boundaries provides a 

standard rating (e.g., seasonal coefficient of performance). In Europe, the SIST EN 14825:2019 

standard is enlisted and sets the guidelines for the calculation of seasonal energy efficiency 

(SEER), seasonal space cooling energy efficiency, SCOP and seasonal space heating energy 

efficiency, and seasonal energy performance ratio (SEPR). 

Comparison of individual building technology: the individual building technologies are governed 

by EN 15316-4-2:2017 standard to set up guidelines for calculation values of system energy 

requirement and system energy efficiencies.  



Dynamical system simulations are used to depict system behavior over a short or long period and 

achieve a control action. An empirical approximation can predict the energy cost of a given 

building and energy use given the hourly weather information by using a curve fitting[58].  

Performance map model: Quasi-static models are mostly used in dynamic simulation programs to 

model heat pumps (e.g., TRNSYS[59], ESP-r, Insel, EnergyPlu, MATLAB/Simulink[60]). A 

finite point of data is provided, and curve-fitting techniques can be used to interpolate the overall 

model to obtain heating and cooling capacity and electrical demand. Due to the fact of 

extrapolating the user must pay attention to the output data of the model as frosting may be an 

issue[61]. 

Heat pump design models are composed of the most complex form of modeling at HP. A strong 

theoretical background is essential to derive a model of all the known components. This particular 

approach requires computing the refrigerant cycle and operational condition of individual 

components. Refrigerant cycle models aim to improve and optimize the components of an HP in 

the refrigeration cycles shown in. This model is also a quasi-static model of each of the components 

rather than the entire HP as shown in the performance map model. This detailed approach will 

require specific measurements or catalog data to model the overall HP system and the targeted 

component to be optimized is improved via a design or control method. 

1.3 Electrical Motors used in HPs. 

A compressor, in an HP system, is considered the active component since it contributes maximum 

towards the energy consumption. Many advancements have been accomplished in the control of 

Alternation Current (AC) Machines with immense contributions towards reducing energy 

consumption. It is vital to use a suitable AC machine for an appropriate high-speed application: 

Commonly used electrical motors for HP systems comprise Induction Motors (IM), Permanent 

Magnet Synchronous motors (PMSM), and Switched Reluctance Motors (SRM). The 

characteristics of each motor are described: 

I. Induction motor 

IMs have been used as a constant speed with a non-inverter configuration in the global market. An 

on-off control cycle has been adopted to maintain a set-point temperature with the IM directly 

connected to the local grid[62], [63]. VFD with IM has been used in electrical vehicle 



applications[64], [65], household refrigeration[66], and HVAC applications [67]. The advantages 

of using an IM are its simplicity in construction, high robustness, and low cost.  

II. Permanent Magnet Synchronous Motor 

PMSM is considered a successor of the traditionally used IM in many industry applications, due 

to its high efficiency, simple excitation, low noise, and output power density[68], [69], [70]. 

PMSMs can be categorized into two sub-classes (interior or surface), depending on the placement 

of the permanent magnets. Disadvantages of using a PMSM can be the high cost, increasing 

volume, and inertia[69]. 

III. Switched Reluctance Motor 

SRM is regarded as the successor of PMSM because of the low manufacturing cost, insensitivity 

to high temperature, high reliability, and high-speed capability[71], [72]. Disadvantages of SRM 

are more torque ripple and high noise[70], [73]. 

The user-dependent factors with redesign and improvements may contribute towards reducing 

energy consumption. However, both factors require either a very well-educated and aware public 

to minimize the cooling load or immense dedication to redesign and improvement at ground level 

on existing components by leading experts. These factors will require a significant amount of 

finance to be achieved and implemented.  

Each type of motor packs a set of advantages and disadvantages as mentioned above. The induction 

motor will be used due to its low cost and high robustness nature which makes IMs suitable for a 

VFD coupled with a compressor for cooling applications. The state-space model of IM (Chapter 

2) and a dynamic heat pump model (Chapter 3) will be presented. The aim is to improve the 

performance of a traditionally used induction motor VFD by enhancing the control technique to 

improve system performance.  This moves the focus towards improvements attained from adopting 

an optimal control approach for HPs.  

1.4 Control of Heat Pumps 

Control is a vital aspect of the overall performance of an HVAC system. Literature gives insight 

into the control of various components in an HVAC system. i.e. Control of Pumps[74], [75], 

Compressors[74] and expansion valves[76], [77], [78], [79], [80]. The focus of this thesis is on the 

control of the compressor. Control techniques that have been deployed in recent studies to 

compressors in HPs include constant-speed and Variable-speed drive [81], [82].  



I. Constant Speed (Start/stop) control. 

Constant speed control is also referred to as Start/stop control. Initially, the heat pump was made 

up of only constant-speed motors. i.e. generally used in small-scale compressor systems with an 

on-and-off strategy to maintain a desired set point with a constant duty cycle and speed [83], [84]. 

It is important to highlight that capacity control is achieved for constant speed HP via two 

possibilities: ON-OFF capacity control using a single or mono-compressor or multi-compressor. 

The control of a compressor is dependent on the monitoring variable, in most cases, water return 

and supply temperatures are considered. The logic of a Start/stop or on/off strategy for cooling and 

heating is shown in Fig.3. a. and Fig.3. b. respectively. The controllers are used in a simple 

hysteresis comparator with a given dead band value. The dead band value is the temperature ranges 

between each on-off sequence as shown in Fig.3.a and b a 2oC range is set for both the operating 

conditions. The dead band and set point are generally determined by the manufacturer or user 

depending on the need at hand. 

  

                          (a)                          (b) 

Figure 3 Start/stop control behavior of compressor for: (a) cooling mode (b) Heating mode  

Such control techniques are valid only for a single-stage HP i.e. only a single HP is used to control 

the thermal capacity. However, for a multi-stage HP, the number of compressors available is more 

than one, hence depending on the thermal capacity of each compressor, it is modulated or 

sequenced on and off to deliver the required thermal capacity. The control strategy for a multi-

stage HP is shown in Fig. 4. a. and 4. b. for cooling and heating model operation for a dual 

compressor set-up. 



Figure 4 Start/stop control behavior of dual compressor for (a) cooling mode and (b) Heating mode  

The hysteresis logic to control a dual compressor system for heating and cooling mode operation 

is resented with the set point at 7oC and 45oC. Such control techniques are widely used for small, 

medium, and large applications. This particular control technique tends to be uneconomical in 

terms of energy consumption and water consumption[85]. Plume control is used for hot water 

systems that consist of solar collectors in sub-tropic regions[86]. However, recent technological 

advancements have introduced inverter-driven HPs controlled at variable speeds and it is important 

to understand its operation. 

II. Variable speed control (VSC) 

VSC is the most likely solution for small-scale applications, with an inverter-driven heat pump 

and a single compressor used. Due to the variable speed operation, the compressor can provide a 

thermal capacity of up to 20% of the rated capacity. An alternating current (AC) supply motor is 

used, the variable speed control depends on the supply frequency of the motor and, to achieve 

variable speed control a variable drive is essential[87]. Control techniques such as Field-oriented 

control or Scalar control are necessary. The maintain the thermal capacity at a set temperature 

Proportional integrator controller is used. For instance, Bechtel et al. [36] used model predictive 

control to optimize HP operation while considering variable electricity prices. Ding et al. [37] 

proposed an optimization approach to operating the HPs and the heating system for an office 

building in case of demand response provision including building load uncertainty by using a 

quantile regression neural network. The results showed a 35.8% reduction in operating costs 

compared with the conventional robust optimal operating strategy. Abookersh et al. [38] compared 

two control strategies for the flexible operation of HPs coupled to seasonal storage in a low-

  

(a) (b) 



temperature district heating network. Montrose et al. [39] proposed an optimal control algorithm, 

which aimed at minimizing the overall power consumption of variable-speed HPs by regulating 

the indoor temperature setpoint through peer-to-peer communication. Lee et al. [40] proposed an 

operation strategy for variable-speed HP based on mixed-integer model predictive control. The 

model allowed not only to prevent the operation of the HP with lots of compressor cycling but also 

to predict future heat load and ambient air temperatures. Results showed a maximum 22% 

reduction in electricity cost and carbon emissions. Dengiz et al. [41] proposed a heuristic control 

for the flexible operation of HPs coupled with a photovoltaic supplying underfloor heating system 

and a domestic hot water tank. The authors found a maximum 13.3% reduction in operating cost 

compared to a conventional control strategy and a 52.6% reduction in the surplus of energy 

produced onsite. Maier et al. [21] found that HP management through model predictive control 

outperforms operating strategies based on heating curves. Baeten et al. [42] propose a multi-

objective model predictive control for residential heat pumps for promoting a flexible operation. 

Results indicated the capability of the controller to shift peak load. However, the authors stressed 

that in case of demand response need, heat pump owners should be encouraged to participate by 

remunerating them for their additional expenses. Efkarpidis et al. [43] proposed an optimization 

method to operate heat pumps along with solar thermal collectors, batteries, and thermal energy 

storage aiming at maximizing self-consumption. Arteconi and Polonara [44] developed an HP 

control based on electricity price which varied HP’s temperature set point based on the variation 

of electricity market price. The study revealed that a substantial decrease in peak demand could be 

achieved. Schibuola et al. [45] compared operating strategies for DR for an HP-coupled 

photovoltaic system. Some studies have investigated the capability of HPs to support transmission 

and system operators by providing ancillary services. Meesenburg et al. [46] found that large two-

stage ammonia HPs can provide ancillary services thanks to their capability to quickly vary the 

electrical energy consumed. More specifically, the authors estimated that the HP’s power input 

could be varied by about 50% in 85 s while maintaining a safe compressor’s operation. Regarding 

HPs in the residential sector, Manner et al. [47] found that the aggregation of residential HPs could 

guarantee valid support for ancillary services. However, the authors stressed the importance of 

developing a real-time control system to manage the whole aggregated system. Rodriguez et al. 

[48]developed and validated a model for managing a cluster of residential HPs in the case of 

frequency regulation. The model revealed that the DR potential of aggregated HPs is significant, 



but particular attention needs to be given to the number of activation times of HPs, and most 

importantly to the duration. Bartolucci et al. [49] showed that worthy cost savings could be 

achieved by the provision of ancillary services via large HPs coupled with thermal storage. 

  

Gap Analysis 

The previous literature review has shown a strong research interest in modeling HP behavior (as 

demonstrated by the large use of machine learning techniques or from research on frost buildup 

and removal) or improving performance during operation by advanced supervisory controllers. 

However, regardless of the purposes, integrated thermodynamic and control modeling has never 

been performed. More specifically, regarding thermodynamic modeling, the performance variation 

due to time-changing boundary conditions (e.g., the outdoor temperature) or the part-load 

operation is typically estimated using catalogs’ data corrected by empirical factors [23], [88]. In 

addition, the control strategy adopted to meet the user’s heating demand (and then the dynamic 

response) is not accounted for [89], [90]. Finally, other studies focused on the development of 

refined HPs’ control strategies for the provision of DR but using very simplified thermodynamic 

modeling [88], [91], [92]. Considering the novel applications of HPs, it is of paramount importance 

to rely on a detailed thermodynamic and control model. In this respect, some papers have pointed 

out that issues could arise when HPs are used to provide flexibility, which cannot be detected by 

relying on very simplified models. For instance, Liu et al. [93] pointed out that drastic changes in 

the compressor speed due to load balancing can lead to wet compression and then to compressor 

damage. Clauß and Georges [94] underlined that in short-time operation the transient effects of the 

HP, such as cycling losses during start-up, are important. Bagarella et al. [95] found via 

experiments that cycling losses due to ON-OFF control could reduce the performance by up to 

13% compared to a steady-state operation. 

In this framework, the provision of modeling on a detailed thermodynamic modeling and the 

embedded architecture control is of paramount importance to achieve more reliable results. More 

specifically, the developed models should provide insights into (i) the ability of the RHP to quickly 

respond to the variation in the cooling and heating demand of the users (e.g., buildings); (ii) the 

capability to adapt to the variation in the local while accounting for limits of the electric motor and 

the embedded controller, and (iii) the possibility to compare new control strategies aimed at 



improving the overall energy performance. The thesis compared different controls (e.g., 

proportional-integral for variable speed, and hysteresis controller for sequential control.) and they 

demonstrated that the modeling complexity of the system control has a significant impact on the 

key performance indicators, proving that this aspect should not be overlooked. For instance, for 

short-term operation, the modeling of the heat pump controller and the transient effects of the heat 

pump, such as cycling losses during start-up, are important. 

 

  



Chapter 2 

Machine modeling 

Objectives: 

• Present the steady-state model of an Induction motor. 

• Give a detailed methodology for obtaining the parameters 

• Present the state-space model 

 

The chapter explores the extensive domain of induction machine modeling, encompassing both 

dynamic and steady-state models across references. It elaborates on the differential equations 

governing the electromagnetic interactions within both the stator and rotor, as well as the equation 

governing motion. These equations are formulated using the space-vector theory, under the same 

foundational assumptions. While applicable to any three-phase AC machine, the focus here 

primarily is on induction motors. The chapter presents formulations in the stator reference frame, 

the rotor reference frame, and a generalized reference frame. This generalized framework enables 

representation in the stator flux-linkage reference frame, the rotor flux-linkage reference frame, 

and the magnetizing flux-linkage reference frame. 

2.1 Steady-State Modeling 

The concept of open-loop voltage/frequency (V/f) control (scalar control) has been extensively 

documented in various papers within the literature [96], [97]. To maintain coherence, the 

fundamental idea is outlined here. Fig. 5. illustrates the steady-state per-phase equivalent circuit 

of a symmetrical three-phase operation induction machine. 
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Figure 5Steady-State per-phase equivalent circuits of IM 

USE THE VOLTAGES WITH TIPS ON THE OTHER SIDE (European convention) 

Where: 

• -𝑈̅𝑠, 𝐸̅𝑔 are the phasors of supply voltage, air gap voltage respectively, 

• -𝐼𝑠̅, 𝐼𝑜̅ , 𝐼𝑟̅
′  are the phasors of stator, mutual, rotor current, 

• -Rs, Rr, Lσs, Lσr, are the resistance, leakage inductance of stator and rotor, 

• Xσs, Xσr are the stator and rotor reactance, 

• ω1 represents the supply frequency in electrical rad/s, 

• s=slip,  

where the ’ refers to stator, taking the steady-state space-vector equations of the IM, the air-gap 

electromagnetic torque is related to the mechanical power and air-gap power as: 
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Where Pm and Pgap are the mechanical and air gap power, and ωm is the rotor mechanical speed (in 

electrical radians). 

The current can be obtained from Fig. 5 as 
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Where: 
m

s
s

X

X = is the stator leakage factor. 

Thus, by substitution of eqn. 2.2 into eqn. 2.1, the electromagnetic torque can be presented in terms 

of the IM parameters as, 
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2.4 

X’ is the transient rotor reactance of the induction machine. 

It follows from 2.3, that by assuming the machine parameters constant, the electromagnetic torque 

is proportional to the square amplitude of the stator voltage for a given slip. By equaling the first 

derivative of 2.3 with respect to the slip to zero, 0=dsdTe
, the critical slip (breakdown slip) is 

given by: 
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This slip corresponds to the maximum torque given by: 
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2.6 

Within eqn. 2.5 and 2.6, the ‘positive’ corresponds to the maximum motoring torque, which is also 

referred to as breakdown torque, and the ‘negative’ is referred to as maximum generated torque. It 

can be observed that the maximum torque is directly proportional to the stator voltage value 

squared and it is inversely proportional to the transient rotor reactance 'X of the IM. Considering 

only the motor mode, it follows from eqn. 2.3 and 2.6 that the ratio of the breakdown torque and 

the torque can be expressed as: 
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2.8 

Equation 2.7 indicates that the steady-state torque, for the same value of the voltage and supply 

frequency, depends only on the slip; this relationship is almost linear for smaller values, where 

speed is almost equal to the synchronous speed. We can say that:, 

s
s

T
T

pe

e

max

max
2  

2.9 

eT

s1
0

peT max

psmax

nsmax

neT max

Motoring

Generating

 

Figure 6 Torque-slip characteristic of an IM at steady-state operation 

Fig. 6 shows a typical torque-slip curve of IM in steady state for negative and positive values of 

slip. On the other hand, the flux linkage of an IM is linked to the air gap voltage as: 
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 The flux linkage can be maintained constant by keeping the ratio between air gap voltage and 

supply angular frequency constant. The rotor current can be rewritten from fig. 5 as a function of 

𝐸̅𝑔 
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Meanwhile, the expression for torque for a constant 
m , can be rewritten as: 
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Where the subscript Eg/f omlpies that the constant flux linkage at eqn2.12. The slip at maximum 

torque can be given following the same procedure as (2.5) 
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And the maximum torque is equal to: 
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2.14 

A revised version of equation (2.9) under constant 
m  at a speed close to the synchronous speed 

yields: 

s
R

s
s

T
T

r

me
fEe g '

2

max

max
/

2

3
2


=  

2.15 

Equation (2.14) shows that the maximum torque is only dependent of the ratio Eg/f , and hence 

remains the same for constant Eg/f. Fig.7 displays a series of steady-state torque-speed 

characteristics for an induction motor operating under constant flux linkage. The parameters 

pertinent to this motor are detailed in Chapter 6. This illustration distinctly indicates that as the 

supply frequency increases, so does the synchronous speed of the motor. Furthermore, at a lower 

supply frequency, the starting torque increases, provided the maximum torque remains consistent. 

Notably, the maximum torque remains nearly unchanged despite fluctuations in frequency. 

 



 

Figure 7.a Torque-speed characteristic of an IM under constant Eg/f 

2.2 Definition of the machine space-vector quantities 

Consider a three-phase electrical machine characterized by a cylindrical structure, a smooth air 

gap, and a single pole pair, featuring three-phase windings on both the stator and the rotor. The 

cross-sectional surface of this configuration is depicted in Figure 7.b. The following assumptions 

are applied: 

• Infinite permeability of iron. 

• Flux density in the air gap is oriented radially. 

• Neglect the stator and rotor slotting effects. 

• Neglect the stator and rotor losses. 

• Each stator and rotor three-phase winding is treated as a full-pitch multi-turn winding. 

• The axes of each stator three-phase winding (sA, sB, sC) are spatially displaced by an angle 

of 2π/3 from each other around the stator periphery. 

• The axes of each rotor three-phase winding (ra, rb, rc) are spatially displaced by an angle of 

2π/3 from each other around the rotor periphery. The electrical angle between the axis of 

the rotor a phase (ra) and the stator A phase (sA) is denoted as θr, and the rotor speed in 

electrical radians per second is expressed as ωr=dθr/dt. 



Absence of zero-sequence stator current, such as when the neutral point of the stator three-phase 

system is isolated. 

                           0)()()( =++ tititi sCsBsA
 (2.15) 

where t is the time variable and isA(t), isB(t), isC(t) are the instantaneous values of the stator currents 

for each stator phase. Under these assumptions, the time and space waveform ( )tf s ,  of the 

resultant total mmf, (magneto-motive force) caused by the three stator phases, can be expressed as 

[2.16]: 
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(2.16) 

 

Figure 7.b Cross section of a three-phase machine 

where  is the electrical angle coordinate along the stator periphery from the “sD” axis, coincident 

with the axis of phase sA (Fig.7.b), and Nse is the number of effective turns of each stator winding 

(given by the number of turns Ns multiplied by the winding factor kws of the stator winding). If 

complex numbers are used, (2.16) can be re-written as: 
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Where Re means “real part”, j is the imaginary unit and a=ej2/3 is a complex operator that makes 

a vector rotate of 2/3 rad. From (2.17) it is possible to define the stator current space-vector in 

the stationary reference frame, coincident with the stator reference frame “sD-sQ”, as follows: 
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(2.18a) 

where 
si  is the amplitude of the stator current space-vector, s is the angle of the stator current 

space-vector from the sD axis, isD(t) and isQ(t) are respectively the instantaneous values of the sD 

and sQ components of the stator current space-vector. It should be however remarked that isD(t) 

and isQ(t) can be directly computed from the phase variables by the so-called two-axis Park 

transformation (also called 23 →  transformation), given by: 
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(2.18b) 

It should be emphasized that, since the current are time-varying, also the amplitude and the angle 

of the stator current space-vector are time-varying.  The stator current space-vector then 

encompasses, thanks to its complex representation, the instantaneous amplitude and angle of the 

sinusoidal mmf distribution produced by the three stator currents. The above considerations permit 

the definition of the stator mmf space-vector as: 

( ) ( )tNt ses sif =
 

(2.19) 

By analogy with the stator currents and mmf, the rotor current space-vector and the rotor mmf 

space-vector can be defined in a similar way. Actually if ira(t), irb(t), irc(t) are the instantaneous 

values of the rotor currents in the three rotor phases and if Nre is the number of effective turns of 

each rotor winding (given by the number of turns Nr multiplied by the winding factor kwr of the 

rotor winding), under the assumption that there are no  zero-sequence rotor currents, the space and 

time mmf distribution produced by the rotor currents is given by:  
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(2.20) 



where , which is a function of the angle , is the electrical angle coordinate along the rotor 

periphery from the “r” axis, coincident with the axis of phase “ra” (Fig. 4.1). If complex numbers 

are used, (2.20) can be re-written as: 
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(2.21) 

It is possible to define the rotor current space-vector in the rotor reference frame, coincident with 

the reference frame “r-rβ”, as: 
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(2.22) 

where ri  is the amplitude of the rotor current space vector, r is the angle of the rotor current 

space vector from the r axis, ir(t) and ir(t)  are respectively the instantaneous values of the r 

and r components of the rotor current space-vector. With a rotational transformation of r the 

rotor current space vector can be expressed in the stationary reference frame as follows: 
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Where ’r =r+r is the angle of the rotor current space-vector from the direct sD axis of the 

stationary reference frame and ird(t) e irq(t) are respectively the instantaneous sD and sQ 

components of the rotor current space in the stationary reference frame. The rotor mmf space-

vector can be likewise defined as: 

( ) ( )tNt re rr if =
 

(2.24) 

In the same way, the stator flux linkage space-vector and the rotor flux linkage space-vector can 

be defined. Particularly the stator flux linkage space vector is defined from the instantaneous value 

of the total flux linkage in the stator phases sA, sB, sC, i.e. sA(t), sB(t), sC(t)  in the stationary 

reference frame, as follows: 
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The total flux linkage in the stator phases due to the combined effect of stator and rotor currents is 

given by the following relationships: 
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(2.26 a, b, c) 

where 
sL  is the self-inductance of each stator phase (assumed equal for each phase for symmetry 

reasons), 
sM  is the mutual inductance between one stator winding and one of the other two stator 

windings (also, in this case, assumed equal for each phase for symmetry reasons),  and 
srM is the 

maximum value of the mutual inductance between the stator and the rotor windings. Due to 

symmetry reasons, this value is constant whatever stator and rotor winding is considered. However 

the mutual inductance between the stator and the rotor windings varies with the rotor angle. By 

using (2.26 a, b, c) and (2.25) and some algebra, the stator flux linkage space-vector can be 

expressed as a function of the stator current space-vector and the rotor current space-vector in the 

stator reference frame: 
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(2.27) 

where 
sss MLL −=  is the total three-phase stator self-inductance, 

srm ML 2/3=  is the three-

phase magnetizing inductance, sD(t) and sQ(t) are respectively the instantaneous values of the 

sD and sQ components of the stator flux linkage space-vector. Eq.(2.27) shows that the stator 

flux linkage is made up of two terms: one is the stator self-flux linkage 
sisL  due only to the 

stator currents, and the other is the mutual flux component '

rimL  due only to the rotor currents 

which link the stator winding. 

Likewise the rotor flux linkage space-vector is defined from the instantaneous value of the total 

flux linkage in the rotor phases ra, rb, rc, i.e.ra(t), rb(t), rc(t), in the rotor reference frame as 

follows: 
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(2.28) 

Also in this case the total flux linkage in the rotor phases due to the combined effect of stator and 

rotor currents is given by the following relationships: 
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(2.29. 

a,b,c) 

where 
rL  is the self-inductance of each rotor phase (assumed equal for each phase for symmetry 

reasons), and 
rM  is the mutual inductance between one rotor winding and one of the other two 

rotor windings (also in this case assumed equal for each phase for symmetry reasons). By using 

(2.29 a, b, c) and  (2.28) and some algebra, the rotor flux linkage space-vector can be expressed 

as a function of the stator current space-vector and the rotor current space-vector in the rotor 

reference frame: 
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where 
rrr MLL −=  is the total three-phase rotor self-inductance, rj

e
−

= s

'

s ii  is the stator 

current space-vector in the rotor reference frame, r(t) and r(t)  are respectively the 

instantaneous values of the rα and rβ components of the rotor flux linkage space-vector. 

The rotor flux linkage space-vector in the stator reference frame can be expressed by: 
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(2.31) 

Where rd(t) and rq(t) are respectively the instantaneous values of the sD and sQ components of 

the rotor flux linkage space-vector. Similarly to the above definition, the stator voltage space-

vector and the rotor voltage space-vector can be introduced. Thus, in absence of zero-sequence 

stator voltages, the stator voltage space-vector in the stator reference frame is defined as: 
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(2.32) 

Where usA(t), usB(t), usC(t) are the instantaneous values of the voltages in the stator phases sA, sB, 

sC and usD(t) and usQ(t) are respectively the instantaneous values of the sD and sQ components of 

the stator voltage space-vector. Likewise, in absence of zero-sequence rotor voltages, the rotor 

voltage space-vector in the rotor reference frame is defined as: 
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(2.33) 

Where ura(t), urb(t), urc(t) are the instantaneous values of the voltages in the rotor phases ra, rb, rc 

and ur(t) and ur(t) are respectively the instantaneous values of the rα and rβ components of the 

rotor voltage space-vector. The rotor voltage space-vector in the stator reference frame is given 

by: 
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where urd(t) and urq(t) are respectively the instantaneous values of the sD and sQ components of 

the rotor voltage space-vector. 

2.3 Phase equations of the induction machine 

In the stator reference frame, the equations describing the AC machine for each stator phase are: 
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(2.35 

a,b,c) 

where Rs is the resistance of each stator winding and the stator flux-linkages sA, sB, sC are 

functions of stator and rotor currents (see eq.s 2.26 a, b, c). Similarly, in the rotor reference 

frame, the equations describing the AC machine for each stator phase are: 
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(2.36. 

a,b,c) 

Where Rr is the resistance of each rotor winding and the rotor flux-linkages ra, rb rc are 

functions of stator and rotor currents (see eq.s 2.29 a, b, c). 

The equation of motion is given by: 
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(2.37) 



where te is the electromagnetic torque, tl the load torque, Jm is the inertia of the rotating masses, D 

is the damping constant which accounts for losses due to friction and windage, and rm is the 

mechanical rotor speed expressed in mechanical angles.Eq (2.36 a, b, c) and (2.35 a, b, c) together 

with eq, (2.26 a, b, c) and (2.29 a, b, c) as well as the equation of the motion (2.37) constitute the 

so-called “phase-variable” dynamical mathematical model of the induction motor. In this model 

the input-output relationship between currents and voltages requires a matrix impedance of 36 

terms, half of which are time-dependant because of the presence of cosine functions of the rotor 

position.  

2.4 Space-vector equations in the stator reference frame 

 The differential equations (2.35. a, b, c) and (2.36 a, b, c) can be easily re-written by using the 

space-vector theory in the stator or stationary reference frame, which yields the following two 

equations, written for the stator and the rotor respectively: 
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The stator and rotor flux-linkages can be expressed as a function of the rotor and stator currents 

by using eq.s (2.27) and (2.31) re-written beneath for convenience:  
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By replacing the flux-linkages of (2.40) and (2.41) into (2.38) and (2.39) results in the differential 

equations relating rotor and stator voltage space-vectors to rotor and stator current space: 
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(2.42) 

( ) ( ) ( )s

'

r

s

'

r'

r

'

r ii
ii

iu mrr
mr

r LLj
dt

Ld

dt

Ld
R +−++= 

 

(2.43) 

The above two equations (2.42) and (2.43) together with the equation of the motion (2.37) 

constitute the dynamical model of the induction motor expressed with space-vectors in the stator 

reference frame. The electromagnetic torque te created by the induction motor can be written, by 



using space-vectors in the stator reference frame, as a function of the stator (or rotor) flux-linkage 

and the rotor or stator current, or directly as a function of only the stator and rotor currents, as 

shown below:  
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(2.44) 

where p is the number of pair poles of the machine and “” is the symbol of vector product for 

complex numbers.  

 

2.5 State-Space Model of the Induction Machine 

If the stator current and the rotor flux-linkage space vectors are chosen as state variables, the 

state equations of the induction machine in the stationary reference frame can be written as: 
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where:  
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with:  
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In the above state representation 

 

x = is, r

'  is the state vector, comprised of the stator current and 

rotor flux linkage direct and quadrature components in the stationary reference frame, 

 

us is the 

input vector composed of the stator voltage direct and quadrature components in the stationary 

reference frame, A is the state matrix (4x4 matrix) depending on the rotor speed 

 

r , B is the input 

matrix and finally C is the output matrix. Refer to Appendix 3 to see the detailed computation of 

the motor parameters. 



 

Summary: 

Chapter 2 presents a full insight into induction motor drives. The steady-state model of an 

Induction motor and introduction to machine space vector quantites are also presented. The motor 

phase equationa are given with the state-space model of IM. A detailed methodology for obtaining 

the parameters of an IM is presented in appendix 3. 

  



Chapter 3 

Reversible heat pump modeling 

Objectives: 

• Model the heating and cooling modes of an RHP 

• Implement the state-space model of the RHP 

Recent technologies perform heating and cooling utilizing a reversible heat pump technology 

incorporating refrigerants and secondary fluid.  

Basic refrigeration concepts that govern the Heating Ventilating and Air Conditioning (HVAC) 

system are covered in this chapter. The process of heating, cooling, humidifying, dehumidifying, 

and seasonal operation is covered. An insight into different refrigeration cycles is presented to 

introduce the topic. Heating is the gaining of heat or energy from the environment into a given 

space utilizing temperature differences. The process is maneuvered in various ways: 

• Direct radiation  

• Free convection 

• Direct heating of air using forced circulation 

• Indirect heating of air by transferring a secondary heated fluid (e.g. water) 

The last point is of interest as the gain of temperature or heat in the air by the transfer of heated 

water is called sensible heat transfer. See chapter (4) to see the equation related to sensible heat 

transfer. 

Humidification is the transfer or gain of water vapor to atmospheric air and the heat transfer is 

increased with the increasing ratio of water in the water-air concentration. The gain of temperature 

or heat by water is called Latent heat Transfer. To maintain the concentration water vapor or 

droplets are sprayed that are evaporated into the circulating stream of air[98].  

Cooling is removing of heat or energy from a space and rejecting it to the environment outside by 

means of using means of temperature difference between gases and liquids or vapor (e.g., air, 

water, or various refrigerants). The sensible heat transfer in cooling mode operation is a negative 

value is removed or extracted from the air stream. 



Dehumidification is the transfer or removal of water vapor from atmospheric air, as a consequence 

it results in the removal of heat known as latent energy and is denoted as negative.  

 

3.1 Vapor compression cycle 

The vapor compression cycle continuously changes a chemical substance or refrigerant from liquid 

to gas and vice-versa using the following stages[35]: 

I. Compression- a low-pressure gas is compressed via a compressor, as a result, the overall pressure 

is increased.  

II. Condensation- a high-pressure hot gas is in contact with the outdoor air via the condenser.  As a 

result, heat is lost to the environment, and hot gas changes state to a liquid or vapor. 

III. Expansion- an expansion value changes the volumetric area of the inlet and outlet ratio, reducing 

the pressure and temperature of the liquid. 

IV. Evaporation- a low-pressure liquid removes heat from the given space or liquid via the evaporator. 

The liquid evaporates to a gas and the overall temperature is increased and the stage is repeated. 

A refrigerant is a term that refers to any substance that absorbs heat. Secondary refrigerant is the 

term to classify substances that do not change state (gas to liquid or vice versa) water and brine 

that absorb heat but do not undergo a phase or state change. The above-listed stages define the 

process of each of the components of a basic refrigeration cycle in a vapor compression device. It 

is also important to understand the types of components used. 

3.2 Compressor types 

Typically, used compressors for the compression stage in the vapor compression cycle are 

presented below.  

Rotary Compressor 

Rotary compressors are used for large reversible heat pump applications and are comprised of 

screw and centrifugal compressors[99]. The capacity ranges from 150 tons to 10,000 tons and due 

to various configurations and complexity of the large plants, it will not be the focus of this research 

work. 

Scroll Compressor 

A scroll compressor is composed of two spiral-shaped vessels with a positive displacement. For 

this study, a scroll compressor is used to cater to a medium-scale commercial building. Fig. 8 



depicts One scroll vessel is fixed while the counterpart is rotational about its axis and coupled to 

an electric motor. 

Fixed Vessel Rotating Vessel

 

Figure 8 Scroll Vessel 

The rotating scroll plate continuously compresses the refrigerant by changing the geometry of the 

scroll plates. This action results in compression of the refrigerant (working fluid). Scroll 

compressors are regarded as medium-capacity compressors with a working capacity from 1.5 tons 

to 40 tons (5.28 kW to 140.68 kW), with a maximum combined capacity of about 60-160 tons. Let 

us also understand the other components that are used in the Reversible Heat Pump (RHP). 

Heat Exchangers (HE) 

HEs are used in the condensation and evaporation stage of the vapor compression cycle. For this 

research a brazed plate HE and a fin and tube HE are used as the heat exchangers for cooling and 

heating mode operations. Brazed-plate HE is used on the water-to-refrigerant side and a fin and 

tube HE is used are the air-to-refrigerant side. 

Brazed plate HE 

The Brazed plate HE is utilized due to its higher operating pressure and temperature levels 

compared to the traditional Plate HE. The traditional gaskets are replaced with brazed plates and 

were originally developed in 1977[100]. It consists of several identical 0.3 mm thick stainless-

steel plates compacted together with brazed metal in the middle. Multiple layers are assembled in 

succession, the brazed metal commonly used is copper with about 0.1 mm thickness while nickel 

alloy is used with ammonia compounds[100]. The operational range in terms of the temperature 

of a BPHE is -196 to 225 Degrees Celsius at about 30 bar pressure. BPHEs are less bulky, light in 

weight, relatively cheaper, and have higher operating points making them widely divested in 

district heating, refrigeration, and domestic boilers for medium heat capacity. To understand the 

thermal and hydraulic characteristics of a BPHE work by [101] gives a full insight. 



 

Fin-and-tube HE 

It is one of the most commonly used HEs, used in air-conditioning, refrigeration process 

equipment, and power plants. The fin-and-tube HE is used in application with the heat transfer 

coefficient of one fluid being lower in comparison to the other (Air to refrigerant). The high heat 

coefficient fluid is low in the pipes while the lower coefficient fluid flows along the fins[102]. Air 

flows outside in between the fins and the tubes that contain the refrigerant giving the name “Air-

cooled HE”. The fins are manufactured and arranged individually or continuously around the 

tubes.  

Expansion Valve (EV) 

EVs are used in the expansion stage of a vapor compression cycle. Typically, various types of EVs 

are available for heating and cooling applications. EVs are used for several reasons[77]:  

a) maintain the pressure between the condenser and evaporator.  

b) Meter flowrate of refrigerant to the evaporator (cooling) and condenser (heating) in reversible heat 

pump. 

c) Ensure the compressor input is gas.  

Traditionally, Thermostatic EVs (TEV) were widely used to control the flow rate of refrigerant 

while electronic EVs are currently diffused into the Vapor Compression (EEV) cycle for heating 

and cooling applications. The advantages of using an EEV over a TEV are that; the quick response 

in transient conditions [78], increases the overall Coefficient of Performance (COP) [103]and the 

smaller pressure difference between the high and low sides[79], [80]. The overall operation of 

RHP in cooling or heating mode depends on the positioning of the 4-way valve, it will be discussed 

in detail. Let's understand the cooling and heating process of an RHP.  

HVAC technologies have an essential purpose in providing and maintaining a comfortable indoor 

environment for occupants. This thesis will focus mainly on Reversible Heat pumps (RHPs), as an 

essential cooling and heating mechanism, and provide an overview of different classifications of 

the technology, different components, and different modeling techniques (Chapter 3). To begin 

with, the working principle of a heat pump is to transfer heat via a circulating refrigerant (working 

fluid). The refrigerant tends to heat upon compression and cools once expanded, hence in a liquid 

state the refrigerant tends to evaporate (Vapor state) in a low-temperature heat exchanger 

(condenser) and is able to reject heat in a defined space. Once in vapor state, the refrigerant is 



compressed and condensation occurs in the high temperature heat exchanger (evaporator) where 

heat is released to the environment as shown in Fig.9. 

 

3.3 Cooling mode 

During cooling mode operation, a reversible heat-pump operates as a chiller where the air-to-

refrigerant heat exchanger is the condenser, the brazed-plate heat exchanger is the evaporator, the 

cooling mode expansion value (EV) is operational and the refrigerant is moving the direction 

indicated by the blue arrow. In cooling mode operation, the desired goal is to maintain the water 

supply temperature (Tws) at a fixed temperature (e.g. 7 oC). The water return temperature (Twr) 

tends to be warmer, it depends on the cooling demand of the building at any given instant.  

Heat is removed from the warm water in the evaporator, by the flow of refrigerant and rejected to 

the environment at the condenser. An electric motor is used to maintain or regulate the flow of the 

refrigerant.  

3.4 Heating mode 

During heating mode operation, a reversible heat pump operates as a heat pump where the air-to-

refrigerant heat exchanger is the evaporator, the brazed-plate heat exchanger is the condenser, and 

the heating mode EV is operational. The refrigerant is moving in the direction indicated by the red 

arrow. In heating mode operation, the desired goal is to maintain the water supply temperature 

(Tws) at a fixed temperature (e.g. 40-55oC). The water return temperature (Twr) tends to be cooler, 

it depends on the cooling demand of the building at any given instant.  

The active component exerting work in the system is the compressor, the work traditionally was 

achieved using engines, and as known from literature the efficiency of an engine is lower than 

available technologies, it is polluting to the environment and highly expensive to maintain. Motors 

succeeded as the workforce of RHP technologies due to high efficiency, low maintenance cost, 

less pollution to the environment, and its robust nature. The focus of this thesis will be on electrical 

motor-driven RHP systems. 

  



3.5 Reversible Heat Pumps Operation with electrical drive 

Before delving into the details of the thermodynamic and control modeling of a reversible air-to-

water heat pump (HP), it is necessary to provide a schematic description of the reference unit. Fig. 

9 illustrates the components, main variables, and acronyms. The refrigerant flow direction is 

indicated by red arrows for the 'heating mode' and blue arrows for the 'cooling mode'. In this 

system, an air-to-refrigerant heat exchanger (such as a tube-and-fin coil or a plate-and-fin unit) 

functions as the condenser (CND) during summer and as the evaporator (EVP) during winter. It is 

important to note that the outdoor air's temperature and relative humidity are denoted as ODT and 

RH, respectively. Additionally, a brazed-plate heat exchanger is employed to either cool or heat 

the water circulating in the hydraulic loop. 
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Figure 9 Simplified scheme of a reversible air-to-water HP 

The temperature of the water returning from the hydronic loop is indicated as Twr. Then, the HP 

heats (or cools down) the water flow rate to a desired temperature, indicated here as “supply 

temperature”, Tws (green arrow in the figure). As shown in the figure, the compressor (CMP) is 

typically driven by an Induction Motor (IM). To maintain a de-sired value of the temperature of 

Tws, the controller (CTRL) will act on the IM by regulating the speed (in the case of variable speed 

control) or cycling it “ON” and “OFF” (in the case of Start-stop control). 



The model of a RHP is dependent upon the mode of operation (heating or cooling) and control 

topology (Constant or variable speed). This chapter will present all 4 configurations:  

• Variable speed drive for cooling 

• Variable speed drive for heating 

• Constant speed control for cooling 

• Constant speed control for heating 

3.6 Variable Speed Drive (VSD) 

Cooling mode: 

An RHP model with VSD for cooling mode operation as an air-cooled chiller is presented. Two 

important quantities from literature are the cooling capacity delivered by the chiller (𝐶𝐶) and the 

mechanical power required by the CMP (𝑃𝑚,𝐶), Eqs 3.1.a-b are used respectively presented.  More 

specifically, these quantities are given as a function of the compressor rotating speed (𝜔𝐶𝑀𝑃), the 

dry-bulb temperature of the outdoor air (𝑂𝐷𝑇), and the temperature of the water returning from 

the hydronic circuit and entering the evaporator (𝑇𝑤𝑟). 

𝐶𝐶 = 𝐿1𝜔𝐶𝑀𝑃 + 𝐿2𝑂𝐷𝑇 + 𝐿3𝑇𝑤𝑟 (3.1.a) 

𝑃𝑚,𝐶 = 𝐾1𝜔𝐶𝑀𝑃 + 𝐾2𝑂𝐷𝑇 + 𝐾3𝑇𝑤𝑟 (3.1.b) 

𝐾1, 𝐿1, 𝐿2, 𝐾2, 𝐿3, and 𝐾3 are coefficients for 𝜔𝑠, 𝑂𝐷𝑇 and 𝑇𝑤𝑟. These coefficients can be found 

by using numerical methods data available from experiments or ad-hoc simulations (see chapter 

6).  The temperature of the water entering the EVP, i.e., 𝑇𝑤𝑟 into the brazed plate heat exchanger, 

it is obtained from the dynamic model of the hydronic circuit served by the chiller. This simplified 

model, which is sufficient for this analysis is presented in Eq.3.2,  

𝑑𝑇𝑤𝑟

𝑑𝑡
=

1

𝐶𝑠
(CC − CL) (3.2) 

where the time variation of  𝑇𝑤𝑟 is proportional to the difference between the CC and the building 

cooling load (i.e., CL). 𝐶𝑠 is a coefficient that quantifies the thermal inertia of the hydronic circuit 

coupled to the HP. Eqs.3.3.a-b were used to estimate this quantity. In particular, Eq.3.3.b is also 

known as the “Portoso’s Equation” [34]which is typically used in Italy during the design phase of 

hydronic loops for air conditioning, to quantify the amount of water in the hydronic circuit for a 

safe operation of the compressors of vapor compression systems  [104]. 



𝐶𝑠 = ρ𝑤 𝑐𝑝,𝑤𝑉𝑑𝑒𝑠 (3.3.a) 

𝑉𝑑𝑒𝑠 =
60𝐶𝐶𝑛𝑜𝑚

ρ𝑤  𝑐𝑝,𝑤 (
∆𝑇𝑤𝑟

∆𝜏 )
𝑟𝑒𝑓

 
(3.3.b) 

More specifically, ρ𝑤 is the density of water, 𝑐𝑝,𝑤 is the isobaric specific heat capacity of water, 

and  𝑉𝑑𝑒𝑠 is the volume of the water desired in the hydronic loop for the safe operation of the HP. 

𝐶𝐶𝑛𝑜𝑚 is the nominal cooling capacity delivered by the reversible HP in the design point and 

(
∆𝑇

∆𝜏
)
𝑟𝑒𝑓

 is the maximum variation of the water return from the hydronic loop in one minute. 

Typically, it is assumed to be 5 °C/min. This value was derived from observation in the field. If 

values larger than the mentioned threshold are assumed, it will be likely that the refrigerant exiting 

the EVP could be not superheated, thus damaging the CMP.  

Once the CC, the temperature of the water supplied to the building (𝑇𝑤𝑠) is computed using the 

energy conservation applied to the chiller as shown in Eq.3.4,  

𝑇𝑤𝑠 = 𝑇𝑤𝑟 −
CC

𝑚̇𝑤𝑐𝑝,𝑤
 (3.4) 

where 𝑚̇𝑤 is the mass flowrate of water circulating in the hydronic loop. The mass flowrate of 

water is constant through the operational period. Note that  𝑇𝑤𝑠 is typically assumed as the 

controlled variable by the action of the controller.  

Once known the mechanical power required by the CMP (Eq.3.1-b), the mechanical load torque 

𝑇𝐿 is calculated using Eq.3.5, as a function of the compressor rotating speed (𝜔𝐶𝑀𝑃 usually 

measured in rpm/min). The factor 
60

2𝜋
  is used to covert 𝜔𝐶𝑀𝑃 from rpm/min to rad/s [105]. 

𝑇𝐿 = 
60  P𝑚,𝐶

2𝜋 𝜔𝐶𝑀𝑃
 

(3.5) 
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Figure 10 VSD Cooling Mode HP model 

As depicted in Figure 10, the Refrigerant Heat Pump (RHP) in cooling mode is operational. The 

process begins by utilizing equation 3.1.a and 3.1.b, with inputs comprising 𝜔𝐶𝑀𝑃 (Compressor 

Speed), ODT (Outdoor Temperature), and 𝑇𝑤𝑟 (Return Water Temperature) as shown by the grey 

dotted lines. The outcomes of these equations are the Cooling Capacity (CC) and the Mechanical 

Power of the Compressor (𝑃𝑚,𝐶) as depicted by the blue botted lines. Both CC and the Cooling 

Load (CL) serve as inputs to the hydronic loop, facilitating the computation of 𝑇𝑤𝑟, as outlined in 

equation 3.2. Concurrently, the Chiller Setpoint (C_s) is determined using equations 3.3.a and 

3.3.b. Subsequently, 𝑇𝑤𝑠 is redefined according to equation 3.4 and employed as the controlling 

variable in a Variable Speed Drive (VSD) chiller during its cooling mode operation.  

Heating mode: 

An HP model with VSD for heating mode operation is presented. Two important quantities from 

the literature are the delivered heating capacity (HC) and the required mechanical power (𝑃𝑚,𝐻) 

for an HP. More specifically, both quantities are dependent on the compressor rotating speed 

(𝜔𝐶𝑀𝑃), the dry-bulb temperature, and the relative humidity of the outdoor air (indicated as 𝑂𝐷𝑇 

and 𝑅𝐻, respectively), and the temperature of the water returning from the building and entering 

the HP’s CND (𝑇𝑤𝑟).  

In this work, Eqs.3.5.a-b are used for representing Eqs. 3.1.a-b. More specifically, as shown in the 

cited equations, HC and 𝑃𝑚,𝐻 are given as a linear function of the main variables, 



 where 𝐾1, 𝐿1, 𝐿2, 𝐾2, 𝐿3 , and 𝐾3, are fitting coefficients for 𝜔𝐶𝑀𝑃, 𝑂𝐷𝑇, and 𝑇𝑤𝑟. These unknown 

coefficients can be derived by using numerical methods applied to data collected from experiments 

or ad-hoc simulations. It is worth noting that RH is not included in Eqs 3.5.a-b. As will be seen 

later, the moderately cold winter of the reference climatic zone does not result in frost formation 

on the evaporator surface. Therefore, the RH value has a negligible influence in this case. In 

addition, it also necessary to stress that for these reason, the model described in the following is 

limited only for those cases where the defrosting cycle is rarely activated.  Regarding the ODT 

values in Eqs 3.5.a-b, they can be obtained by using a weather database. Conversely, the 

temperature of the water returning from the hydraulic loop, i.e., 𝑇𝑤𝑟, depends on the heating 

demand of the user (in the following indicated as heating load, HL) and the thermal inertia of the 

hydronic loop. More specifically, Eq. 3.6 represents the dynamic model of the hydronic circuit 

served by the HP, 

𝑑𝑇𝑤𝑟

𝑑𝑡
=

1

𝐶𝑠
(𝐻𝐶 − 𝐻𝐿) (3.6) 

where the variation of 𝑇𝑤𝑟 is directly related to the difference between HC and HL (i.e., the 

difference between the HP’s capacity and the heating load). 𝐶𝑠 is a coefficient (kJ/°C) used to 

account for the inertia of the hydronic loop coupled to the HP. Eqs 3.7.a-b were adopted to estimate 

this quantity. More specifically, in Eq. 3.7.a ρw is the density of water, cw is the specific heat 

capacity of water, and Vdes is the desired volume of water in the hydronic loop. This quantity is 

derived from “Portoso’s Equation” [106], and it is often adopted as a “Rule of Thumb” to estimate 

the desired amount of water in the hydronic loop, needed for a safe operation of the CMPs,  

𝐶𝑠 = ρ𝑤 𝑐𝑤𝑉𝑑𝑒𝑠 (3.7.a) 

𝑉𝑑𝑒𝑠 =
60 𝐶𝑛𝑜𝑚

ρ𝑤  𝑐𝑤 (
∆𝑇
∆𝜏)

𝑟𝑒𝑓

 
(3.7.b) 

In Eq. 3.7.b, Cnom is the nominal capacity delivered by the HP (typically in cooling mode) at 

the design condition and (
∆𝑇

∆𝜏
)
𝑟𝑒𝑓

is the maximum variation of the water return temperature from 

𝐻𝐶 = 𝐿1𝜔𝐶𝑀𝑃 + 𝐿2𝑂𝐷𝑇 + 𝐿3𝑇𝑤𝑟 (3.5.a) 

𝑃𝑚,𝐻 = 𝐾1𝜔𝐶𝑀𝑃 + 𝐾2𝑂𝐷𝑇 + 𝐾3𝑇𝑤𝑟 (3.5.b) 



the hydronic loop (typically set to 5 °C/min).  Finally, the temperature of the water supplied to the 

building (𝑇𝑤𝑠) is calculated by applying the energy conservation equation to the HP as shown in 

Eq. 3.8,  

𝑇𝑤𝑠 = 𝑇𝑤𝑟 +
𝐻𝐶

𝑚̇𝑤𝑐𝑤
 (3.8) 

where 𝑚̇𝑤 is the mass flow rate of water circulating entering the HP. Note that 𝑇𝑤𝑠 is assumed as 

the controlled variable by the action of the controller.   
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Figure 11 VSD heating mode model 

As depicted in Figure 11, the Reversible Heat Pump (RHP) in heating mode operation. The process 

begins by utilizing equations 3.5.a and 3.5.b, with inputs comprising 𝜔𝐶𝑀𝑃 (Compressor Speed), 

ODT (Outdoor Temperature), and 𝑇𝑤𝑟 (Return Water Temperature) as shown by the grey dotted 

lines. The outcomes of these equations are the Heating Capacity (HC) and the Mechanical Power 

of the Compressor (𝑃𝑚,𝐻) as depicted by the red botted lines. Both HC and the Heating Load (HL) 

serve as inputs to the hydronic loop, facilitating the computation of 𝑇𝑤𝑟, as outlined in equation 

3.6. Concurrently, the Chiller Setpoint (𝐶𝑠) is determined using equations 3.7.a and 3.7.b. 

Subsequently, 𝑇𝑤𝑠 is redefined according to equation 8 and employed as the controlling variable 

in a Variable Speed Drive (VSD) heat pump during its heating mode operation.  

 



3.7 Constant Speed Control (CSC) 

Cooling mode 

An HP model with CSC for cooling mode operation is presented. Two important quantities from 

literature are the cooling capacity delivered by the chiller (𝐶𝐶) and the mechanical power required 

by the CMP (𝑃𝑚,𝐶), Eqs 3.9.a-b are used respectively.  More specifically, these quantities are given 

as a function of the dry-bulb temperature of the outdoor air (𝑂𝐷𝑇), and the temperature of the 

water returning from the hydronic circuit and entering the evaporator (𝑇𝑤𝑟). 

𝐶𝐶 = 𝐿1𝑂𝐷𝑇 + 𝐿2𝑇𝑤𝑟 (3.9.a) 

𝑃𝑚,𝐶 = 𝐾1𝑂𝐷𝑇 + 𝐾2𝑇𝑤𝑟 (3.9.b) 

𝐾1, 𝐿1, 𝐿2, 𝐾2, 𝐿3, and 𝐾3 are coefficients for 𝜔𝑠, 𝑂𝐷𝑇 and 𝑇𝑤𝑟. These coefficients can be found 

by using numerical methods data available from experiments or ad-hoc simulations. In order to 

model the overall system equation 3.2 to equation 3.5 can be used from sections. 

 

Figure 12 CSC model for cooling mode 

As shown in Figure 12, the Reversible Heat Pump (RHP) is in cooling mode operation. The process 

begins by utilizing equations 3.9.a and 3.9.b, with inputs ODT (Outdoor Temperature), and 𝑇𝑤𝑟 

(Return Water Temperature) as shown by the grey dotted lines. The outcomes of these equations 

are the Cooling Capacity (CC) and the Mechanical Power of the Compressor (𝑃𝑚,𝐶) as depicted 

by the blue botted lines. Both CC and the Cooling Load (CL) serve as inputs to the hydronic loop, 

facilitating the computation of 𝑇𝑤𝑟, as outlined in equation 3.2. Concurrently, the Chiller Setpoint 

(𝐶𝑠) is determined using equations 3.3.a and 3.3.b. Subsequently, 𝑇𝑤𝑠 is redefined according to 



equation 3.4 and employed as the controlling variable in a Constant speed control (CSC) chiller 

during its Cooling mode operation.  

Heating mode: 

An HP model with VSD for heating mode operation is presented. Two important quantities from 

literature are the delivered heating capacity (HC) and the required mechanical power (𝑃𝑚,𝐻) for an 

HP. More specifically, both quantities are dependent on the compressor rotating speed (𝜔𝐶𝑀𝑃), the 

dry-bulb temperature, and the relative humidity of the outdoor air (indicated as 𝑂𝐷𝑇 and 𝑅𝐻, 

respectively), and the temperature of the water returning from the building and entering the HP’s 

CND (𝑇𝑤𝑟).  

 

In this work, Eqs. 3.10.a-b are used for representing Eqs 3.1.a-b. More specifically, as shown in 

the cited equations, HC and 𝑃𝑚,𝐻 are given as a linear function of the main variables, where 

𝐾1, 𝐿1, 𝐿2, 𝐾2, 𝐿3 , and 𝐾3, are fitting coefficients for 𝜔𝐶𝑀𝑃, 𝑂𝐷𝑇, and 𝑇𝑤𝑟. These unknown 

coefficients can be derived by using numerical methods applied to data collected from experiments 

or ad-hoc simulations. It is worth noting that RH is not included in Eqs 3.2.a-b. As will be seen 

later, the moderately cold winter of the reference climatic zone does not result in frost formation 

on the evaporator surface. 

𝐻𝐶 = 𝐿1𝜔𝐶𝑀𝑃 + 𝐿2𝑂𝐷𝑇 + 𝐿3𝑇𝑤𝑟 (3.10.a) 

𝑃𝑚,𝐻 = 𝐾1𝜔𝐶𝑀𝑃 + 𝐾2𝑂𝐷𝑇 + 𝐾3𝑇𝑤𝑟 (3.10.b) 



 

Figure 13 CSC model for heating model 

As depicted in Figure 13, the Reversible Heat Pump (RHP) in heating mode operation. The process 

begins by utilizing equations 3.10.a and 3.10.b, with inputs comprising ODT (Outdoor 

Temperature), and 𝑇𝑤𝑟 (Return Water Temperature) as shown by the grey dotted lines. The 

outcomes of these equations are the Heating Capacity (HC) and the Mechanical Power of the 

Compressor (𝑃𝑚,𝐻) as depicted by the red botted lines. Both HC and the Heating Load (HL) serve 

as inputs to the hydronic loop, facilitating the computation of 𝑇𝑤𝑟, as outlined in equation 3.6. 

Concurrently, the Chiller Setpoint (𝐶𝑠) is determined using equations 3.7.a and 3.7.b. 

Subsequently, 𝑇𝑤𝑠 is redefined according to equation 8 and employed as the controlling variable 

in a Variable Speed Drive (VSD) heat pump during its heating mode operation.  

3.8 Multi-variable model: 

For cooling mode operation of chiller linear equations for modeling 𝐶𝐶 and 𝑃𝑚 are presented 

below: 

𝐶𝐶 = 𝐴0 + 𝐴1𝑇𝑤𝑟 + 𝐴2𝑂𝐷𝑇 + 𝐴3𝑓+𝐴4𝑂𝐷𝑇 𝑇𝑤𝑟 + 𝐴5𝑓
2 + 𝐴6𝑇𝑤𝑟𝑓 + 𝐴7𝑂𝐷𝑇 𝑓  (3.11) 

𝑃𝑚,𝐶 = 𝐵0 + 𝐵1𝑇𝑤𝑟 + 𝐵2𝑂𝐷𝑇 + 𝐵3𝑓+𝐵4𝑂𝐷𝑇 𝑇𝑤𝑟 + 𝐵5𝑓
2 + 𝐵6𝑇𝑤𝑟𝑓 + 𝐵7𝑂𝐷𝑇 𝑓 (3.12) 

The coefficients  𝐴0, 𝐴1, 𝐴2, 𝐴3,  𝐴4,  𝐴5, 𝐴6, 𝐴7, 𝐵0, 𝐵1, 𝐵2, 𝐵3,  𝐵4,  𝐵5, 𝐵6, 𝑎𝑛𝑑 𝐵7 are 

obtained using regression methodology to model the quantities. This approach it used in few 

published articles [107], [108]  where a combination of the input variables are used. However, 

unlike the initially proposed model, this particular approach increases the  



For heating mode operation of chiller linear equations for modelling 𝐻𝐶 and 𝑃𝑚,𝐻 are presented 

below: 

𝐻𝐶 = 𝐴0 + 𝐴1𝑇𝑤𝑟 + 𝐴2𝑂𝐷𝑇 + 𝐴3𝑓+𝐴4𝑂𝐷𝑇 𝑇𝑤𝑟 + 𝐴5𝑓
2 + 𝐴6𝑇𝑤𝑟𝑓 + 𝐴7𝑂𝐷𝑇 𝑓  (3.13) 

𝑃𝑚,𝐻 = 𝐵0 + 𝐵1𝑇𝑤𝑟 + 𝐵2𝑂𝐷𝑇 + 𝐵3𝑓+𝐵4𝑂𝐷𝑇 𝑇𝑤𝑟 + 𝐵5𝑓
2 + 𝐵6𝑇𝑤𝑟𝑓 + 𝐵7𝑂𝐷𝑇 𝑓 (3.14) 

The coefficients  𝐴0, 𝐴1, 𝐴2, 𝐴3,  𝐴4,  𝐴5, 𝐴6, 𝐴7, 𝐵0, 𝐵1, 𝐵2, 𝐵3,  𝐵4,  𝐵5, 𝐵6, 𝑎𝑛𝑑 𝐵7 are 

obtained using regression methodology to model the quantities  

3.9 State space model  

To implement the state-space model of an RHP, separate model will be presented for a chiller 

(cooling mode) and heat-pump (heating mode). Considering to above steady state Eqs 3.1.a. and 

3.1.b are rewritten with dynamics. It also important to highlight that eqn 3.1.b is considered 

redundant since the induction motor modelling (see chapter 2) already incorporates the electrical 

power and mechanical power is achieved using eqn. 3.15 since the electromagnetic torque is 

already known. 

 P𝑚,𝐶 = 
𝜔𝐶𝑀𝑃  T𝑒

2𝜋 𝜔𝐶𝑀𝑃
 

(3.15) 

 

3.9.1 VSD Cooling Mode 

Let’s rewrite eqn. 3.1.a with dynamics, by taking  𝐶𝐶 = 𝑢, where 𝑢 = 𝐿1𝜔𝐶𝑀𝑃(k) + 𝐿2𝑂𝐷𝑇(𝑘) +

𝐿3𝑇𝑤𝑟(𝑘). This gives the definition of: 

𝐶𝐶̇(k) = −𝛼𝐶𝐶(𝑘) + 𝑢 (3.16.a) 

Expanding the term:  

𝐶𝐶̇(k) = −𝛼𝐶𝐶 (𝑘) + 𝐿1𝜔𝐶𝑀𝑃(k) + 𝐿2𝑂𝐷𝑇(𝑘) + 𝐿3𝑇𝑤𝑟(𝑘) (3.16.b) 

Using Euler’s backward difference discretization to eqn. 3.16.b: 

𝐶𝐶(k + 1) = (1 − 𝛼𝑇𝑠)𝐶𝐶(𝑘) + 𝑇𝑠𝐿1𝜔𝐶𝑀𝑃(k) + 𝑇𝑠𝐿2𝑂𝐷𝑇(𝑘) + 𝑇𝑠𝐿3𝑇𝑤𝑟(𝑘) (3.17) 

Taking the Euler difference discretization for eqn. 3.2, note 
𝑑𝑇𝑤𝑟

𝑑𝑡
= 𝑇𝑤𝑟

̇ (𝑘): 

𝑇𝑤𝑟(k + 1) = 𝑇𝑤𝑟(k) +
𝑇𝑠

𝐶𝑠
(CC(k) − CL(k)) (3.18) 



Taking eqn.3.17 and eqn. 3.18 the state space equation for RHP is cooling mode as a chiller is 

obtained: 

[
𝐶𝐶(k + 1)

𝑇𝑤𝑟(k + 1)
] =  [

1 − 𝛼𝑇𝑠 𝑇𝑠𝐿3

𝑇𝑠

𝐶𝑠
1

] [
𝐶𝐶(𝑘)

𝑇𝑤𝑟(𝑘)
] + [

𝑇𝑠𝐿1 𝑇𝑠𝐿2 0

0 0 −
𝑇𝑠

𝐶𝑠

] [

𝜔𝐶𝑀𝑃(k)
𝑂𝐷𝑇(𝑘)
CL(k)

] 

The states of the RHP in cooling mode are [
𝐶𝐶(𝑘)

𝑇𝑤𝑟(𝑘)
] and system inputs are [

𝜔𝐶𝑀𝑃(k)
𝑂𝐷𝑇(𝑘)
CL(k)

]. 

it is note worthy that the control variable is 𝑇𝑤𝑠 and it is obtained using eqn. 3.4 in 

discrete form as shown in eqn. 3.20: 

 

(3.19) 

𝑇𝑤𝑠(k) = 𝑇𝑤𝑟(k) −
CC (k)

𝑚̇𝑤𝑐𝑝,𝑤
 (3.20) 

 

Figure 14 RHP State-space model for VSD in cooling operation 

Figure 14, illustrates the Reversible Heat Pump (RHP) in cooling mode operation represented as a 

state space model. The process begins by utilizing equations 3.17 and 3.18, with inputs ODT 

(Outdoor Temperature), 𝜔𝐶𝑀𝑃 (Compressor Speed), and the Cooling Load (CL) as shown by the 

grey dotted lines. The states of these equations are the Cooling Capacity (CC) and the Temperature 

of water return (𝑇𝑤𝑟) as depicted by the blue botted lines. Both CC and 𝑇𝑤𝑟 serve as inputs to eqn. 

3.4, facilitating the computation of 𝑇𝑤𝑠, as outlined in the figure above. Subsequently, 𝑇𝑤𝑠 is 

redefined according to equation 3.4 and employed as the controlling variable in a variable speed 

control (VSC) during its Cooling mode operation.  



3.9.2 VSD Heating Mode 

Lets rewrite eqn. 3.5.a with dynamics, by taking  𝐻𝐶 = 𝑢, where 𝑢 = 𝐿1𝜔𝐶𝑀𝑃(k) + 𝐿2𝑂𝐷𝑇(𝑘) +

𝐿3𝑇𝑤𝑟(𝑘). This gives the definition of: 

𝐻𝐶̇(k) = −𝛼𝐻𝐶(𝑘) + 𝑢 (3.21.a) 

Expanding the term:  

𝐻𝐶̇(k) = −𝛼𝐻𝐶 (𝑘) + 𝐿1𝜔𝐶𝑀𝑃(k) + 𝐿2𝑂𝐷𝑇(𝑘) + 𝐿3𝑇𝑤𝑟(𝑘) (3.21.b) 

Using Euler’s backward difference discretization to eqn. 3.21.b: 

𝐻𝐶(k + 1) = (1 − 𝛼𝑇𝑠)𝐻𝐶(𝑘) + 𝑇𝑠𝐿1𝜔𝐶𝑀𝑃(k) + 𝑇𝑠𝐿2𝑂𝐷𝑇(𝑘) + 𝑇𝑠𝐿3𝑇𝑤𝑟(𝑘) (3.22) 

Let’s take the Euler difference discretization for eqn. 3.6: 

𝑇𝑤𝑟(k + 1) = 𝑇𝑤𝑟(k) +
𝑇𝑠

𝐶𝑠
(HC(k) − HL(k)) (3.23) 

Taking eqn. 3.22 and eqn. 3.23 the state space equation for RHP is cooling mode as a chiller is 

obtained: 

[
𝐻𝐶(k + 1)

𝑇𝑤𝑟(k + 1)
] =  [

1 − 𝛼𝑇𝑠 𝑇𝑠𝐿3

𝑇𝑠

𝐶𝑠
1

] [
𝐻𝐶(𝑘)

𝑇𝑤𝑟(𝑘)
] + [

𝑇𝑠𝐿1 𝑇𝑠𝐿2 0

0 0 −
𝑇𝑠

𝐶𝑠

] [

𝜔𝐶𝑀𝑃(k)
𝑂𝐷𝑇(𝑘)
HL(k)

] 

(3.24) 

The states of the RHP in cooling mode are [
𝐻𝐶(𝑘)

𝑇𝑤𝑟(𝑘)
] and system inputs are [

𝜔𝐶𝑀𝑃(k)
𝑂𝐷𝑇(𝑘)
HL(k)

]. it is note 

worthy that the control variables is 𝑇𝑤𝑠 and it is obtained using eqn. 3.4 in discrete form as shown 

in eqn. 3.25: 

𝑇𝑤𝑠(k) = 𝑇𝑤𝑟(k) −
HC (k)

𝑚̇𝑤𝑐𝑝,𝑤
 (3.25) 



 

Figure 15 RHP State-space model for VSD in heating operation 

Figure 15 illustrates the Reversible Heat Pump (RHP) in cooling mode operation represented as a 

state space model. The process begins by utilizing equations 3.22 and 3.23, with inputs ODT 

(Outdoor Temperature), 𝜔𝐶𝑀𝑃 (Compressor Speed), and the heating Load (HL) as shown by the 

grey dotted lines. The states of these equations are the Heating Capacity (HC) and the Temperature 

of water return (𝑇𝑤𝑟) as depicted by the blue botted lines. Both HC and 𝑇𝑤𝑟 serve as inputs to eqn. 

3.25, facilitating the computation of 𝑇𝑤𝑠, as outlined in the figure above. Subsequently, 𝑇𝑤𝑠 is 

redefined according to equation 3.4 and employed as the controlling variable in a variable speed 

control (VSC) during its Cooling mode operation.  

3.9.3 Constant Speed RHP Cooling 

Lets rewrite eqn. 3.9.a with dynamics, by taking  𝐶𝐶 = 𝑢, where 𝑢 = 𝐿1𝑂𝐷𝑇(𝑘) + 𝐿2𝑇𝑤𝑟(𝑘). 

This gives the definition of: 

𝐶𝐶̇(k) = −𝛼𝐶𝐶(𝑘) + 𝑢 (3.26.a) 

Expanding the term:  

𝐶𝐶̇(k) = −𝛼𝐶𝐶 (𝑘) + 𝐿1𝑂𝐷𝑇(𝑘) + 𝐿2𝑇𝑤𝑟(𝑘) (3.26.b) 

Using Euler’s backward difference discretization to eqn. 3.26.b: 

𝐶𝐶(k + 1) = (1 − 𝛼𝑇𝑠)𝐶𝐶(𝑘) + 𝑇𝑠𝐿1𝑂𝐷𝑇(𝑘) + 𝑇𝑠𝐿2𝑇𝑤𝑟(𝑘) (3.27) 

Taking eqn. 3.27 and eqn. 3.18 the state space equation for RHP is cooling mode as a chiller is 

obtained: 



[
𝐶𝐶(k + 1)

𝑇𝑤𝑟(k + 1)
] =  [

1 − 𝛼𝑇𝑠 𝑇𝑠𝐿2

𝑇𝑠

𝐶𝑠
1

] [
𝐶𝐶(𝑘)

𝑇𝑤𝑟(𝑘)
] + [

𝑇𝑠𝐿1 0

0 −
𝑇𝑠

𝐶𝑠

] [
𝑂𝐷𝑇(𝑘)
𝐶𝐿(𝑘)

] (3.28) 

The states of the RHP in cooling mode are [
𝐶𝐶(𝑘)

𝑇𝑤𝑟(𝑘)
] and system inputs are [

𝑂𝐷𝑇(𝑘)
𝐶𝐿(𝑘)

]. it is note 

worthy that the control variable is 𝑇𝑤𝑠 and it is obtained using eqn. 3.4 in discrete form as shown 

in eqn. 3.20: 

 

𝑇𝑤𝑠(k) = 𝑇𝑤𝑟(k) −
CC (k)

𝑚̇𝑤𝑐𝑝,𝑤
 

(3.29) 

 

Figure 16 RHP State-space model for CSC in cooling operation 

Figure 16 illustrates the Reversible Heat Pump (RHP) in cooling mode operation represented as a 

state space model. The process begins by utilizing equations 3.27 and 3.18, with inputs ODT 

(Outdoor Temperature), and the Cooling Load (CL) as shown by the grey dotted lines. The states 

of these equations are the Cooling Capacity (CC) and the Temperature of water return (𝑇𝑤𝑟) as 

depicted by the blue dotted lines. Both CC and 𝑇𝑤𝑟  serve as inputs to eqn. 3.4, facilitating the 

computation of 𝑇𝑤𝑠, as outlined in the figure above. Subsequently, 𝑇𝑤𝑠 is redefined according to 

equation 3.4 and employed as the controlling variable in a constant speed control (CSC) during its 

Cooling mode operation.  

3.9.4 Constant Speed RHP Heating 

Lets rewrite eqn. 3.5.a with dynamics, by taking  𝐻𝐶 = 𝑢, where 𝑢 = 𝐿1𝑂𝐷𝑇(𝑘) + 𝐿2𝑇𝑤𝑟(𝑘). 

This gives the definition of: 



𝐻𝐶̇(k) = −𝛼𝐻𝐶(𝑘) + 𝑢 (3.30.a) 

Expanding the term:  

𝐻𝐶̇(k) = −𝛼𝐻𝐶 (𝑘) + 𝐿1𝑂𝐷𝑇(𝑘) + 𝐿2𝑇𝑤𝑟(𝑘) (3.30.b) 

Using Euler’s backward difference discretization to eqn. 3.30.b: 

𝐻𝐶(k + 1) = (1 − 𝛼𝑇𝑠)𝐻𝐶(𝑘) + 𝑇𝑠𝐿1𝑂𝐷𝑇(𝑘) + 𝑇𝑠𝐿2𝑇𝑤𝑟(𝑘) (3.31) 

Let’s take the Euler difference discretization for eqn. 3.2: 

𝑇𝑤𝑟(k + 1) = 𝑇𝑤𝑟(k) +
𝑇𝑠

𝐶𝑠
(HC(k) − HL(k)) (3.32) 

Taking eqn. 3.31 and eqn. 3.32 the state space equation for RHP is cooling mode as a chiller is 

obtained: 

[
𝐻𝐶(k + 1)

𝑇𝑤𝑟(k + 1)
] =  [

1 − 𝛼𝑇𝑠 𝑇𝑠𝐿2

𝑇𝑠

𝐶𝑠
1

] [
𝐻𝐶(𝑘)

𝑇𝑤𝑟(𝑘)
] + [

𝑇𝑠𝐿1 0

0 −
𝑇𝑠

𝐶𝑠

] [
𝑂𝐷𝑇(𝑘)
𝐻𝐿(𝑘)

] 

(3.33) 

The states of the RHP in Heating mode are [
𝐻𝐶(𝑘)

𝑇𝑤𝑟(𝑘)
] and system inputs are [

𝑂𝐷𝑇(𝑘)
𝐻𝐿(𝑘)

]. it is note 

worthy that the control variables is 𝑇𝑤𝑠 and it is obtained using eqn. 3.4 in discrete form as shown 

in eqn. 3.25. 

 

Figure 17 RHP State-space model for CSC in heating operation 

Fig. 17 illustrates the Reversible Heat Pump (RHP) in cooling mode operation represented as a 

state space model. The process begins by utilizing equations 3.31 and 3.32, with inputs ODT 

(Outdoor Temperature), and the Heating Load (HL) as shown by the grey dotted lines. The states 



of these equations are the Heating Capacity (HC) and the Temperature of water return (𝑇𝑤𝑟) as 

depicted by the blue botted lines. Both HC and 𝑇𝑤𝑟  serve as inputs to eqn. 3.4, facilitating the 

computation of 𝑇𝑤𝑠, as outlined in the figure above. Subsequently, 𝑇𝑤𝑠 is redefined according to 

equation  3.4 and employed as the controlling variable in a constant speed control (CSC) during 

its Heating mode operation.  

Summary: 

Chapter 3, gives an insight into the basic concepts covers in a thermodynamic heating and cooling 

system. A brief description of vapor compression cycle, compressor types, and reversible heat 

pump compoenents are given. Electrical drives contribution is given to RHP technology and two 

basic control techniques (variable speed and constant speed) are discussed. Modeling of a RHP 

using physical model is presented with multi-variable models. A state-space model for variable 

and constant speed is developed for heating and cooling applications. The 3D plot for cooling and 

heating mode operation are presented in appendix 1 and 2 respectively. The RLS approximation 

of the plant is presented in appendix 4. 



Chapter 4 

 Control techniques 

Objectives:  

•  Provide an insight into motor control techniques 

• To present heat pump control techniques 

• Present variable set-point temperature control 

4.1 Induction Motor Control  

Control techniques of induction machines (IMs) can be divided into two main categories: scalar 

and vector controls. Scalar control is based on the steady-state model of the IM and therefore 

permits regulating at steady-state only the magnitudes and frequency of the stator voltages, 

currents, flux linkages, and electromagnetic torque. Since it does not act on the angular position of 

the space vectors of the control variables, it does not permit the best dynamic performance to be 

achieved. On the contrary, vector controls are based on the dynamic model of the machine; they 

permit the drive to achieve its best dynamic performance in terms of electromagnetic torque 

control, thanks to their feature to take into consideration the instantaneous angular position of the 

stator voltages, currents as well as of the flux linkages. 

Although vector control can provide higher dynamic performance, some kinds of mechanical loads 

exist which do not require a high dynamic performance. Typical examples are fans and pumps 

where it is sufficient to regulate the speed of the IM with adequate efficiency over a wide speed 

range. This implies that it is sufficient to use the steady-state model of the IM instead of the 

dynamic one, as far as the control system design is concerned. The machine is supposed to be 

supplied by a pulse width modulation (PWM) voltage source inverter (VSI), able to generate a set 

of three-phase voltages whose fundamental component is characterized by the desired amplitude 

and frequency. Scalar control of IMs was born with the idea to use as a simple control method for 

regulating the speed of an AC machine. 



4.2 Open-Loop Scalar Control 

Since it is impossible to control the air gap voltage (Eg )directly with a voltage-fed inverter, the 

practical way to control the speed of the IM is to regulate its supply frequency in open-loop while 

simultaneously keeping constant the (supply voltage/frequency)Us/f ratio. So long as Eg is high 

enough, it is acceptable to ignore the voltage drop in the stator resistance and leakage inductance, 

and then to consider gs EU  : this happens for sufficiently high speeds. 
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Figure 18 Block diagram of the open-loop scalar control 

Fig 18 shows the block diagram of an open-loop scalar control scheme [96]. In this scheme, the 

gradient limiter reduces the bandwidth of the stator frequency reference. The band-limited stator 

frequency reference then generates the stator voltage reference magnitude while its integral 

determines the phase angle. The amplitude and phase of the reference stator voltage space-vector 

constitute the input of the space vector PWM system that, in turn, establishes the switching pattern 

of the inverter synthesizing the reference voltages. 

The |Us|/ω1 ratio defines the rate of change of the linear function in Fig 5.1 and is usually set equal 

to the rated stator flux amplitude of the machine, |Us|/ω1= |Ψsrat|, when the motor speed remains 

below the rated one. Above the rated speed, field weakening can be simply achieved by limiting 

the voltage amplitude to the rated voltage of the machine, |Us| = |Usrat|. At very low stator 

frequency, there is a preset minimum value of the supply stator voltage so as to account for the 

resistive stator voltage drop, |Us| = |Us min|. This is due to the fact that, because of a non-null value 



of the stator resistance, as long as the supply frequency reduces, the stator flux amplitude decreases 

too. A compensator can be deployed to take account of this voltage deeply as explained in 3.3.2. 

Even if theoretically no stator current sensor is needed, since no direct current control is performed, 

in practical terms, it is frequently mounted to inhibit the switching of the inverter power devices 

for overload protection in the presence of over currents. 

4.3 Closed-Loop Scalar Control 

This section corresponds to varying only the synchronous speed of the drive, while maintaining 

Us/ω ratio constant, without the need of measuring the machine speed on the one hand, but without 

the possibility to compensate any variation of the speed caused by the load torque on the other 

hand. Thus, when more speed accuracy is required, the closed-loop control strategy should be 

adopted. The closed-loop control of the rotor speed can be achieved with the scheme in Fig. 19, 

where the speed PI controller employs the speed error signal to compensate the slip frequency. 

In Fig. 19 to compensate for the slip frequency, the speed signal should be detected. The reference 

speed ωmref is compared with the measured one ωm, and the error is then processed by a PI 

controller. The output of such a controller is the reference slip speed ω2ref which, added to the 

measured speed, provides the stator pulsation reference ω1ref. The reference slip speed must be 

properly limited to the range where the speed/torque relationship is almost linear, to avoid pull-

out phenomena. Then the same structure explained in 3.2.2 is adopted. 

Inverter

Induction

Machine

Vector

Modulation

s

1

U/f =const.

Gradient

Limiter arg(Usref)

|Usref|

refm

Current

Limiter

Vdc

Vdc

iabc

3

3

PI

+

-
m

+

+
m

ref2

 

Figure 19 Block diagram of the closed-loop scalar control with impressed voltages 



4.4 Improved Closed-Loop Scalar Control 

As explained, the presumption that Us=Eg is not always true especially at low speed range, where 

Eg is not high enough, the voltage drop in the stator windings should also be considered. As a 

comparison, Fig 21 shows the torque-speed characteristics of the same 2.2 kW machine with 

constant Us/ω. 

From fig. 20, for a given supply frequency, it is clear that the breakdown slip is smaller than 

those in constant Eg/ω condition and moreover the maximum torque cannot be kept constant; 

finally, the slip range corresponding to linear torque-slip characteristic becomes narrower. This 

becomes even worse at low speeds. 

 

Figure 20 que-speed characteristic of an IM under constant Ug/f 

A boost voltage is necessary at low frequencies to compensate for the voltage drop. However, if 

this voltage is set high enough to achieve rated torque when the excitation frequency equals the 

slip frequency, it will be too excessive for the motor to operate under no-load conditions at the 

same excitation frequency for extended periods, leading to excessive heating. To address this issue, 

many drives employ a special 'starting' procedure. This procedure applies a high boost voltage for 

only a few seconds, enough to initiate motor startup, after which the running boost voltage is 

reduced. A more advanced approach involves adjusting the stator voltage reference based on the 

relationship with the stator resistance ohmic drop, thus compensating for it. 











+ 21 

r

s
ms

R

R
U                             (4.1) 

where 
m  is the space-vector of the steady-state magnetizing flux, 2 is the slip pulsation, Rs and 

Rr are the stator and rotor resistances. On the basis of eqn.4.1, the following simple stator resistance 

voltage drop compensation method has been adopted, to maintain the magnetizing flux amplitude 

constant, even under heavy load: 

stotscomps

rrat

ssrat

rat

srat

srat

r

s
rat

r

s

s

R

R

R

R

R

R

UUU

UU

UU

=+=

=+











+









+

=

1

2

1

1

1

21

21











      (4.2) 

This method relies on the realistic assumption that the rated pulsation in the denominator of the 

second term is much higher than the component dependant on the slip pulsation. The third term 

indicates that for low speeds the voltage component dependent of the slip pulsation is added. 

Fig. 21 shows the block diagram of the proposed improved scalar controlled induction motor drive. 

The main difference here is that the voltage compensation part is introduced into the scheme. 
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Figure 21 Block diagram of the improved scalar drive 



4.5 Controller Design 

The closed loop scalar control refers to the scheme of controlling the motor torque and speed by 

proportionally varying the voltage with supply frequency to keep the air-gap flux constant and 

achieve up to rated torque at any speed by controlling the slip pulsation. Equation (4.2) clearly 

shows that eT is in proportional to the slip pulsation 21  =s , if |Vs | /ω is kept constant. Thus, the 

torque developed by the machine could be controlled by acting on the slip pulsation
2 . The 

closed-loop scalar control using a PI regulator can be modeled as in fig.22: 
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Figure 22 Block diagram of the improved scalar drive 

where J is the inertia of the motor and D is the friction coefficient The open loop transfer function 

of the machine under constant |Es | /ω, assuming load torque TL=0, is then given by the transfer 

function of the mechanic equation of the motor 

DJs

K
sG

f

+
=)(         （4.3） 

Where 
rated

rated
f

T
K

2
= . 

The design of the PI is therefore a simple exercise of compensation for linear system and any 

traditional compensator design technique can be used. 

4.6 Reversible Heat Pump Control: Variable-Speed Control:  

Cooling Mode 

For the simplicity in implementation and the nature of the overall system, a scaler control is used 

to control the IM. The scaler control used a simple “voltage over frequency V/F” technique to 

control an IM at variable speeds. As shown in Fig.23, a Proportional and Integral (PI) temperature 

controller provides a reference value of speed for the V/F control based on the difference between 

the measured supply water temperature and the desired value. Due to simplicity of this control 



technique, large operational window can be considered without problems of computational efforts. 

Indeed, the complexity greatly reduced only a speed loop PI is sufficient. Space vector modulation 

(SVM) [109] is used to acquire the Duty cycles for each of the inverter switching devices. Then, 

the Voltage Source Inverter (VSI) provides the three-phase voltage input to the IM. 

In the HP block, the thermodynamic model of an HP that is discussed in the method section is 

implemented in conjunction with V/F control to realise a Variable-Speed Drive (VFD) for an HP. 

This scheme can be implemented in software, such as in MATLAB Simulink, to efficiently control 

the water supply temperature of the HP. The proposed control architecture assumes a reference 

water supply temperature  𝑇𝑤𝑠,𝑟𝑒𝑓 whose values varies according to the HP operating mode is met 

by modulating CMP speed. In heating, 𝑇𝑤𝑠,𝑟𝑒𝑓 is typically equal to 45-50 °C, and in cooling mode 

it is usually set to 7°C.  
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Figure 23 Control Architecture for a variable-speed RHP 

In Figure 24, the control architecture for a variable-speed air-cooled chiller is shown. In this case, 

the CMP rotating speed (provided by the IM) is modulated through the action of the VFD 

(indicated by the grey black box in Fig. 23). For the simplicity in implementation and nature of 

the overall system, a scaler control is used inside the VFD. More specifically, the scaler control 

uses a simple “voltage over frequency V/F” technique to control an IM at variable speeds. More 

details on scaler control are provided in Appendix E.  As shown in Fig. 23, a Proportional and 

Integral (PI) temperature controller provides a reference value of speed for the V/F control (i.e., 

ωref) based on the difference between the measured supply water temperature and the desired value 

(i.e., ΔTws). Then, based on ωref value, the V/F control provides the duty cycles, Da,b,c for each of 

the inverter switching devices. Space vector modulation (SVM)[109] is used to acquire the duty 

cycles for each of the inverter switching devices. Finally, the Voltage Source Inverter (VSI) 

provides the three-phase voltage Va,b,c input to the IM. In the “air-cooled chiller” block, the 



aforementioned thermodynamic model of the chiller (see chapter 3) is implemented. The overall 

architecture can be solved in software, such as in MATLAB Simulink. Due to the simplicity of 

this control technique, large operational window can be considered without problems of 

computational efforts. The proposed control architecture assumes a Tws,ref  equal to 7 °C. 

Heating Mode: 

Figure 23 depicts the main components of the control scheme for the case of variable-speed HPs. 

The CMP rotating speed (which is an output of the IM) is modulated thanks to the action of VFD. 

More specifically, a scaler control is used inside the VFD, where a simple “voltage over frequency 

V/F” technique is used to control an IM at variable speed. More insights into the scaler control are 

provided in [110]. A Proportional and Integral (PI) temperature controller provides the reference 

value of the speed to the V/F control (i.e., ωref). Such value is quantified based on the difference 

between the measured supply water temperature and the desired value (i.e., ΔTws). Then, as shown 

in the figure, the V/F control gives as output the duty cycles, Da,b,c to the Voltage Source Inverter 

(VSI). In this component, then, space vector modulation (SVM) is used to acquire the duty cycles, 

and the three-phase voltage Va,b,c are provided by the VSI to the IM [110].  

4.7 Sequential control  

Cooling Mode: 

A control approach frequently used to modulate the delivered capacity of chillers is to cycle CMPs 

“ON” and “OFF” to maintain the water supply temperature (𝑇𝑤𝑠) around a desired value, as shown 

in Figure 3. In this case, CMP rotating speed has a unique nominal value, and it is not modulated 

as in the case of VFD. If more than one CMP is available, that is a very common practice to 

guarantee more flexible modulation of cooling capacity, a logic must be used to coordinate the 

ON-OFF cycle of each of them. Typically, a sequential approach (or sequential control SC) is 

adopted. For the sake of clarity, Figure 24 show a typical SC in the case of a chiller equipped with 

two CMPs. The black line represents the measured value of the water supply temperature.  
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Figure 24 Sequential control for an air-cooled chillers equipped with two constant-speed CMPs. 

The horizontal blue lines indicated by 𝑇𝑤𝑠 ± ∆𝑇𝑤𝑠,𝑛 values represent the temperature threshold 

values for activating or deactivating each CMP. Low values for ±∆𝑇𝑤𝑠,𝑛 could lead to many ON-

OFF cycles of each CMPs. Conversely, large values could lead to excessively high Tws 

fluctuations. Hence, the values of ±∆𝑇𝑤𝑠,𝑛  are selected to assure a maximum number of “on-off” 

cycle in an hour, thus increasing the CMPs lifetime. 

Figure 25 presents the architecture scheme for sequential control. A simple hysteresis controller 

can be used to implement the on-off sequence of each compressor, which is assigned to work in a 

range of ±∆𝑇𝑤𝑠,𝑛. Worth noting that the hysteresis controller for each compressor can be simulated 

by using the built-in block named “hysteresis comparator” available in MATLAB Simulink.  
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Figure 25 Architecture control for the sequential control strategy 

Heating Mode: 



Details on the control scheme for HPs with constant-speed compressors. Figure26.a shows the 

scheme for the control of a constant speed HP equipped with multiple CMPs. More specifically, 

CMPs are “sequentially” activated or deactivated based on the difference between the measured 

water supply temperature and the desired value ∆𝑇𝑤𝑠,𝑛 = 𝑇𝑤𝑠 − 𝑇𝑤𝑠,𝑟𝑒𝑓. To better understand the 

sequential control logic (SC), it is worth referring to Figure 26.b. This figure depicts an SC in the 

case of an HP with two CMPs. The black line represents the time evolution of the measured value 

of the hot water supply temperature. The horizontal red lines indicated by 𝑇𝑤𝑠 ± ∆𝑇𝑤𝑠,𝑛 values 

represent the temperature threshold values for cycling “ON” and “OFF” each CMP. It is apparent 

that the narrow band for ±∆𝑇𝑤𝑠,𝑛 could lead to many cycles of each CMPs. Conversely, a large 

band could be responsible for high Tws variation, thus leading to occupants' discomfort. The values 

of ±∆𝑇𝑤𝑠,𝑛  are typically selected to assure a maximum number of “on-off” cycles in an hour 

below the limit recommended for CMP safety. As shown in Fig. 26.a, a hysteresis controller can 

be used for solving the ON-OFF cycle of each CMP.  

4.8 Variable water-supply-temperature control strategy 

Cooling Mode: 

SC
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Figure 26 Figure 26 (a) Schematic of the control for a variable-speed air-to-water HP; (b) Activation control 

for an HP equipped with two constant-speed CMPs. 



According to the declared goals of this work, the developed model is supposed to enable an 

assessment of the benefits that could be achieved when operating the HP with a variable water 

supply temperature, Tws,ref, instead of a constant temperature. The use of a water supply 

temperature to the building variable with the ODT is typical in both HPs and gas boilers. In this 

respect, the possibility for the HP to operate with lower condensing pressures during “moderately” 

cold periods could lead to lower energy consumption and significantly higher COP values. In 

addition, the use of variable temperature setpoint is identified as a strategy for implementing DR 

programs in the building sector via HPs [111]. The variation of Tws,ref with ODT is usually 

presented in the form of a so-called “heating curve”. These curves are supplied by manufacturers 

in the HPs’ embedded control.  

Before developing a heating curve for the considered HP, a preliminary assessment of the effects 

of a reduction in the hot water supply temperature on the sensible heating capacity of the fan coil 

was performed. This analysis relied on the model implemented in TRNSYS v. 17 [112] through 

Type 600a and validated, in the framework of this work, using data from different fan coil 

manufacturers [113]. Figure 27.a plots the fan coil's sensible capacity vs. the hot water temperature 

supplied. As shown, the Tws varied in the range of 35.0-50.0 °C. Note that when the temperature 

of the supplied water decreases from 50°C to 35 °C, about a 50% reduction in the heating capacity 

of the fan coil is observed. Although a heavy reduction of fan coil capacity is consequent, the 

assumption of a variable supply water temperature of hot water over the 35.0-50.0 °C range with 

increasing ODT sounds reasonable. Indeed, in the case of higher ODT values, a reduction of the 

user’s heating demand is expected due to lower heat loss from the indoor to the outdoor 

environment. Then the fan coils should satisfy a lower demand. In Fig. 27.b, a heating curve of the 

HP is shown. A linear change in Tws,ref vs ODT is assumed. In particular, a Tws,ref is always 

maintained at 50 °C for ODT values lower than 30 °C. A linear decrease down to 35 °C is assumed 

as ODT gradually increases up to 15 °C; for ODT value greater than 15 °C, Tws,ref is equal to 35 

°C. 



Before ending, it is worth stressing that, for the sake of brevity, this strategy will be applied only 

for the variable-speed HP. 

Heating mode: 

In order to simulate the effect of a control strategies aimed at increasing the energy efficiency of 

the chiller or providing ancillary services to the grid (under the current scenarios of growing 

interest for smart grids, where active role in grid-balancing is often played by customers), the 

possibility to operate the chiller not at a constant Tws,ref, but rather at a sliding Tws,ref (this 

temperature depending on the ODT value) was investigated. Worth noting that Tws,ref is usually 

set to 7 °C regardless of the ODT value. The use of sliding water supply temperatures (variable 

with the ODT) is very common in hydronic heating, but rarely adopted in space cooling despite its 

significant energy saving potential, related to the possibility for the chiller to operate with higher 

evaporation pressures during moderately warm periods, finally resulting in a higher EER. The 

reason for this scarce use of sliding water supply temperatures in hydronic cooling obviously lies 

in the risk to lose control of indoor relative humidity. Depending on the type of HVAC equipment 

supplied (e.g., fan coils, cooling coils in air handling units, etc.), in fact, the water inlet temperature 

is the crucial parameter to guarantee the required moisture removal from the treated air. Then, a 

preliminary assessment of the effects of chilled water supply temperature on the dehumidification 

capacity of coils was developed, based on the model proposed by Braun[114] and designed for a 

 

                                                (A)                                                                                         (B) 

Figure 27 (a) Sensitivity of fan coil’s heating capacity to the supplied water temperature and (b) supply hot water temperature 

set point vs. ODT.  



reference cooling coil consisting of three rows, eight tubes per row (typical configuration for 

commercial fan-coils). The analysis was aimed at assessing the changes in the Sensible Heat Ratio 

(SHR) of the coil when it is supplied by a chilled water at different temperatures and constant flow 

rate. The results are shown in Fig. 28, with the cooling capacity and the SHR plotted vs. the chilled 

water temperature at coil inlet; the resulting trends were also validated against detailed 

performance data drawn from catalogs of commercial fan-coil systems. The Tws was varied in the 

range 7.0-12.0 °C and significant reductions in both the sensible and latent capacity at higher water 

temperatures were observed, as expected. However, since the latent capacity of the coil for Tws 

values above 10 °C is almost less than 50% compared to the value found at 7 °C, it is preferable 

to limit the supplied water temperature fluctuations to the 7.0-9.5 °C range (also indicated by the 

area in Fig. 29 not covered by the light blue rectangle) so that the dehumidification capacity of the 

coil is only moderately affected. In quantitative terms, when Tws increases from 7.0 to 9.5 °C, the 

sensible cooling capacity slightly decreases from 2.86 down to 2.55 kW (-10.8%) while the latent 

capacity decreases from 1.04 kW down to 0.81 kW (-22.12%). Consequently, the SHR passes from 

0.73 at 7 °C up to 0.8 at 9.5 °C, with a moderate 8.75% increase that sounds acceptable for most 

of space cooling applications, whenever very strict control of indoor relative humidity is not 

required.   

 

Figure 28 Sensitivity of coil capacity and SHR to the inlet temperature of chilled water. 

Based on the above results, the assumption of a sliding supply temperature of chilled water over 

the 7.0-9.5°C range sounds technically feasible, and the performance of the chiller at such 

conditions is worth of investigation to assess the potential benefits in terms of energy saving. 



Below in the paper, a linear change in the temperature of the supplied chilled water vs. the outdoor 

temperature is assumed, as shown in Fig. 29. In particular, while a 7 °C Tws,ref  was maintained 

constant for ODT higher than 30°C, a linear increase up to 9.5°C was assumed for ODTs gradually 

decreasing down to 24°C; below this outdoor temperature, Tws,ref  was maintained constant.  

 

Figure 29 Variable set-point for the supply temperature of chilled water vs. ODT. 

 

 

Summary: 

Chapter 4, gives a detailed overview on control techniques that have been applied to control of 

motor drives. For simplicity and reduced complexity, scalar open loop and closed loop are 

developed instead of FOC. The basics of controller design are presented, and the variable speed 

and constant speed techniques are highlighted with overall RHP control techniques. Finally, RHP 

variable set-point temperature control methodology is also presented. Appendix 5 presents the 

scalar control scheme that has been implemented. 

 

 

  



Chapter 5 

Fault Diagnosis 

Objective: 

• Implement fault model of RVSD for fouling. 

• Implement fault model of RVSD for charge capacity failure. 

• Implement a control technique to improve performance. 

5.1 Overview 

Air-to-Water Reversible Heat Pump (RHP) is now widely diffused into the commercial and 

residential sectors, due to its easy installation and relatively low cost compared to available 

counterparts, much attention in recent years has been devoted to this technology[115]. The 

implementation of new policies for resorting to renewable energy to reduce greenhouse emissions 

and achieve the ever-increasing heating and cooling demand [81], [116]. Over the decades, 

immense research has been directed towards improving the energy efficiency of air source heat 

pumps [115], [117], [118]. Immense focus is shown towards advanced control techniques to aid in 

control and management of chiller technologies.  Control techniques that have been deployed in 

recent studies to heat-pumps include; constant-speed and Variable speed drive with variable water 

supply temperature[81], [82], Constant-speed is the traditional control technique used to control a 

heat-pump for cooling and heating applications. Initially, the heat-pump was made-up of only 

constant speed motors. i.e. the compressor for heat-pump, water-pump and the outdoor fans. 

Operation at a constant speed is accompanied by an ON-OFF architecture to attain capacity 

control[119]. Variable-speed drives upon introduction into the local market acclaimed much credit 

simply due to its higher energy saving at partial loading and save up to 18% compared to constant-

speed drives[49], [120], [121]. Both the control techniques are deployed to control a single heat 

pump, however when the number of heat pumps are increased and depending on the configuration 

additional control action is required to effectively achieve capacity control.  

Immense research work is dedicated to individual components of the heat-pump. i.e. condensation 

heat recovery for domestic hot water[115], Artificial neural networks (ANN) for optimization of 

condenser water temperature set-point in a chilled water system[122], [123], Predictive control for 

optimization of chiller efficiency[124] and plant water-side economizer[125]. Numerous research 



articles are available on ways to improve the RHP in the premanufacturing stage, by means of 

improved control techniques[49], [121], [126] and enhancements or redesigning at component 

level[127], [128], [129], [130], [131]. Although there is still room for improvements in the RHP 

technology, it is important to highlight the fact that as of this year, thousands of plants are already 

installed in various parts of the globe. To improve or maintain the energy efficiency of an installed 

RHP, the key indicator is to ensure that daily operation is performed effectively. During the life 

time of a RHP the internal parameters and external factors that govern the Coefficient of 

Performance (COP) tend to deteriorate and could eventually result into poor efficiency. As a matter 

of fact, it is vital to understand the types of faults and the nature of faults encountered by a RHP 

system. 

In most cases the energy efficiency is compromised during various fault conditions resulting in 

slightly or negligible occupant discomfort.  The faults that occur in a vapour compression VHP 

are classified as: a) hard faults, also referred to as catastrophic failures- the nature of such faults is 

largely undetermined and result in overall stoppage of RHP and component replacement might be 

a solution to resume operations [132], [133]; b) soft faults, also known as evolutionary faults- such 

faults affects the performance of system and degrades over time resulting from initial parameter 

variations or external factors[133], [134]. Due to the evolutionary nature of soft faults it important 

to study and understand the known faults. The soft faults are further divided into system and 

component faults. In Literature system faults has also been revered to as service faults[135]. The 

most common type of system faults for heat pumps are non-condensable gases (NCG) in the 

refrigerant, refrigerant over (RO) and undercharge (RU).  

5.2 Modelling: Fouling 

Soft faults related to mechanical components of an RHP are collectively known as component 

faults (CF). CFs comprises of Heat exchanger faults, liquid line restriction, compressor faults, 4 

way valve leakage in RHPs and check value leakage in RHPs. Firstly, heat exchanger faults 

accounts for both the evaporator and condenser due to the reversible nature of the HP. Heat 

exchangers are subjected to fouling or mechanical problems in fans or pumps depending on heat 

transfer fluid (air or water)[136], [137], [138]. Fouling on a heat exchanger with water source is 

caused by particulates and fibres that obstruct circulation internally. On the contrary, for air source 

heat exchanger fouling the phenomenon that accounts for undesirable accumulation of dirt, debris 



on the external heat transfer surface [107]. Only in 14% of the cases it affects the indoor comfort 

levels, on the contrary it significantly affects the thermal capacity and COP of the plant [139], 

[140]. Compressor faults is regarded as one of the major faults in a RHP, most faults are either 

liquid slugging or overheating. Overheating directly affects the electrical motor connected to the 

compressor by gradually deteriorating the performance and finally resulting in failure. Liquid 

slugging is the major reason of leakage of the compressor valve. Both the faults are a consequence 

of other related faults in a RHP, hence it can be detected and mitigated. As a consequence the 

compressor faults and electrical motor failures in general can be prevented, provided contributing 

faults are identified and rectified in a given time frame[134], [141]. Other related component faults 

are not in the scope of study for this research article due to the nature of the faults and simulation 

constraints on inducing such faults. Soft faults compared to catastrophic faults are hard to detect 

due to the evolutionary nature of the faults. Although the system efficiency and consumption are 

compromised it can be undetected at times. Henceforth, it is important to understand and 

implement techniques to detect such faults in order to be mitigated. Techniques to detect various 

types of faults based on parameter estimation is vital in understanding the overall behaviour and 

functionality of the RHP. Since, it is exposed to various outdoor conditions degradation and faults 

are imminent. As a result of induced faults, the plant parameters are bound to change and devising 

an approach to detect these parameter variations is vital.  

5.3 Refrigerant charge 

RU occurs due to leakages or improper installations or maintenance [142]. Impacts of RU 

significantly affect the compressor power and thermal capacity and it is evident in steady state 

operations of RHP[143]. Refrigerant leakage in a chiller plant reduces the mass and depending on 

the intensity of the lost refrigerant action will be needed. A loss of charge that is less than 20% the 

resulting effect is regarded as negligible[144]. It affects largely the thermal capacity by reducing 

the range of outdoor operating conditions[145]. RO befalls once mass of refrigerant is higher than 

the manufacturers’ specification, lead cause of RO is improper commissioning practices[143], it 

increases the liquid refrigerant and reduced the lifespan of the compressor. For both the cases a 

thermostatic expansion valve is used to reduce the sensitivity to low charge and liquid 

slugging[108], [146], [147]. NCG consists mostly of air and nitrogen affect significantly the 

performance of the RHP, however, such a fault arises either from incompetence in during servicing 



or initial installations[148], [149]. Hence, system faults can be largely avoided provided the 

servicing and installation procedures are carried out appropriately. 

5.4 Control architecture for variable-speed air-cooled chillers 

In Figure 30, the control architecture for a variable-speed air-cooled chiller is shown. In this case, 

the CMP rotating speed (provided by the IM) is modulated through the action of the VFD 

(indicated by the grey-dotted box in Fig. 30). For the simplicity in implementation and nature of 

the overall system, a scaler control is used inside the VFD. More specifically, the scaler control 

uses a simple “voltage over frequency V/F” technique to control an IM at variable speeds. As 

shown in Fig. 30, a Proportional and Integral (PI) temperature controller provides a reference value 

of speed for the V/F control (i.e., ωref) based on the difference between the measured supply water 

temperature and the desired value (i.e., ΔTws). Then, based on ωref value, the V/F control provides 

the duty cycles, Da,b,c for each of the inverter switching devices. Space vector modulation (SVM) 

is used to acquire the duty cycles for each of the inverter switching devices. Finally, the Voltage 

Source Inverter (VSI) provides the three-phase voltage Va,b,c input to the IM. 

In the “air-cooled chiller” block, the thermodynamic model of the chiller (see chapter 3) is 

implemented. The overall architecture can be solved in software, such as MATLAB Simulink. Due 

to the simplicity of this control technique, a large operational window can be considered without 

the problems of computational efforts. The proposed control architecture assumes a Tws,ref equal to 

7 °C. 
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5.5 Online Estimation of Cooling Capacity and Hydraulic loop Parameters using 

Recursive-Least Squares (RLS): 

This section will present the implementation of  RLS techniques to a RHP for Parameter estimation 

purposes. Considering the Eqn.3.17 and Eqn.3.18 of the air-to-water HP, the expression of the 

𝑇𝑤𝑠 at any instance can be written in discrete form: 

𝐶𝐶(k + 1) = 𝛼1𝐶𝐶(𝑘) + 𝛼2𝜔𝐶𝑀𝑃(k) + 𝛼3𝑂𝐷𝑇(𝑘) + 𝛼4𝑇𝑤𝑟(𝑘) (5.1) 

Taking the Euler difference discretization for eqn3.2, note 
𝑑𝑇𝑤𝑟

𝑑𝑡
= 𝑇𝑤𝑟

̇ (𝑘): 

𝑇𝑤𝑟(k + 1) = 𝛽1𝑇𝑤𝑟(k) + 𝛽2(CC(k) − CL(k)) (5.2) 

From Eqn.5.1 and 5.2 we obtain: 

𝛼1 = (1 − 𝛼𝑇𝑠) (5.3) 

𝛼2 = 𝑇𝑠𝐿1 (5.4) 

𝛼3 = 𝑇𝑠𝐿2 (5.5) 

𝛼4 = 𝑇𝑠𝐿3 (5.6) 

𝛽1=1 (5.7) 

𝛽2 =
𝑇𝑠

𝐶𝑠
 (5.8) 

Given a time window of length N, this gives rise to a regressor of the form: 

Ax b  (5.9) 

[
 
 
 
 𝐶𝐶(k − 1)

𝐶𝐶(k − 2)
.
.

𝐶𝐶(k − N)

   

𝜔𝐶𝑀𝑃(𝑘 − 1) 𝑂𝐷𝑇(𝑘 − 1) 𝑇𝑤𝑟(𝑘 − 1)

𝜔𝐶𝑀𝑃(𝑘 − 2) 𝑂𝐷𝑇(𝑘 − 2) 𝑇𝑤𝑟(𝑘 − 2)
. . .
. . .

𝜔𝐶𝑀𝑃(𝑘 − 𝑁) 𝑂𝐷𝑇(𝑘 − 𝑁) 𝑇𝑤𝑟(𝑘 − 𝑁)]
 
 
 
 

[

𝛼1

𝛼2
𝛼3

𝛼4

] ≈

[
 
 
 
 

𝐶𝐶(𝑘)
.
.
.

CC(𝑘 − 𝑁 − 1)]
 
 
 
 

 (5.10) 
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𝑇𝑤𝑟(𝑘 − 𝑁 − 1)]
 
 
 
 

 (5.11) 

with 𝑏 being the actual value (measured) water supply temperature, x  the unknown regressor value 

(weights of the network) and A is the known vector of measure speed, water return temperature 

and outdoor temperature over the N sample time window [150], [151]. With this information, a 

Recursive Least Square based estimator is used to calculate the unknown values for 𝛼1,𝛼2, 𝛼3, 𝛼4, 

𝛽1, and  𝛽2 as depicted in fig.31. Once the system is operation and a change in parameters are 



estimated using the unknow vales and new unknown parameters are estimated or reconstructed 

using the parameter estimation block.. 
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Figure 31 Weights estimation using RLS and Feed-forward controller 

Since there are no poles, the controller is stable. The parameter estimation quantities are then 

created by using the corresponding unknown reference coefficient parameter 𝛼1,𝛼2, 𝛼3, 𝛼4, 𝛽1, 

and  𝛽2  for the system model.  

𝛼 = 

1 − 𝛼1

𝑇𝑠
     

(5.12) 

𝐿1 =
𝛼2

𝑇𝑠
 (5.13) 

𝐿2 =
𝛼3

𝑇𝑠
 (5.14) 

𝐿3 = 
𝛼4

𝑇𝑠
 (5.15) 

𝛽1=1 (5.16) 

𝐶𝑠 =
𝑇𝑠

𝛽2
 (5.17) 

 

Once the parameters of the RHP are obtained, any change in parameter due to condenser fouling, 

hydronic loop fluid loss and refrigerant charge loss are easy denoted. For cooling model operation 

eqn.19 is used to model the RHP for cooling mode operation, IMSTart software is used to generate 

the 20% fouling dataset. Upon which the new parameters are computed using appendix 4. A 

feedforward control technique is proposed to add a control action to compensate the overall plant 

performance during fault conditions. A generic expression can be diced from eqn.5.1 and a speed 

compensation technique is proposed. 



∆𝜔𝐶𝑀𝑃(k) =
1

𝛼2
𝐶𝐶(k) −

𝛼1

𝛼2
𝐶𝐶(𝑘) −

𝛼3

𝛼2
𝑂𝐷𝑇(𝑘) −

𝛼4

𝛼2
𝑇𝑤𝑟(𝑘) (5.18) 

Upon implementing eqn.5.18 as a speed compensation technique it was noted the overall 

performance of the system can be enhanced to improve the EER of the overall system. As 

presented in fig.31 the ∆𝜔𝐶𝑀𝑃 is the additional control attraction in term of the speed response. 

Results for this section are presented in chapter 6. 

Summary: 

Chapter 5 is dedicated to parameter estimation and fault diagnosis. Initially, the RLS methodology 

is implemented to acquire the RHP parameters. In this chapter fault model of RHP for 20% 

condenser fouling and 10% charge capacity fault in cooling mode. Finally, an adaptive 

feedforward compensation  on the compressor speed is added to improve performance during fault 

conditions. 

  



Chapter 6 

Results and Discussion 

Overview:  

Firstly, a brief introduction of the case study is presented. The system parameters are presented. 

Followed by the cooling mode and heating mode results 

6.1 Case study: Cooling mode 

An office building located in Palermo (Italy) was selected as a case study. Demand profiles were 

estimated using data available from energy audits performed in a previous study[152]. More 

specifically, two working days in the cooling period are here examined. One is characterized by a 

high cooling load day (i.e., around the end of July) and the other one by low cooling load day (i.e., 

around the half of June). In Figure 32.a-b, the values of ODT and cooling load are presented. Worth 

noting that, the dashed line is used for the profile in low-cooling load day, and the continuous line 

for the high-cooling load day. Focusing on the building load, it was assumed an operation for 9-

hours during a day, (more specifically, from 8 am to 5 pm) with a variation of the load at 15 

minutes. In addition, the ODT values in Figure 32.a varied on hourly basis and they came from 

meteorological dataset.  

  

(a) (b) 



Figure 32 Daily profiles of low- and high-cooling load days: (a) ODT values, (b) cooling demand. 

To evaluate the energy performance achieved by different control strategies of the chiller, the 

Energy Efficiency Ratio (EER) averaged on an hourly basis was used, defined in Eq. 6.1.    

EER =
∫ 𝐶𝐿(𝜏)𝑑𝜏

3600

0

∫ 𝑃𝑒
3600

0
(𝜏)𝑑𝜏

 (6.1) 

The nominal capacity of the chiller was selected based on the peak value of the cooling demand, 

equal to around 50 kWc. In Table 6.1, the technical data of the refrigerant circuit and IM are shown. 

Note that these data were derived from commercial catalogues. 

As shown in Table 6.1, the chiller is equipped with two scroll compressors. For the scope of this 

thesis of equal capacity, two control strategies for CMPs were considered: 

• Variable-speed CMP (in the following indicated also as variable-speed chiller) according 

to which the speed of both CMPs is continuously varied between a minimum and a 

maximum value by the VFDs. More specifically, from a survey on commercially available 

scroll CMPs, the rotating speed ωCMP was assumed to vary between 1000 and 6200 rpm.  

• ON-OFF CMPs with sequential control (in the following briefly indicated as constant-

speed chiller) according to which CMPs speed is kept constant (typically, 2900 rpm) once 

switched ON, and the cooling load is satisfied by cycling ON-OFF the CMPs according to 

the sequential approach. Details on the performed simulations and preliminary modeling 

results. 

The thermodynamic models of the air-cooled chillers were developed by using the IMST-Art 

software[153]. The tool implements 1-D thermohydraulic modeling of heat exchangers, refrigerant 

lines, and accessories, and its reliability has been proven by accurate validation against wide sets 

of experimental results [154]. To map the chiller’s performance, different simulations were 

developed for both variable-speed and constant-speed chiller, based on the matrix test shown in 

Table 6.2. As it can be observed, ODT was varied over a wide range (from 22 up to 38 °C) to 

account for possible application of the same model in different climatic condition. More 

specifically, a step variation equal to “+2 °C” was assumed, leading to nine values to be simulated. 

Table 6. 1Technical details on a 50 kWc reversible variable-speed air-to-water HP and electrical parameters of the induction 

motor. 



  With respect to the temperature of the water returning from the hydronic circuit, Twr, the range 

8-14 °C was selected to account for different heating/cooling demands. For this variable, a 

variation step of “+2 °C” was assumed as well, leading to four Twr values to be simulated. 

In the case of the variable-speed chiller, the rotating speed of each compressor was varied (both 

operating simultaneously) among 1000 and 6200 rpm, with a step equal to “+400 rpm” and 

fourteen ωCMP values had to be simulated). The number of simulation tests to be performed in 

IMST-Art were then obtained by combining the nine ODT values, the four Twr values and fourteen 

compressor speeds. It is easy to find that to fully characterize the variable-speed chiller operation 

504 simulations test were needed.  

Regarding the constant-speed chiller, the rotating speed of each compressor was set to 2900 rpm, 

as suggested by commercial catalogues. Simulations were first performed considering that only 

one CMP was operating. More specifically, by combining the nine ODT values and the four Twr 

values, 36 simulations were carried out. Then, the 36 tests were repeated considering both CMPs 

Refrigerant Circuit Induction Motor 

Refrigerant R410a Pn(kW) 10 

Condenser Type Fin and Tube Rs (Ω) 0.8 

Number of Condenser 1 Rr(Ω) 2.91 

Condenser Fan Power [kW] 1.5 Ls(H) 0.21 

Metering Device 
Electronic 

Expansion Valve 
Lr(H) 0.21 

Evaporator Water Flowrate [m3/h] 7.0 Lm(H) 0.2 

Evaporator Pump Power [kW] 2 J(kg.m2) 0.1 

Compressor Type (and Number) Scroll (2) Σ 0.03 

Compressor Power (each) [kW] 9.0 f(Hz) 50 

Refrigerant Charge [kg] 14.3 P 2 



activated. To fully characterize the operation of the constant speed-chiller, 72 simulations were 

needed. 

Table 6. 2 Matrix test for the air-cooled chiller thermodynamic modelling. 

Mode Variable Range 
Change 

Step 
 

Cooling 

ODT [°C] 22-38 +2 °C 

Variable-Speed CMPs 

ωCMP [rpm] 

1000-6200 (+400 rpm) 

Tw,r [°C] 8-14 +2 °C 

ON-OFF CMPs 

ωCMP [rpm] 

2900 (-) 

 

Once simulations were performed, the linear coefficients of Eqs 3.1. a-b were obtained by using 

the Least-Square technique as detailed in Appendix 4. In Table 6.3, the coefficients for the 

mechanical power (Pm) and delivered capacity are shown for the variable-speed chiller. In Table 

6.4, results for the constant-speed chiller are shown.  

Table 6. 3  Preliminary modelling results: variable-speed chiller. 

 Delivered Capacity Absorbed Power 

VS-Cooling 

L1 0.0086 RMSE 

[kW]: 2.26 

NRMSE 

[%]: 3.91 

K1 0.0037 RMSE 

[kW]: 1.41 

NRMSE 

[%]: 5.91 

L2 -0.32 K2 0.05 

L3 1.55 K3 -0.26 

Worth noting that to evaluate the error-index of the realized model in comparison to the 

thermodynamic data, the Normalized Root Mean Square Error Index (NRMSE) was used. Since 



the NRMSE values in Table 6.4 is always less than 5% a good approximation of simulation data 

is achieved by the proposed model. 

Table 6. 4 Preliminary modelling results: constant-speed chiller. 

 

Delivered Capacity 

One CMP-ON 

Absorbed Power 

One CMP- ON 

CS-Cooling 

 

L1 0.012 RMSE 

[kW]: 0.15 

NRMSE 

[%]: 1.15 

K1 0.00075 RMSE [kW]: 

0.03 

NRMSE [%]: 

0.98 

L2 0.97 K2 0.16 

L3 -0.38 K3 0.018 

Delivered Capacity 

Two CMPs-ON 

Absorbed Power 

Two CMPs- ON 

L1 0.01956 RMSE 

[kW]: 0.30 

NRMSE 

[%]: 1.16 

K1 0.001785 RMSE [kW]: 

0.30 

NRMSE [%]: 

1.17 

L2 1.5811 K2 0.3808 

L3 -0.6194 K3 0.04284 

 

 Implementation of the integrated control scheme and main assumptions for the analysis  

The overall schemes for sequential control and variable speed drive were implemented in 

MATLAB Simulink. Since the simulation considered the full day operation of the HP (operated in 

chiller mode), a sample time equal to 0.01 s (quite large, compared to the typical values adopted 

for VFDs’ modeling) is used to reduce the data-point.  

The variable-speed chiller was controlled by assuming a 7 °C setpoint value for the supply water 

temperature. The tuning on the PI parameters in the Temperature Controller (see Fig. 23) was 

performed via MATLAB Sisotool command[109]. By fixing a settling time of 10 minutes, the 

command provides the values of the proportional and integral gains to the users.  



Regarding the constant-speed chiller with sequential control, a 7 °C value for the Tws, ref. was 

assumed. However, as previously explained, appropriate temperature bands are required to avoid 

rapid cycling (i.e., too many cycling) of CMPs. For this case, the selected temperature bands are 

detailed in Table 6.5.  

Table 6. 5 Bands definitions for CMPs cycling in sequential control. 

Changes in CMP State Threshold values 

CMP 1: ON, CMP 2: ON 
𝑇𝑤𝑠 ,𝐶𝑀𝑃2_𝑂𝑁 = 8.0 °𝐶  (∆𝑇𝑤𝑠= +1.0 

°C) 

CMP 1: ON, CMP 2: OFF 𝑇𝑤𝑠 ,𝐶𝑀𝑃1_𝑂𝑁 = 7.5 °𝐶 (∆𝑇𝑤𝑠= +0.5 °C) 

CMP 1: ON, CMP 2: OFF 
𝑇𝑤𝑠 ,𝐶𝑀𝑃2_𝑂𝐹𝐹 = 6.5 °C  (∆Tws

= −0.5 °C) 

CMP 1: OFF, CMP 2: OFF 
𝑇𝑤𝑠 ,𝐶𝑀𝑃1_𝑂𝐹𝐹 = 6.0 °C  (∆Tws

= −1.0 °C) 

 

6.2 Results and Discussion for cooling mode 

Simulation results for the variable-speed and constant-speed chiller are first shown. Results from 

sensitivity analysis to account for the effect of the hydronic circuit are shown.  In the last 

subsection, results for the flexible operation of the chiller are presented. 

Variable-speed air-cooled chiller 

Figures 33.a-e show results for the variable-speed chiller operation in the high cooling load day. 

Note that, for the sake of brevity, in this case high cooling load day results are shown. However, 

the considerations here made could be extended to the low cooling day as well. In Fig. 33.a, the 

delivered cooling capacity (blue dashed line) is presented along with the cooling load profile (blue 

continuous line). Looking at the cooling capacity profile, it is worth noting that the chiller is 

constantly trying to match the cooling load. As it can be observed from the zooming at 11-12 am 

in Figure 33.a, the cooling capacity has as an oscillating trend at each change in the load due to 

the action of the PI controller. Figure 33.b shows the temperature of the water supplied to the 

building. Worth noting that Tws is maintained almost at 7 °C (the assumed setpoint) thanks to the 



controller. Some oscillations are present each 15 minutes due to the changes in cooling load. In 

Fig. 33.b, the rotating speed of the CMPs is also shown. This variable is continuously manipulated 

by the controller to meet the water supply temperature setpoint. In, Fig. 33.c the electromagnetic 

torque produced by the IM and the air-cooled chiller load torque are plotted. Since both curves are 

perfectly overlapped, it follows that a dynamic equilibrium is achieved between the CMP and the 

IM during chiller’s operation. Fig. 33.d shows the sum of the mechanical power supplied by both 

the IMs to the CMP. In Fig. 33.e, the absorbed RMS current by the IMs is plotted. Minimal 

fluctuations on rms currents during daily operation on the IM. As a result, the measured value is 

always close to 8.2 A. The initial spike accounts for the inrush current to magnetize the IM. Fig. 

33.f shows the average EER values calculated according to Eq. 6.1. The EER ranges between 3.43 

and 3.08 during the operation due to combined effect of part-load operation and ODT values. 
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Figure 33 Variable-speed results: (a) Cooling Load and Cooling Capacity (b) Water supply temperature, Water return 

temperature, and Compressor speed, (c) Mechanic and electromagnetic torque, (d) Mechanical Power, (e) Absorbed Current, (f) 

EER values. 

Constant-speed air-cooled chiller 

Figures 34.a-d show the results obtained from simulations for constant-speed air-cooled chiller for 

the high cooling load day in Palermo. In Fig. 34.a the cooling demand profile (blue continuous 

line) is shown together with the capacity delivered by the chiller. Moreover, the minimum CC is 

never zero, since one compressor (more specifically CMP1) is always operating. In this respect, 

as shown in Fig 34.b, the value of ωCMP1 is always 2900 rpm (red line), conversely ωCMP2 



changes from 0 or 2900 rpm, according to the cycling (black line). Moreover, the temperature of 

the water supplied to the building is oscillating around the value of 7.25 °C value (black dashed 

line). In Fig. 34.c-d a zooming on two hours in the high cooling load day day is shown. More 

specifically, Fig. 34.c plots the CMPs operation from 8 to 9 am, when the lowest cooling demand 

is observed during the day. Fig. 34.d focus from 11 to 12 am. CMP 1 is always operating, since in 

this day the minimum cooling load value (which is observed from 8 am to 9 am) is higher than the 

minimum capacity provided by the chiller with only one CMP operating. Conversely, CMP2 is 

continuously cycling ON-OFF to match the cooling load. More specifically, from 8 to 9 am CMP2 

is cycling ON-OFF almost 17 times, which is higher than the maximum threshold value equal to 

12 suggested by the manufacturer. From 11 to 12 am, CMP2 is cycling 19 times. In Figure 34.e, 

the mechanical power required by the CMPs is plotted. As expected, it is never equal to zero since 

CMP 1 is always ON. Fig. 34.f shows the average hourly EER values. The EER ranges between 

3.29 and 2.85 during the operation due to combined effect of part-load operation and different 

ODT values.  
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Figure 34 Sequential Control results for high-cooling load day: (a) Cooling Load and Cooling Capacity (b) Water supply, Water 

return temperature and CMPs speed, (c) CMPs speed from 8-9 am, (d) CMPs speed from 11-12 am, (e)Mechanical Power, and 

(d) EER. 

 

Figures 35.a-d show the results obtained from simulations for a constant-speed air-cooled chiller 

in the low-cooling day in Palermo. As shown in Fig. 35.a, compared to Fig. 35.a, the minimum 

delivered CC is zero, meaning that the unit is completely OFF during the day. As shown in Fig 

35.b, the value of ωCMP2 is always zero (black line), conversely ωCMP1 changes from 0 to 2900 

rpm, according to the cycling (red line). Moreover, the temperature of the water supplied to the 

building is oscillating around the value of 6.75 °C value (black dashed line). In Fig. 35-c-d a 

zooming on the low load (8-9 am) and high (11-12 am) hours of this day is shown. More 



specifically, Fig. 35.c plots the CMPs operation from 8 to 9 am. CMP 2 is ON only for some 

minutes at the very beginning of the selected hours due to the start-up of the plant. Then, CMP 2 

is OFF for all the remaining working hours in the day, since the maximum cooling load value 

(observed from 1 to 2 pm) is lower than the minimum capacity provided by the chiller with two 

CMPs operating. Conversely, CMP1 is continuously cycling ON-OFF to match the cooling load. 

More specifically, as shown in Fig. 35.d, from 8 to 9 am CMP 1 is cycling ON-OFF almost 25 

times, which is higher than the maximum threshold value equal to 12. From 11 to 12 am, CMP1 

is cycling 21 times. In Figure 35.e the mechanical power required by the CMPs is plotted. As 

expected, its minimum value is zero in those moments where the unit is OFF. Fig. 35.f shows the 

average hourly EER values. The EER ranges between 2.96 and 3.27 during the operation due to 

combined effect of part-load operation and different ODT values.  
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Figure 35 Sequential Control results for low-cooling load day: (a) Cooling Load and Cooling Capacity (b) Water supply, Water 

return temperature and CMPs speed, (c) CMPs speed from 8-9 am, (d) CMPs speed from 11-12 am, (e) Mechanical Power, and 

(d) EER. 

Sensitivity analysis with the design of the hydraulic loop 

In the previous section, simulations were performed assuming a 𝐶𝑠 value equal to 600 kJ/°C. It is 

worth investigating the effect of different Cs values on the controller actions and overall energy 

performance. As explained, this parameter accounts for the water content in the hydronic loop (i.e., 

the thermal inertia). However, it is worth investigating the effects of different Cs values which 

could arise either from a need to have higher inertia for assuring safe CMP operation, or due to a 

wrong design of the hydraulic loop. Then, simulations were performed considering the following 

Cs values:  𝐶𝑠=500 -1000-1500 -2000 kJ/°C 

Results for the case of variable speed HP are presented in Figure 36. Fig.36.a-b presents the water 

supply temperature for all the Cs values at 8-9 am. Note that for the sake of clarity, only data for 

two hours, i.e., 8-9 am and 11-12 am are here presented for the high-cooling load (Fig 36.a-b).  In 

both figures, moving from the smallest value (i.e., 500 kJ/°C, blue line) to the highest one (i.e., 

2000 kJ/°C, purple line), a reduction in the peak value of Tws is observed after changes in load 

occur (such peak is usually referred as “overshoot”). Moreover, when the Cs is increased, the 

increased inertia helps to reducing the oscillating behavior in Tws, leading to a more stable chiller’s 



operation. Fig. 36.c presents the average hourly EER values. Worth noting that the variation of Cs 

has a minimal impact on hourly EER values.  

  

(a)                                           (b) 
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Figure 36 Variable-speed chiller results with different Cs values: (a)  Water supply temperature profile from 8-9 am in the high 

cooling load day, (b) Water supply temperature profile from 11-12 am in the low cooling load day, and (c) EER values in the 

high cooling load day. 

The results of the sensitivity analysis for the case of constant-speed HP are presented in Figure 37. 

In this case, results for the same two hours (i.e., 8-9 am and 11-12 am) are presented not only for 

the high cooling day (Fig 37.a-b) but also in the case of low cooling day (Fig 37.c-d).  

Tws setpoint Tws setpoint 

 



Figure 37 Constant-speed chiller results with different Cs values: (a) Number of CMP 2 cycling in the high cooling load day, (b) 

EER values in the high cooling load day, (c) Number of CMP 1 cycling in the low cooling load day,  and (e) EER values in the 

low cooling load day. 

As shown in Fig. 37.a, for the high cooling load day, only effects of CMP 2 are shown, since as 

previously observed, CMP 1 is always ON. Worth noting that, as the Cs increases (i.e., when the 

thermal inertia of the hydronic circuit increases) the number of cycling strongly reduces. More 

specifically, when passing from Cs= 500 kJ/°C to 1000 kJ/°C, the number of cycling ON-OFF for 

CMP 2 decrease, but it is almost near the threshold values in both hours (i.e., 12). However, if Cs 

is increase up to 1500 kJ/°C the number of cycling below the threshold value. Regarding the low-

load cooling day (Fig 37.c-d), only effects of CMP 1 are shown, since as previously observed, 
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CMP 2 is always OFF.  Also in this case, Cs should be increased up to 1500 kJ/°C to maintain the 

number of cycling below the threshold value. By looking at the EER values in Figs 37.b and 37.d, 

it can be noted that the variation of Cs has minimal impact on it. 

Flexible operation of the air-cooled chiller 

In the proposed scenario, the chiller was operated by setting a variable setpoint for the temperature 

of the water supplied to the building, as shown in Figure 29. Results for the high cooling load day 

are shown in Figure 38.a-b. As shown in Fig. 38.a, the Tws is not more kept at 7 °C like before 

(see Fig.  33-b). The values of Tws varies from 8 °C in the early morning to around 7.4 °C from 

10 to 12 am, since the ODT values is less than 30 °C till 12 am (see Fig. 32.a).  As shown in Fig. 

38.b, an increase in the average value in some hours is achieved by this new strategy (orange line) 

compared to the previous one (yellow line).  

Results for the low-cooling load day are shown in Figure 38.c-d. In this case, since ODT is always 

less than 30 °C (as shown in Fig. 32.a.). Therefore, the water is supplied to a Tws value higher 

than 7 °C (more specifically, Tws ranges among 9 and 9.5 °C), with a substantial increase in the 

average EER value through the whole day (Fig. 38.d).  
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Figure 38 Results: (a) Cooling Load and Cooling Capacity (b) Water supply, Water return temperature, and Compressor 

6.3 Case study: Heating mode 

An office building located in Palermo (Italy) was selected as a case study. In Figure 39.a, the 

values of ODT and RH for a typical cold day in winter (more specifically, January) in the selected 

area are shown. In figure 39.b the heating demand for the same day is shown. Focusing on the 

building load, it was assumed an operational for 11-hour during a day (more specifically, from 

7am to 6pm) with a variation of the load at 15 minutes. In addition, the ODT value in Figure 39.a 

was at every one-hour interval.  

  



(a) (b) 

Figure 39 (a) Heating mode ODT and RH (b) Heating Load 

Variable-speed compressors: 62 kW nominal heating capacity was selected as the reference unit. 

Technical details on the refrigerant circuit are provided in Table 6.6. Besides, two induction motors 

(IM) with a 10-kW each were used in this unit, whose main parameters are obtained from 

datasheets and parameter estimation tests [21] and detailed in Table 6.6 as well. 

Table 6. 6 Technical details on a 50-kW reversible variable-speed air-to-water HP and electrical parameters of the induction 

motor. 

Refrigerant Circuit Induction Motor 

Refrigerant R410a Pn(kW) 10 

Condenser Type Fin and Tube Rs (Ω) 0.8 

Number of Condenser 1 Rr(Ω) 2.91 

Condenser Fan Power [kW] 1.5 Ls(H) 0.21 

Metering Device 
Electronic 

Expansion Valve 
Lr(H) 0.21 

Evaporator Water Flowrate 

[m3/h] 
7.0 Lm(H) 0.2 

Evaporator Pump Power [kW] 2 J(kg.m2) 0.1 

Compressor Type Scroll Σ 0.03 

Compressor Power (each) [kW] 9.0 f(Hz) 50 

Refrigerant Charge [kg] 7.3 P 2 

The thermodynamic models of the considered air-to-water HPs were developed by using the 

IMST-Art software[153]. The tool implements 1-D thermohydraulic modelling of heat 

exchangers, refrigerant lines, and accessories, and its reliability has been proven by accurate 

validation against wide sets of experimental results[154].  

Table 6. 7 Matrix test for variable speed-mode 



Mode Variable Range Interval 

Compressor 

mode 
Costant speed  1CMP:ON (2900 rpm)  

 Variable-speed   

Cooling 

ODT  [°C] 22-38 2 

ωCMP [rpm] 1000-6000 400 

Tw,r  [°C] 8-14 2 

Heating 

ODT  [°C] 5-17 4 

RH  [%] 45-96 17 

ωCMP [rpm] 1000-6000 400 

Tw,r  [°C] 25-55 10 

To map HP operation, different matrix tests were here developed, for the variable-speed HP and 

for the constant-speed respectively. The IMST-Art software data range and intervals with 

constraints for input temperatures (Evaporator and Condenser), output speed and RH for heating 

purposes are shown in Table 6.6. Note that the rotating speed of the EVP pump was kept constant 

throughout the simulation. Regarding the constant-speed HP a different procedure is followed. The 

same range were assumed here  

Table 6. 8 Matrix test for constant-speed HP 

Mode Variable Range Interval 

Cooling 

ODT  [°C] 22-38 2 

ωCMP [rpm] 2900 400 

Tw,r  [°C] 8-14 2 

Heating ODT  [°C] 5-17 4 



RH  [%] 45-96 17 

ωCMP [rpm] 2900 400 

Tw,r  [°C] 25-55 10 

By using the approach presented in the Appendix 4, the linear coefficients are obtained using 

Least-square technique for the air-to-water HP. The Normalized Root Mean Square Error Index 

(NRMSE) is computed to understand the error-index of the realized model in comparison to the 

thermodynamic data were obtained using the IMST-Art software. The NRMSE is shown in Table 

6.11 and Table 6.10 with the different linear coefficients for both the mechanical power (𝑃̇𝑚) and 

cooling capacity (𝑄𝐶̇); Heating mode. 

Table 6. 9 Preliminary modelling results: variable-speed HP 

 Delivered Capacity Absorbed Power 

VS-

Cooling 

L1  0.0086 RMSE 

[kW]: 2.26 

NRMSE 

[%]: 3.91 

K1  0.0037 RMSE 

[kW]: 1.41 

NRMSE 

[%]: 5.91 

L2 -0.32 K2  0.05 

L3  
1.55 

K3  
-0.26 

In a similar way, for a SC the linear coefficients are obtained using Least-square technique for the 

air-to-water heat pump. The Normalised Root Mean Square Error Index (NRMSE) is computed to 

understand the error-index of the realized model in comparison to the thermodynamic data were 

obtained using the IMST-Art software. The NRMSE is shown in Table 6.9 with the different linear 

coefficients for both the mechanical power (𝑃𝑚) and cooling capacity (𝐶𝐶). The computed error 

index is less and 4% as shown in Table 6.10  

Table 6. 10 Preliminary modelling results: constant speed HP 

 Delivered Capacity  Absorbed Power  

CS-

Heating 

L1 0.0107 RMSE 

[kW]: 0.704 

NRMSE 

[%]: 3.66 

K1 0.0004 RMSE [kW]: 

0.102 

NRMSE [%]: 

1.87 

L2 0.9572 K2 -0.0002 

L3 -0.207 K3 0.1698 

 



The overall scheme for sequential control and variable speed drive were implemented in MATLAB 

Simulink with knowledge on IM state-space model[4, 5], FOC[4, 5], hysteresis, Air-to-water RHP 

model [1, 2] and parameters of each of the components. All data used in the implementation of 

this simulation are presented in the results section. For this study overall control architecture is 

with a sample time equal to 0.01 seconds.  

Since the simulation considered the full day operation (10 hours) of the HP, a large sample time is 

used to reduce the data-point and save space in memory and prevent the system from crashing.   

As previously mentioned, it was assumed an operational for 11-hour during a day (more 

specifically, from 7am to 6pm), which in simulation time it corresponds from 0 seconds to 39600 

seconds. At every 900 seconds i.e. 15 minutes the cooling and heating load is recorded. 

6.4 Results and Discussion Heating mode 

Simulation results for the variable speed HP are first shown. Then results for the main findings for 

speed HP are first shown. The findings and their implications should be discussed in the broadest 

context possible. Future research directions may also be highlighted. 

Variable-speed operation 

In Figure 40. a-e, results for the typical heating day are shown. In Fig. 40.a the heating capacity 

delivered by the HP (red dashed line) follows the heating load profile (red continuous line). Like 

the cooling mode operation, the spike observed at around 7:00 am accounts for the hydronic inertia 

met during the starting phase of plant operation. Fig. 40.b shows the temperature profile of the 

water supplied to (Tws) and returning from (Twr) the hydronic loop. Worth noting that, in this 

case, Tws is maintained almost at 50 °C (the assumed HP setpoint in heating mode) by the action 

of the controller. Some oscillations are present each 15 minutes due to the changes in the load. In 

this respect, as shown in Fig. 40.b, the rotating speed of the CMP is varied to meet the water supply 

temperature setpoint. Fig. 40.c shows the mechanical power supplied by both the IMs to the CMP 

during the 11-hour operational period. Fig. 40.d shows the average hourly COP values for the 11-

hour period. The COP ranges between 3.89 in the early morning where low ODT values and higher 

load are observed up to 4.48 at around 12:00 am when higher ODT values and lower heating load  

are observed.   



Figure 40 Heating mode. (a) Cooling Load and Cooling Capacity (b) Water supply, Water return temperature and Compressor 

speed, (c) Mechanical Power Schemes (d) COP 

HP with sequential control   

This section will results for the constant-speed HP in the high heating load day as shown in Figures 

41.a-d. In Fig. 41.a, the heating demand profile (red continuous line) is again pre-sented together 

with the capacity delivered by the HP (dashed red line). The discon-tinuous pattern of the HC is 

due to the ON-OFF cycles of CMPs. In this respect, as shown in Fig. 41.b it is worth noting that 

CMP1 (black line) operates only from 7 to 10 am when the higher values of heating demand are 

observed. Then, after 10 am, CMP1 is always OFF, and CMP2 (blue line) is cycled to maintain 

the water supply tempera-ture in the desired range. In addition, Fig. 41.b shows that the 

temperature of the water supplied to the building is oscillating around the value of 44.75 °C value 

(black dashed line), from 7 to 10 am. After 10 am, the temperature of the water supplied to the 
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building is oscillating around the value of 45.25 °C values. This result is consequent to the band 

definitions for CMPs cycling shown in Table 6. 

Figs. 41.c-d provides a focus on two hours in the high heating load day. More spe-cifically, Fig. 

41.c plots the CMPs’ operation from 7 to 8 am, when the highest demand is observed. Conversely, 

Fig. 41.d focuses on CMPs’ operation from 1 pm to 2 pm when the lowest demand is observed. 

Looking at Fig. 41.c, CMP2 is ON for almost the whole hour, conversely, CMP1 cycles ON-OFF 

to meet the heating load. In addition, as indicated in Fig. 41.c, CMP1 is cycling ON-OFF almost 

10 times, which is less than the maximum threshold value equal to “12 cycles per hour” required  
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CMP 1 No. Cycling = 10 

CMP 2 No. Cycling = 1 

 

CMP 1 No. Cycling = 0 

CMP 2 No. Cycling = 8 

 



Figure 41 Sequential Control(a) Heating Load and Heating Capacity (b) Water supply, Water return temperature, and CMPs cycles, (c) CMPs’ 

operation from 7-8 am, (d) CMPs’ operation from 1-2 pm, (e) Mechanical Power, and (f) COP 

for assuring a safe CMP opera-tion. As shown in Fig. 41.d, from 1 pm to 2 pm, CMP1 is always 

OFF, and CMP2 is cy-cled to maintain the water supply temperature in the desired range. More 

specifically, CMP2 is cycling ON-OFF almost 8 times, which is less than the maximum threshold 

suggested by the manufacturer (i.e., 12). In Figure 41.e, the mechanical power required by the 

CMPs is plotted. Fig. 41.f shows the average hourly COP values. The COP ranges between 4.45 

to 4.75 during the operation due to the time-varying ODT values. 

For each operation mode, the variable speed control technique outperforms the constant speed 

control for an IM RHP drive, since the EEr values for 10-hour daily operation are always higher 

at each instant. For RHP capacity of 20% or lower, both the variable and constant speed RHP 

operate as a constant speed HP. However, this is not valid for this case study as the capacity is 

always higher than 50% of the rated capacity. 

Sensitivity analysis of results with the design of the  hydraulic loop  

It is worth investigating results with variation of  𝐶𝑠 are presented for VSD. Moreover, SC results 

are presented with 𝐶𝑠=1500 and variation of 𝐶𝑠 for heating mode results with VSD are presented 

for 𝐶𝑠=1500. Results of variation of 𝐶𝑠 for the peak cooling load window between 10 am to 3 pm 

are presented below.  

  

(e) (f) 



Fig.42.a presents the water supply temperature for different values of hydronic inertia. It can be 

seen that a small value of 𝐶𝑠 gives a higher initial peak and higher oscillations, however as the 𝐶𝑠 

is gradually increased the peak and oscillations are reduced as the plant serves a higher hydronic 

inertia. 

Fig. 42.b shows the compressor speed for different values of 𝐶𝑠. The smaller value of 𝐶𝑠 

correspond to a smaller value of the hydronic inertia hence it is more susceptible to  speed 

variations. However, as the 𝐶𝑠 increases the plants operates with a higher value of inertia and result 

is a stable but slower speed response. Fig. 42.e presents the EER for the peak cooling load period. 

The EER values range between 3.22 and 3.08 while the variation of C_s has minimal impact on 

these values. 

 

  

(a) (b) 



 

(c) 

Figure 42 This is a figure. (a) Cooling Load and Cooling Capacity (b) Water supply, Water return temperature and Compressor 

speed, (c) EER 

Results of variation of 𝐶𝑠 for a 15 minute interval  between 10 am and 10.15 am are presented. 

Fig. 43.a presents the water supply temperature for different values of hydronic inertia. It can be 

seen that a small value of 𝐶𝑠 have more oscillations on 𝑇𝑤𝑠 compared to higher 𝐶𝑠 values.  

Fig.  43.b illustrates the compressor speed for different values of 𝐶𝑠. The smaller value of 𝐶𝑠 

represent a smaller value of the hydronic inertia hence 𝑇𝑤𝑠 is more susceptible to  speed variations 

and numerous on-off are required. However, for larger values of 𝐶𝑠 the value of inertia in increases 

and the resulting on-off modulation is reduced. Since this particular scenario has a high cooling 

load compressor 1 is always operational for the investigated period. Fig. 43.c presents the EER for 

the 15-minute period. The EER values range between 2.9 and 2.7 and its can be noted that the 

variation of 𝐶𝑠 has minimal impact on it. 



 
 

(a) (b) 

 

(c) 

 

Figure 43 This is a figure. (a) Cooling Load and Cooling Capacity (b) Water supply, Water return temperature and Compressor 

speed, (c) EER 

6.5 Results and Discussion for Fouling: 

Results with the discussion is presented in this section of a RHP working in cooling model. 

Estimation of Air-cooled chiller parameters 

A scenario of fouling and no-fouling condition is tested in MAtlab Simulink to validate the 

parameter estimation technique. Fig. 44 presents the validation of the parameter estimation using 

RLS technique. 



 

 Figure 44 Estimation of Parameters usingRLS 

At 500 seconds the 20% fouling condition is introduced into the existing model and the developed 

method is able to estimate the new model parameters. The fouling and no-fouling parameter of the 

air-cooled chiller can be observed in Table. 6.11 and Table. 6.12.  

Thermodynamic data of a 50kW Air-to-water RHP in cooling mode are obtained using IMSTart 

software. Soon after the fitting coefficients are computed using Least square technique. For a 

healthy condition with 0% fouling the parameters are shown below: 

Table 6. 11 Fitting coefficient parameters for Air-cooled chiller without fouling 

 

 

 

 

Using IMSTart to generate data of a 20% fouling condition on the condenser, new fitting 

coefficients are computed for the RHP under fault.  

Table 6. 12 Fitting coefficient parameters for Air-cooled chiller with 20% fouling 

 Delivered Capacity Absorbed Power 

L1 0.0082 RMSE [kW]: 2.32 K1 0.0038 

 Delivered Capacity Absorbed Power 

VS-

Cooling 

L1 0.0086 RMSE [kW]: 

2.26 

NRMSE [%]: 

3.91 

K1 0.0037 RMSE [kW]: 

1.41 

NRMSE [%]: 

5.91 

L2 -0.32 K2 0.05 

L3 1.55 K3 -0.26 



VS-

Cooling 

L2 -0.30 NRMSE [%]: 4.18 K2 0.041 RMSE [kW]: 

1.47 

NRMSE [%]: 

5.85 

L3 1.51 K3 -0.26 

 

Comparison of Air-cooled chiller operation in fouling and no-fouling condition 

At daily operation of a RHP during a hot summer day in Palermo is considered for this study with 

fouling and no-fouling at the condenser of a RHP. Fig. 45 shows the cooling load [kW] at 15-

minute intervals and Outdoor temperature at 1-hour intervals for a building in Palermo, Sicily 

during a very hot day from 8 am to 5 pm. Fig. 46 and 49 present the cooling capacity provided by 

the air-cooled RHP and the cooling load of the building with no fouling and 20% fouling 

respectively. For both cases, the cooling demand of the building is supplied by the RHP. This part 

of the thesis will pay attention to the extent of the cost at which the cooling demand is met in 

fouling conditions. 

Fig. 47 and 48 give the water return temperature, water supply temperature with a set-point of 7 0 

C, and compressor speed that is coupled to an IM drive at no fouling and 20% fouling respectively.  

For both cases, the water supply temperature is maintained at 7 0 C in the building and the speed 

profile is shown accordingly. It can be observed that the compressor speed is slightly higher during 

a 20% fouling of the condenser fan in comparison to a no-fouling condition. Fig. 50 presents the 

energy efficiency ratio (EER) for a daily operation with the same cooling load and ODT with no 

fouling, 20% fouling, and adaptive control compensation. As hypothesized initially, EER of an 

air-cooled chiller with 20% fouling gives poor performance compared to no fouling conditions. 

Adaptive feed-forward techniques is utilized to provide a command action in terms of compressor 

speed. Fig. 51 shows speed response signal fault compensation. Fig.52 presents the speed response 

of the overall system with fault-free condition, 20% fouling fault, and feedforward compensation. 

As observed in fig.52, fouling of 20% results in increased overall compressor speed, feedforward 

technique gives an additional control signal ∆ωcmp to help compensate for the fault condition. 



 
 

Figure 45 Cooling load and ODT for 10-hour period Figure 46 Cooling Capacity and cooling load 

  

Figure 47 Water supply temperature, water return temperature 

and compressor speed. 

Figure 48 Water return temperature, water supply temperature 

and compressor speed for 20% fouling 

  



Figure 49 Cooling capacity and cooling load at 20% fouling Figure 50 EER for normal case and 20% fouling 

 

Figure 51 ∆ωcmp response during fouling operation 

 

Figure 52 Speed response 

 

6.6 Results and Discussion for Charge Variation: 

Thermodynamic data of a 50kW Air-to-water RHP in cooling mode are obtained using IMSTart 

software. Soon after the fitting coefficients are computed using Least square technique. For a 

healthy condition with 10% refrigerant charge fault the parameters are shown below: 

Table 6. 13 Fitting coefficient parameters for Air-cooled chiller without fault 

 

 

 

 

Using IMSTart to generate data of a 10% under refrigerant charge condition on the system, new 

fitting coefficients are computed for the RHP under fault. 

Table 6. 14 Fitting coefficient parameters for Air-cooled chiller with 10% under refrigerant charge 

 Delivered Capacity Absorbed Power 

VS-

Cooling 

L1 0.0079 RMSE [kW]: 2.32 

NRMSE [%]: 4.18 

K1 0.0038 RMSE [kW]: 

1.47 L2 -0.28 K2 0.04 

 Delivered Capacity Absorbed Power 

VS-

Cooling 

L1 0.0082 RMSE [kW]: 

2.26 

NRMSE [%]: 

3.91 

K1 0.004 RMSE [kW]: 

1.41 

NRMSE [%]: 

5.91 

L2 -0.29 K2 0.039 

L3 1.47 K3 -0.27 



L3 1.42 K3 -0.27 
NRMSE [%]: 

5.85 

 

Comparison of Air-cooled chiller operation in fault free and 10% refrigerant under charge 

At daily operation of a RHP during a hot summer day in Palermo is considered for this study with 

10% charge fault and no-charge fault in the RHP. The cooling load and ODT values are similar to 

fouling test cases.  Fig. 53 presents the cooling capacity provided by the air-cooled RHP and the 

cooling load of the building with 10% charge fault with feedforward compensation. Fig. 54 give 

the water return temperature, water supply temperature with a set-point of 7 0 C, and compressor 

speed that is coupled to an IM drive at 10% charge fault with compensation.  Fig. 55 presents the 

speed of the compressor during fault free, 10% charge fault, and 10% charge fault with 

compensation. It can be observed that the compressor speed is slightly higher during a 10% charge 

fault in comparison to a fault free condition. It can be observed that the feedforward action reduces 

the compressor speed compared to the fault condition, hence reducing the overall stress on the 

plant. Fig. 56 presents the energy efficiency ratio (EER) for a daily operation with the same cooling 

load and ODT during fault-free, 10% charge fault, and adaptive feedforward control compensation. 

As hypothesized initially, the EER of an air-cooled chiller with 10% charge fault gives poor 

performance compared to fault free conditions. Adaptive feed-forward techniques is utilized to 

provide a command action in terms of compressor speed. Fig. 57 shows the added speed response 

signal for fault compensation.  

  



Figure 53 CC and CL for 10% charge fault Figure 54 Water supply temperature, water return 

temperature and compressor speed. 

 

Figure 55 Speed response for 10% charge fault 

 

Figure 56 EER for normal case, 10% charge fault , and 10% 

charge fault with compensation. 



 

Figure 57 ∆ωcmp response during charge fault operation 

It is important understand fouling and refrigerant charge faults in a RHP as shown in the above 

analysis that although the internal comfort the end-users are satisfied but the EER is compromised. 

As a result, the energy consumption of the building will increase gradually. This must not be 

mistaken for the fact that the increase is due to new installations or high occupancy which maybe 

the case at times. Hence, deploying an RLS technique with feedforward to estimate plant 

parameters and compensate for faults has substantial potential to improve EER. 

 

  



Conclusion 

In this framework, the provision of modeling on a detailed thermodynamic modeling and the 

embedded architecture control is of paramount importance to achieve reliable control and 

operation. More specifically, the developed models should provide insights into (i) the ability of 

the RHP to quickly respond to the variation in the cooling and heating demand of the users (e.g., 

building load); (ii) the capability to adapt to the variation in the local while accounting for limits 

of the electric motor and the embedded controller, and (iii) the possibility to compare new control 

strategies aimed at improving the overall energy performance. The thesis compared different 

controls (e.g., proportional-integral for variable speed, and hysteresis controller for sequential 

control.) and they demonstrated that the modeling complexity of the system control has a 

significant impact on the key performance indicators, proving that this aspect should not be 

overlooked. For instance, for short-term operation, the modeling of the heat pump controller and 

the transient effects of the heat pump, such as cycling losses during start-up, are important. 

Chapter 3, gives an insight into the basic concepts covers in a thermodynamic heating and cooling 

system. A brief description of vapor compression cycle, compressor types, and reversible heat 

pump compoenents are given. Electrical drives contribution is given to RHP technology and two 

basic control techniques (variable speed and constant speed) are discussed. Modeling of a RHP 

using physical model is presented with multi-variable models. A state-space model for variable 

and constant speed is developed for heating and cooling applications. The 3D plot for cooling and 

heating mode operation are presented in appendix 1 and 2 respectively. Chapter 4, gives a detailed 

overview on control techniques that have been applied to control of motor drives. For simplicity 

and reduced complexity, scalar open loop and closed loop are developed instead of FOC. The 

basics of controller design are presented, and the variable speed and constant speed techniques are 

highlighted with overall RHP control techniques. Finally, RHP variable set-point temperature 

control methodology is also presented.  

Chapter 5 is dedicated to parameter estimation and fault diagnosis. Initially, the RLS methodology 

is implemented to acquire the RHP parameters. In this chapter fault model of RHP for 20% 

condenser fouling and 10% charge capacity fault in cooling mode. Finally, an adaptive 

feedforward compensation  on the compressor speed is added to improve performance during fault 

conditions. Finally, the chapter 6 presents the result of heating and cooling mode operation for a 



50kW building in Palermo, Italy.  Constant speed and variable speed control are implemented and 

the superiority of variable speed control is highlighted. For each operation mode, the variable 

speed control technique outperforms the constant speed control for an IM RHP drive, since the 

EEr values for 10-hour daily operation are always higher at each instant. For RHP capacity of 20% 

or lower, both the variable and constant speed RHP operate as a constant speed HP. However, this 

is not valid for this case study as the capacity is always higher than 50% of the rated capacity. It is 

important understand fouling and refrigerant charge faults in a RHP as shown in the above analysis 

that although the internal comfort the end-users are satisfied but the EER is compromised. As a 

result, the energy consumption of the building will increase gradually. This must not be mistaken 

for the fact that the increase is due to new installations or high occupancy which maybe the case 

at times. Hence, deploying an RLS technique with feedforward to estimate plant parameters and 

compensate for faults has substantial potential to improve EER. 

 

 

  



Appendix 1 

Representing the data of a 50kW chiller for 𝑄𝑐 and 𝑃𝑚. A 6 degree Celsius intervals for ODT is 

used i.e 24-30-36. A 3D surface with a function of  𝑇𝑤𝑟 , 𝑂𝐷𝑇, 𝑓 are plotted where 𝑄𝑐 =
𝑓(𝑇𝑤𝑟 , 𝑂𝐷𝑇, 𝑓) and 𝑃𝑚 = 𝑓(𝑇𝑤𝑟 , 𝑂𝐷𝑇, 𝑓).  

Figure  For Qc

At 36degrees ODT 

 

At 24degrees ODT 

 

At 30degrees ODT 

 

At 24/30/36 degrees ODT 

 

 

 

 

 



Figure for Pm 

At 36degrees ODT

 

At30 degrees ODT 

 

At 30 degrees ODT   

 

At 24/30/36 degrees ODT                              

Considering the nature of the 3D surface a set of non-linear equation (1&2) and linear equations 

(3&4) are used to express the data using linear coefficients to match the data. 

 

For the chiller investigated in the present study, data from the catalog were duly compared with 

the simulation results. In this regard, Fig. A3.a-b depicts the CC and the EER for the constant-

speed chiller in some operating conditions that differ in terms of ODT and water flow rate through 

the evaporator, assuming a water return temperature from the hydronic loop equal to 12 °C. The 

figure reveals a good agreement between simulation results and catalog data, as shown in Fig. A3.c 

where the percentage errors for both CC and EER are always lower than 7%, thus confirming the 

good accuracy of the model. 



  

(a) (b) 

 
(c) 

Figure A3. Comparison of IMST-Art results and data from the catalog of the chiller: (a) cooling 

capacity, (b) energy efficiency ratio, and (c) percentage errors. 
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Appendix 2 

Representing the data of a 50kW heat pump for 𝑄𝐻 and 𝑃𝑚. A 4 degree Celsius intervals for 

ODT is used i.e 5-9-13-17. A 3D surface with a function of  𝑇𝑤𝑟 , 𝑂𝐷𝑇, 𝑓 are plotted for RH at 

45 where 𝑄𝐻 = 𝑓(𝑇𝑤𝑟 , 𝑂𝐷𝑇, 𝑓) and 𝑃𝑚 = 𝑓(𝑇𝑤𝑟 , 𝑂𝐷𝑇, 𝑓). 
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(e) (f) 

 
 

(g) (h) 

 

 

(i) (j) 

 



Representing the data of a 50kW heat pump for 𝑄𝐻 and 𝑃𝑚. A 4 degree Celsius intervals for 

ODT is used i.e 5-9-13-17. A 3D surface with a function of  𝑇𝑤𝑟 , 𝑂𝐷𝑇, 𝑓 are plotted for RH at 

79 where 𝑄𝐻 = 𝑓(𝑇𝑤𝑟 , 𝑂𝐷𝑇, 𝑓) and 𝑃𝑚 = 𝑓(𝑇𝑤𝑟 , 𝑂𝐷𝑇, 𝑓). 
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Appendix 3 [155] 

Nameplate Ratings 
Table A1.1 Nameplate Ratings 

Rated Voltage 415V 

Rated Current 13.89A 

Frequency 50Hz 

Rated Speed 1500rpm 

No. Poles 4 

No. Rotor Slots 28 

No. Stator Slots 36 

Type B 

 

Blocked Rotor Test Results 
Table A1.2 Blocked Rotor Test Results 

 Trial 1 Trail 2 Average 

U1 154 V 153.44 V 154.92 V 

Isc 13.9 A 13.95 A 13.85 A 

Pin 2140.5 W 2150.5 W 2145.6 W 

 

Using the average values attained the calculation is done as follows:- 

The input power for Y-connected induction machine is expressed as 

 

𝑃𝑖𝑛 = 3𝐼𝑠𝑐
2 𝑅𝑒 =  3𝐼𝑠𝑐

2 (𝑅𝑠 + 𝑅𝑟
′ ) 

 

Where the effective equivalent resistance  

𝑅𝑒 = 𝑅𝑠 + 𝑅𝑟
′ = 𝑃𝑖𝑛/(3𝐼𝑠𝑐

2 ) 

 

𝑅𝑒 = 𝑅𝑠 + 𝑅𝑟
′ = 2150.43/(3 ∗ 13.92) 

𝑹𝒆 = 𝟓. 𝟒𝟑Ω 

 

The stator resistance can be easily acquired by doing a simple DC test across the windings 
 

Table A1.3 Stator resistance test 

 Trail 1 Trail 2 Average 

Vdc 4.90 V 5 V 4.95 V 

Idc 6.12 A 6.25 A 6.17 A 

 

Therefore 

𝑅𝑠 =
𝑉𝑑𝑐

𝐼𝑑𝑐
=

4.95

6.17
 

 

𝑹𝒔 = 𝟎. 𝟖 Ω 



 

Once the stator resistance is obtained the referred rotor resistance can be computed 

 

𝑅𝑟
′ = 𝑅𝑒 − 𝑅𝑠 

 

𝑅𝑟
′ =  3.71 −  0.8 

 

𝑹𝒓
′ = 𝟐. 𝟗𝟏Ω 

 

The short circuit impedance of the IM is obtained from 

 

𝑍𝑠𝑐 = 𝑈𝑆𝐶 𝐼𝑠𝑐⁄  

 

Where 𝑈𝑆𝐶 = 𝑈1/√3 

 

𝒁𝒔𝒄 =

(
154

√3)
)

13.9
= 𝟔. 𝟒Ω 

 

The sum of the stator leakage reactance Xs1 and the referred rotor reactance 𝑋𝑟𝑙
′ is obtained 

from 

 

𝑋 = 𝑋𝑠1 + 𝑋𝑟1
′ = √𝑍𝑠𝑐

2 − 𝑅𝑒
2 

 

𝑿 =  √6.42 − 3.712 = 𝟓. 𝟐𝟏Ω 

 

 

For a class B induction motor the empirical proportions is given as 

   𝑋𝑠1 = 0.5𝑿                       𝑋𝑟1
′ = 0.5𝑿 

   𝑋𝑠1 = 0.4 ∗ 5.21           𝑋𝑟1
′ = 0.6 ∗ 5.21 

 

𝑿𝒔𝟏 = 𝟐. 𝟔Ω          𝑿𝒓𝟏
′ = 𝟐. 𝟔Ω 

 

 NO LOAD test results 
 Table A1.4 NO LOAD test results 

 Trial 1 Trail 2 Average 

Us 414.40 V 415.30 A 414.85 V 

Inl 3.72 A 3.67 V 3.69 A 

Pin 1541.6 W 1524.2 W 1532.9W 

 

The magnetizing current can be obtained as follows 

𝑈𝑚 = 𝑈𝑠 − 𝐼𝑛𝑙𝑋𝑠1 =
414.85

√3
− 2.42 ∗ 3.59 

 



𝑼𝒎 = 𝟐𝟑𝟏. 𝟖 𝑽 

 

Thus the current through the magnetizing branch is 

 

𝐼𝑖 = 𝑃𝑖𝑟𝑜𝑛/𝑈𝑚 

Taking into consideration the 𝑃𝑖𝑟𝑜𝑛 = 𝑃𝑖𝑛 

Therefore  

𝐼𝑖 = 𝑃𝑖𝑛/𝑈𝑚 =

1532.9
3

231.8
 

 

𝑰𝒊 = 𝟐. 𝟐 𝑨 

Thus the resistance of the iron losses can obtained 

 

𝑅𝑖 =
𝑈𝑚

𝐼𝑖
=

230.80

2.2
 

 

𝑹𝒊 = 𝟏𝟎𝟓. 𝟏𝟔 Ω 

 

From the calculations done above the magnetizing reactance can be calculated. 

 

𝑋𝑚 =
𝑈𝑚

𝐼𝑚
 

 

Let 𝐼𝑚 = 𝐼𝑛𝑙 

Therefore 

 

𝑿𝒎 =
231.8

3.69
= 𝟔𝟐. 𝟖𝟐Ω 

 

Utilization of the measured parameters in the three-phase induction machines 

 

The parameters 𝑋𝑠1, 𝑋𝑟1 
′ 𝑎𝑛𝑑 𝑋𝑚 are known, therefore the 𝐿𝑠1, 𝐿𝑟1 

′ 𝑎𝑛𝑑 𝐿𝑚is obtained by 

using the formula 

 

The referred magnetizing inductance 

 

𝐿𝑚 =
𝑋𝑚

2𝜋𝑓
=

62.82

100𝜋
 

 

𝑳𝒎 = 𝟎. 𝟐𝟎𝟑 𝑯 

The stator leakage inductance 

 

𝐿𝑠1 =
𝑋𝑠1

2𝜋𝑓
=

2.6

100𝜋
 

 



𝑳𝒔𝟏 = 𝟎. 𝟎𝟎𝟑𝟑 𝑯 

 

The referred rotor leakage inductance 

 

𝐿𝑟1
′ =

𝑋𝑟1
′

2𝜋𝑓
=

5.39

100𝜋
 

 

𝑳𝒓𝟏
′ = 𝟎. 𝟎𝟎𝟑𝟑 𝑯 

 

The self-inductance of the stator 

𝐿𝑠𝑠 = 𝐿𝑠1 +
2

3
𝐿𝑚 = 0.01 +

2

3
0.30 

 

𝑳𝒔𝒔 = 𝟎. 𝟑𝟐 𝑯 

 

The referred self-inductance of the rotor 

 

𝐿𝑟𝑟
′ = 𝐿𝑟𝑟

′ +
2

3
𝐿𝑚 = 0.02 +

2

3
0.30 

 

𝑳𝒓𝒓
′ = 𝟎. 𝟐𝟐 𝑯 

Mutual inductance between stator windings 

 

𝑀𝑠 = −
1

3
𝐿𝑚 = −

1

3
0.30 

 

𝑴𝒔 = −𝟎. 𝟏𝟎 𝑯 

 

Referred mutual inductance between rotor windings 

 

𝑀𝑟
′ = −

1

3
𝐿𝑚 = −

1

3
0.30 

 

𝑀𝑟
′ = −𝟎. 𝟏𝟎 𝑯 

 

Maximal value of the referred value of the stator-rotor mutual inductance 

𝑀𝑠𝑟
′ =

2

3
𝐿𝑚 =

2

3
0.30 

 

𝑴𝒔𝒓
′ = 𝟎. 𝟐𝟎 𝑯 

 

Now the stator and referred inductance can be found out by evaluating  

 

𝐿𝑠 = 𝐿𝑠𝑠 − 𝑀𝑠 =  𝟎. 𝟑𝟏 − −𝟎.𝟏𝟎 

 
𝑳𝒔 = 𝟎. 𝟒𝟏𝑯 

 



𝐿𝑟
′ = 𝐿𝑟𝑟

′ − 𝑀𝑟
′ =  𝟎. 𝟐𝟐 − −𝟎. 𝟏𝟎 

 

𝑳𝒓
′ = 𝟎. 𝟐𝟏 𝑯 

 

By using the magnetizing, stator and rotor inductance the total leakage factor 𝝈 can be 

calculated 

𝜎 = 1 − 
𝐿𝑚
2

𝐿𝑠𝐿𝑟

 = 1 − 
0.00322

0.0032∗0.0032
 

 

𝝈 = 𝟎. 𝟎𝟑𝟏𝟕 

The rotor time constant is formulated by 

 

𝑇𝑟 =
𝐿𝑟

′

𝑅𝑟
′

=  
𝟎.𝟐𝟏 
𝟐.𝟗𝟏

 

 

𝑻𝒓 = 𝟎. 𝟎𝟕𝟎𝟗 

Stator Transient inductance 

 
𝑳𝒔

′ = 𝝈𝑳𝒔 

 

𝟎. 𝟒𝟏 ∗ 𝟎.𝟏𝟒 = 𝟎. 𝟎𝟎𝟔𝟓𝑯 

  



Appendix 4 

RLS parameter extraction of RHP 

%%%%%%% Cooling mode %%%%%%%%%% 
 
A=[Speed ODT Twr]; 
B=[CC]; 
C=[Pm]; 
 

%%%%%%% Heating mode %%%%%%%%%% 
 
A=[Speed ODT Twr]; 
B=[HC]; 
C=[Pm]; 
 

%%%%%%%% Parameter for CC and HC %%%%%%%%% 
 
X = (inv(A'*A))*A'*B 
 
t= B-(A*X) 
 
qc=sqrt(mean(t(:,1).^2)) 
nrmse=qc/(max(B(:,1))-min(B(:,1))) 
 
 

%%%%%%%% Parameter for Pm %%%%%%%%% 
 
Y = (inv(A'*A))*A'*C 
 
u= C-(A*Y) 
 
pm=sqrt(mean(u(:,1).^2)) 
nrmse1=pm/(max(C(:,1))-min(C(:,1))) 

 

Note: Speed, ODT, Twr, CC, HC, and Pm are N sample of data that are acquired from 

IMSTart software for different mode of operation of the RHP and used to compute the the 

RHP parameters of each model in chapter 3.   



Appendix 5 

Scalar Control Scheme 
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