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ABSTRACT The image segmentation techniques based on multi-level threshold value received lot of
attention in recent years. It is because they can be used as a pre-processing step in complex image
processing applications. The main problem in identifying the suitable threshold values occurs when classical
image segmentation methods are employed. The swarm intelligence (SI) technique is used to improve
multi-level threshold image (MTI) segmentation performance. SI technique simulates the social behaviors
of swarm ecosystem, such as the behavior exhibited by different birds, animals etc. Based on SI techniques,
we developed an alternative MTI segmentation method by using a modified version of the salp swarm
algorithm (SSA). The modified algorithm improves the performance of various operators of the moth-flame
optimization (MFO) algorithm to address the limitations of traditional SSA algorithm. This results in
improved performance of SSA algorithm. In addition, the fuzzy entropy is used as objective function to
determine the quality of the solutions. To evaluate the performance of the proposed methodology, we eval-
uated our techniques on CEC2005 benchmark and Berkeley dataset. Our evaluation results demonstrate that
SSAMFO outperforms traditional SSA and MFO algorithms, in terms of PSNR, SSIM and fitness value.

INDEX TERMS Image segmentation, multi-level thresholding, salp swarm algorithm (SSA), moth-flame

optimization (MFO).

I. INTRODUCTION
In recent years, SI methods received wide attention since they
are applied in different areas and applications of Economics,
Chemistry, and Medicine [1]. Moreover, the SI approaches
are applied in different image processing fields, such as
computer vision, face recognition, object identification, etc.
Image segmentation can also be used in pre-processing stage
of various applications, such as medical diagnosis [2] and
satellite image processing [3]. Image segmentation is used to
split an image into different classes with similar properties
(such as texture, contrast, gray level, brightness, and color)
and are based on a predefined criterion.

Recently, there are several approaches have been applied
for image segmentation, including edge detection [4],
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clustering algorithms [5], threshold segmentation [6], and
region extraction [7]. Threshold segmentation methods can be
categorized in two categories, namely bi-level and multi-level
segmentation. The bi-level methods groups image objects
into two classes. If the number of classes is more than two,
multi-level method is applied. The multi-level method splits
an image’s pixel into several classes based on the intensity [5].
Several existing studies used the image histogram to obtain
the best threshold value by minimizing or maximizing the
fitness functions, such as Kapur’s entropy and Otsu.
Howeyver, the traditional models that have been used to
find the optimal threshold value require more computational
time. In order to address these limitations, meta-heuristic
(MH) approaches have been used. In recent years, dif-
ferent MH algorithms have been applied in the field of
image segmentation, such as the firefly optimization algo-
rithm (FA) [8], harmony search (HS) algorithm [9], honey
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bee mating optimization (HBMO) [10], particle swarm
optimization (PSO) [4], [6], [11], artificial bee colony
(ABC) [12], [13], and cuckoo search (CS) algorithm [14].

In this paper, we present an alternative image segmentation
model based on improving the performance of the salp swarm
algorithm (SSA) using the moth flame optimization (MFO)
algorithm. The proposed model is called (SSAMFO) and
it aims to avoid the limitations in the traditional SSA
through using the operators of the MFO as a local search
to improve the group of followers. In general, both SSA
and MFO are nature-inspired metaheuristic approaches and
have been employed previously in various engineering
problems and applications. SSA simulates the behavior of
salp and it is applied as a global optimization method
in [15] and established its performance. SSA was used in
different research areas and applications, such as feature
selection [16], [17], optimization tasks [18], automobile
insurance fraud detection [19], passive sonar target classifi-
cation [20] and wireless sensor networks (WSN) [21]. MFO
can also be applied in various applications, such as feature
selection [22], cloud computing [23], electricity consump-
tion forecasting [24] and handwriting recognition [25]. Its
main purpose was to solve mathematical problems, such as
binary problems [26], multi-objective problems [27], and
constraint-related issues [28].

In general, the proposed SSAMFO multilevel threshold
image segmentation approach begins by computing the his-
togram of the given image. Then generate random integer
solutions from the interval specified by the minimum and
maximum value of the histogram. Each solution contains a
set of values to represent the threshold values. To evaluate the
quality of these solutions the fuzzy entropy is used as fitness
function and the best solution has the largest fitness value.
Thereafter, the current set of solutions is divided into leader
and follower groups according to the same strategy used in
traditional SSA. If the current solution belongs to the leader
group, then all operators of SSA are used to update it, oth-
erwise, the operators of the MFO is used. After finishing the
updating process for all solutions, the terminal conditions are
checked whether they are reached or not, so the previous steps
are performed again. The output of the proposed SSAMFO is
the optimal solution in this case. According to this strategy,
the MFO is used to improve the followers having the largest
effect on performance of SSA.

The main objectives of the performed study can be sum-

marized as follows:
1) To propose an alternative image segmentation tech-

nique based on a modified salp swarm algorithm
(SSA).

2) To improve the performance of the followers group
in SSA using the operators of moth-flame optimiza-
tion (MFO) algorithm.

3) To evaluate the performance of the proposed SSAMFO
using fifteen global optimization problems.

4) To evaluate the performance of the SSAMFO using a
set of eleven images and compared them with a set of
popular image segmentation methods.
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The rest of the paper is organized as follows. Section II
summarizes the contributions of related developments.
In Section III, we describe the preliminaries of the SSA
and MFO, followed by the proposed method in section IV.
Section V presents the experiment, evaluation, and compari-
son results. Finally, Section VI concludes the study.

Il. RELATED WORK

The image segmentation is considered as one of the most
important step in computer vision and image processing.
Therefore, it has been applied in different fields, for exam-
ple, remote sensing [29], medical imaging [30], and histor-
ical documents [31]. In general, the image segmentation is
defined as the operation of grouping homogeneous pixels of
the image in one class. There are many techniques to perform
this task [32]-[35]. For example,

to classify the non-tumor and tumor images, also,
to segment tumor region in CT images, Ramakrishnan
and Sankaragomathi [7] first applied the support vector
machine (SVM) classifier, then the segmentation was per-
formed by the modified region growing (MRG) with a pre-
diction threshold using grey wolf optimization (GWO).

In [36], the authors present a survey on recent document
image segmentation methods. Since 2008, we witnessed an
enormous increase in the research on this particular area.

Furthermore, there are several meta-heuristic approaches
for image segmentation which simulate the behavior of
swarm, biological, and physical laws. For example, genetic
algorithm (GA) [37], differential evolution (DE) [38],
PSO [12], ABC [39], electromagnetism optimization (EM)
[40], and gravitational search algorithm (GSA) [41].

In [12], a hybrid differential evolution algorithm is pre-
sented. It used to select optimal threshold value for gray-level
images by using Otsu function to define the criterion. This
method defined a strategy adopted from the CS with DE. The
primary idea of this algorithm is to switch between a mutation
operator and a reset strategy by using a levy flight on the best
individual to optimize the within-class variance introduced
by Otsu. The proposed algorithm has better performance
than CS, DE, ABC and self-adaptive differential evolution
(SADE). Hussein et al. [42] presented an improved bees algo-
rithm (BA) for multilevel image thresholding, namely PLBA.
The main function of the proposed algorithm is to obtain opti-
mal values of the threshold by maximizing Kapur’s entropy
and between class-variance. It has two main search steps: a
local search and a global search feature. The local search
applies greedy levy local algorithm [43], which is based on
the levy flight operator. Whereas the global search incorpo-
rates path levy in the initialization phase that is employed
in PLIA. Evaluation results determine that PLBA had better
performance than other algorithms.

In [44], the authors presented a modified firefly algo-
rithm (MFA) which applied for MTI segmentation. The pro-
posed algorithm was applied by minimizing cross-entropy,
Kapur entropy, and intra-class variance. They compared MFA
with the firefly algorithm (FA), Levy search based FA (LFA),
and Brownian search based FA (BFA). The comparison
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results showed that the performance of MFA is better than
FA, LFA, and BFA. An efficient method is presented by [45]
to solve the multilevel threshold problem based on GWO.
GWO is a nature-inspired algorithm that mimics the hunting
and social behavior of the grey wolves that generally rely
on their leadership hierarchy and hunting actions. Optimal
values of the threshold are selected by using both Otsu’s
between-class variance and criteria Kapur’s entropy. The
evaluation results approved that GWO outperforms both bac-
terial foraging optimization (BFO) and PSO. Also, the GWO
computational complexity is reduced due to the fast imple-
mentation of GWO.

In [1], authors applied two MH algorithms for multilevel
threshold segmentation, namely MFO and whale optimiza-
tion algorithm (WOA). The candidate solutions in the pro-
posed algorithms are generated using the image histogram.
These solutions are estimated using Otsu’s fitness function.
The evaluation experiment showed the superiority of MFO
which outperforms WOA. Resma and Nair [46] presented
an MIT algorithm, namely krill herd optimization (KHO) to
solve image segmentation problems. In this method, opti-
mal threshold values of image segmentation were evalu-
ated by maximizing the Otsu and Kapur measures. The
authors used various benchmark images to test the perfor-
mance of KHO algorithm and compared it with several meta-
heuristics. Evaluation results showed that KHO outperforms
several algorithms, such as PSO, MFO, and GA. In [47],
the authors proposed an improved GSA, called GSA-GA
(a hybrid algorithm of GSA with GA). The proposed method
utilize the mutation operator and the roulette selection of the
genetic algorithm which is integrated into the GSA. GSA-GA
had been evaluated by using various numbers of thresholds
on six test images and compared to the state-of-art meth-
ods. The results demonstrate its superiority on entropy and
between-class variance criteria. In [48], authors presented an
image segmentation method namely MCET-CSA. The main
idea of this method is to integrate the minimum cross-entropy
thresholding (MCET) criterion with crow search algorithm
(CSA). It was applied to minimize the cross-entropy among
classes. According to the evaluation results, MCET-CSA out-
performed both harmony search (HS) and DE.

In [49], authors presented an MIT segmentation method
using Otsu as the objective function. They presented a new
method called chaotic bat algorithm (CBA). They also com-
pared the proposed method with several state-of-art methods
and it showed better performance.

To select the optimal threshold values, Samanta et al. [50]
used Cuckoo Search (CS) which applied to reach the best
solution. The proposed approach showed a good performance
in terms of MSE and PSNR. In [51], the CS algorithm
also was applied in MTI segmentation for color images and
showed good performance. Dey et al. [52] presented a social
group optimization (SGO) to support Kapur’s and Otsu’s
multi-level thresholding. The proposed approach used for
skin melanoma images and showed a good performance.
Moreover, in [53], the SGO monitored Fuzzy-Tsallis entropy
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and ischemic stroke lesion (ISL) applied to segment magnetic
resonance image (MRI) images. The proposed method was
compared to several previous methods and showed good
performance. FA also shows good performance in different
image segmentations [54], including RGB color images [55].
Raja [56] presented an MIT approach using firefly algorithm.
They used Otsu’s as the objective function. FA showed
good performance compared to other methods. Rajinikanth
et al. [57] applied PSO and bacterial foraging optimiza-
tion (BFO) to address MTI problem. Eight images had been
used to test the proposed method in both bi-level and mul-
tilevel segmentation. The proposed method achieved good
performance in all tests. Also, in [58], an entropy based MRI
segmentation method was proposed using teaching learning
based optimization (TLBO) algorithm.

lll. METHODOLOGY

A. PROBLEM DEFINITION OF MULTI-LEVEL
THRESHOLDING

In this section, we discuss the definition of the MTI seg-
mentation problem. Let’s assume that / represents a given
gray-scale image, so, it consists of K 4 1 groups. Therefore,
the goal of MTI techniques is to find K threshold values
{tr,k = 1,2, K}, in which I is required to be divided into
sub-groups (Cy, k = 1,2, ..., K), as presented in Eq.(1):

Co=1{;10<I[;<t —1},
Ci={jltn<Ij<t—-1},

Cx ={ljjlixk <Ij<L—1} ey

where 1, is the k-th threshold, /j; is the gray level of the image
at the (i, j)-th pixel, and L is the total number of gray levels
of the images.

The multi-level (ML) threshold problem can be expressed
as a maximization problem that can be used to determine the
optimal threshold as:

1.5, ..t =argt11na)t(KFit(t1,...,tK) 2)
where the objective function is Fit. In this study, we apply
Fuzzy entropy function [59] as the objective function. It is
one of the most popular techniques used in MTI segmentation
problems [60]-[62]. It can be expressed as:

K
Fit(ty, ... tg) = H; 3)
k=1
S pix @ pix )
Hy = — d In(= , (4
' ;Pk xn(Pk>()
L—1
P =) pi x i) (5)
i=0
1 I <a
I —cy
ni) = a; <1 < c (6)
alp —C1
0 l>c
181407
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Compute the fithess

Input Image

Determine parameters
of SSAMFO

value using Eq. (2)

For each solution

Yes

Update followers using
MFO using Eqgs. (6)-(9)

Update Leaders using
SSA using Egs. (3)-(5)

FIGURE 1. Proposed SSAMFO image segmentation method.

1 | <ag_
l—a
px() = —= ax_y<l<ck (D)
CKk —dadg
0 | > cg_1

where ay,cy,....,ax—1,cxk—1 are the fuzzy parameters,
where 0 < a; < c¢1 < ... < ag_1 < ck—1. Thet; =
%, h = @, o lgk1 = —ak_l-zl_ck_l .

Moreover, the fuzzy entropy is used as fitness function
in several image segmentation methods and applied to dif-
ferent applications, such as brain MRI segmentation [63],
Brain tumor segmentation [64], color image [65], and

others [66], [67].

B. SALP SWARM ALGORITHM (SSA)

SSA is a new nature-inspired optimization algorithm [15]
which mimics the behavior of Salpidae’s family. SSA is
proposed to solve various optimization problems. Like other
MH algorithms, it starts by generating a set of solutions with
n dimensions. Solutions are divided into two main groups
called leader (the salp in the front) and followers (the rest
of salps). The n-dimensions determine the salp’s position and
they define the search space of the problem, where #n is the
problem variables. The leader position needs to be updated
as the following equation:

| XL+ c1(UB; —LB) x 2 +LB)) 3 <0

A PV . , (3)
b 1((UBj — LBj) x ¢c2 +LBj) ¢3>0

X! is the leader position in the j-th dimension, Fj is the
food source in the j-th dimension, UB; and LB; are the
upper and lower bounds, respectively. To maintain the search
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Segmented Image

space, the parameters ¢y and c3 are generated in random
manner within the range [0, 1]. Where ¢ is a very impor-
tant parameter because of its important balancing between
exploration and exploitation phases, and it can be calculated
as Equation (9):

4t \2
¢ =2 e,

©))

here, t represents current iteration, where t,,,, represents
the max iterations’ number. Thereafter, SSA begins updating
followers’ position as following:

. 1 . .
i _ oyl i—1
Xj =S+ X7

in is the i-th follower position in the j-th dimension, where

(10)

i is greater than 1. Moreover, Algorithm 1 presents the SSA
steps.

C. MOTH-FLAME OPTIMIZATION (MFO)
MFO is an MH nature-inspired method presented by [68].
It mimics the behavior of moth for path navigation. MFO
starts by setting an initial value of N agents, each one
has K decision features that represent of selected features
XijG=1,...,K).

As described in [68], MFO is represented using the follow-
ing three parts:

MFO =(R,B,T) 11

R is the initialization stage, where a set of solutions is ran-
domly generated, also, in this stage, the quality of each solu-
tion is calculated. Next, the best solution is determined and
stored in flames.
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FIGURE 2. The fitness value of each method for functions F1-F6.

Furthermore, B is the updating stage, in which agents
are updated using the operators, and 7 represents terminal
conditions.

In the B stage, the position of agents is improved based
on flames solution values, as presented in the following
equations:

X; =D cos@rnl)+F,, u=12,....N (12)
D;=|F,—-Xi|, le[-1,1] (13)
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where b is a constant value that is applied to find the shape of
the logarithmic spiral.
As defined in [68], Flamesy is decreased as following:

-1
) (14)

max

Flamesy = round(N —t X

where t is the current iteration and t,,,, is the total number
of iterations. The steps of the MFO algorithm are given in
Algorithm 2.
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FIGURE 3. The fitness value of each method for functions F7-F12.

IV. PROPOSED METHOD

The framework of the SSAMFO approach as an image
segmentation method is given in Figure 1. The proposed
SSAMFO is a modified version of SSA using the operators
of the MFO algorithm. It has been noticed that the follower’s
group has the largest effect on the performance of the tradi-
tional SSA. Therefore, the modification process is achieved
by replacing the operators of the traditional SSA to update the
position of followers by the operators of MFO.
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The SSAMFO method starts by computing the histogram
for the given image / then determine the initial value for N
solutions (X) each of them (ie., X;,i = 1,2,...,N) has
dimension K as defined in the following equation:

Xi,j:Imin+rl X Ipax —Imin), j=1,2,...,K (15)
where I, and I, represents the minimum and maximum
gray value in the histogram of I, respectively. The next step is
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Algorithm 1 Salp Swarm Algorithm (SSA)

Algorithm 2 Moth-Flame Optimization (MFO)

1: Initialize a population X .
2: while (¢ < #,,,¢) do
3:  Calculate the fitness value for X;.
Determine the best solution (Xp).
Using Eq. (9) to update cy.
fori=1:Ndo
if i == 1 then
Update X; using Eq. (8)
else
10: Update X; using Eq. (10)
11: end if
12:  end for
13: end while
14: Return Xp.

D A A

to evaluate the quality of those initial solutions by computing
the fitness value for each of them using Eq. (2).

The next process is to update the solutions using the oper-
ators of the SSAMFO and this starting by determining Xj
which has the best fitness value Fit,. Then solutions X are
divided into two groups leader and followers similar to the
traditional SSA. The operators of SSA is used to update
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1: Initialize a population X .
2: while (t < #,,,¢) do
3:  Compute the fitness value X;.
Sort the moths and find the best (X}).
Update Flamesy using Eq. (14)
fori=1:Ndo
Update the position of moth using Egs. (12)-(13)
8:  end for
9: end while
10: Return Xp.

Nk

the solutions in the leader group (as in Eqgs. (8) and (10)),
meanwhile, the operators of MFO will update the solutions
in the followers group (as in Eqs. (11) and (14)).

The process of assessing and update the solutions is
performed until the stop conditions reached (in this study,
the total number of iterations is used).

A. COMPUTATIONAL COMPLEXITY
The computational complexity of SSAMFO is according to
the complexity of the MFO and SSA. So, the complexity of

181411
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FIGURE 5. Tested images and their histograms.
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TABLE 1. The definition of CEC2005 Benchmark problems.
D Formula of function LW Uw dimw Type
FI flx)y =" a7 -100 100 30 Unimodal
F2 fl@) =300 o + Ty | -10 10 30 Unimodal
F3 fl@) =0 (X, w)? -100 100 30 Unimodal
F4 f(z) = maz;{|z;],1 < i < n} -100 100 30 Unimodal
F5 f(z) = P 100(z 41 — 22)% 4 (25 — 1)3] -30 30 30 Unimodal
F6 flz) =" ([z; +0.5])2 -100 100 30 Unimodal
F7 f(z) = 3" iz} + random|0, 1] -1.28 1.28 30 Unimodal
F8 flz) =" iz -10 10 30 Unimodal
F9 fl@) =30 iz -1.28 1.28 30 Unimodal
FI10 flx) =3 fag |t -1 1 30 Unimodal
Fll f(x) = ={10sin?*(ry1) + S0 (s — 1)2[L + 10sin®(myiv1)] + (yn — 12} + =50 50 30 Multimodal
>y u(xi, 10,100, 4)
k(x; —a)™, T; > a
u(xi, a,k,m) =10, —a<x <a
k(—z; —a)™, z, < —a
FI2 f(z) = 0.1{sin*(3mz1) + 30 (=i — 1)1 + sin?*(3rz; + 1)] + (zn — D?*[L + -50 50 30 Multimodal
sin?(2mz,)]} + ", u(zs, 5,100, 4)
FI3 flx) =" (z;— 1) +[1+sin®(3na; +1)] +sin?(3nz1) +|zn — 1| [1+sin?(37z,)]  -10 10 30 Multimodal
Fi4 flz) =" |zisin(z;) + 0.1z -10 10 30 Multimodal
FI5 f(z) =0.1n — (0.1 "%, cos(5may) — S0, a? -1 1 30 Multimodal
SSAMFO is defined as: we determine the multilevel threshold values to segment a set

O (SSAMFO) = a0 (SSA) + (N — a)O (MFO)

where

O (SSA) = O (tyax (K x N + EF x N + N logN))
O (MFO) = O (tmax (K x N + EF x N))

of eleven images.

(16)
A. EXPERIMENTAL SERIES 1: GLOBAL OPTIMIZATION
This experimental series aims to test the performance of the
SSAMFO as a global optimization method and compare it
with the traditional SSA, and MFO algorithm.

where EF is the number of fitness evaluations and N is the

size of the population. « is the number of individuals updated
using the operators of the traditional SSA.

V. EXPERIMENTS AND RESULTS

In this section, the performance of the proposed SSAMFO
is evaluated by applying it to solve a set of global optimiza-
tion problems from the CEC2005 benchmark. In addition,
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1) DEFINITION OF 2005 BENCHMARK FUNCTIONS

In this section, the description of the CEC2005 benchmark
problems [69] is discussed. We use fifteen problems which
can be classified into two kinds (see Table 1) The first kind
is unimodal, which has a single extreme point in the domain
(F1-F10). Meanwhile, the second kind is multimodal, which
has more than one global solution (F15-F19).
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TABLE 2. Comparison resulst between SSAMFO, SSA, and MFO as global optimization method.

Avgerage STD Best Worst
SSAMFO  MFO SSA SSAMFO  MFO SSA SSAMFO  MFO SSA SSAMFO  MFO SSA
F1 3.2E-159 2800.05  4.17E-11 1.6E-158  4582.544  2.84E-11 2E-204 0.000125  3.07E-12 8E-158 10000  1.19E-10
F2 3.99E-80 39.22343  9.17E-07 1.51E-79  20.95827  4.13E-07 1E-110  0.003017  2.52E-07  7.14E-79  70.00002  1.75E-06
F3 6.1E-113 1823891  3.71E-11 2.1E-112 13082.01  2.72E-11 4.5E-166  916.7575  3.31E-12 8E-112  46251.87  1.05E-10
F4 343E-78 74.64607  4.24E-06 1.72E-77  7.189487 1.79E-06  3.8E-107 52.53843 9.44E-07 8.58E-77  85.78559  8.38E-06
F5 4.73E-05 3205702  40.61054  5.78E-05 15987014 116.8056  2.88E-06  53.54365 0.04835 0.000195 79943279 442.841
F6 3.78E-08  3620.098 4.39E-11 8.42E-09  7043.193 3.8E-11 2.14E-08  0.000127  3.19E-12 5.17E-08 20200.5 1.58E-10
F7 0.000237  0.143259  0.000564 0.000257 0.065556  0.000619 1.82E-06 0.057151  7.67E-05 0.001051 0.288575 0.00303
F8 2E-169  660.0002  8.99E-13 0 842.1203  6.32E-13 1.3E-220  0.000147  4.06E-14  4.9E-168 3600 2.07E-12
Fo 0 3435974 9.1E-29 0 10.69595  1.94E-28 0 1.99E-10 1.05E-31 0  53.68709 9.72E-28
F10  2.8E-113 3.11E-09 6.88E-05 1.4E-112 1E-08  9.54E-05 3.3E-145 1.19E-17 227E-06  6.8E-112 4.26E-08  0.000454
F11 2.44E-10  56.90585 1.97E-12 1.41E-10  266.8043  1.81E-12 8.92E-11  0.000115  1.18E-13 6.58E-10 1337.494  8.0SE-12
F12 2.83E-09 558082.7 2.94E-12 1.02E-09 2790243  2.17E-12 1.36E-09 0.011984  2.82E-13 4.73E-09 13951247  7.83E-12
F13 0.000339  56.18722  0.000165  0.000192 87.93472  0.000201 2.64E-05 6.83E-05 4.42E-06  0.000833 315.2073  0.000811
F14 9.3E-80  6.644079  0.009843 4.65E-79  6.635905 0.018761 7.5E-113  9.42E-05 3.07E-08  2.32E-78  21.76085  0.084287
F15 0 0.765822  4.62E-14 0 0.55367  4.04E-14 0 0.147785  2.39E-15 0 2.086707 1.6E-13
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FIGURE 7. Average of the PSNR values overall tested images.
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FIGURE 8. Average of the SSIM values overall tested images.

2) PERFORMANCE MEASURES
To evaluate the performance of the proposed SSAMFO
approach as a global optimization method a set of

181414

ABC PSO

16 =20

MFO

measures are used. The metrics include the average (Avgr),
Worst value (Worstr), Best (Bestr), and Standard devi-
ation (STDp) of the fitness value. These measures are
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FIGURE 9. Average of Fitness value for each algorithm.
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FIGURE 10. Average of CPU time(s) for each algorithm.

defined as:
L
Avgr = o X;Fitl’,est (17)
=
- i
Worstp = 1?32’1% Fity,, (18)
_ . . i
Bestp = 12;111\% Fity,,, (19)
1 &
STDp = Fit] . —Avgr)?, (20
¥ NR_IZ;( it} — Avgr)?,  (20)

In Egs. (19)-(20), the Ng and Fitp,y are the number of runs
and the best fitness value, respectively.

3) RESULTS AND DISCUSSION

Table 2 and Figures 2-4 show the comparison results between
our SSAMFO method and the traditional SSA, and MFO.
From this table, it can be noticed that the SSAMFO out-
performs other methods, according to the average fitness
value, at most of the tested problems such as FI-F5,
F7-F10, and F14-F15. However, the SSA is better than the
MFO and SSAMFO at the rest functions. Additionally, it can
be observed the high stability of the proposed SSAMFO since

VOLUME 7, 2019

Threshold Values

ABC PSO MFO

16 m 20

its STD value is better than the SSA and MFO nearly is all
the tested functions except F6, FF11, and F12, the SSA is
the better. The same observation can be noticed from the
results of the worst and the best fitness value of each method.
Moreover, Figures 2-4 depict the convergence curve for the
SSAMFO, SSA, and MFO according to the tested functions.
It can be seen that the proposed SSAMFO has the ability to
convergence toward the global solution faster than the SSA,
and MFO among all the functions except at F6, F11, F12, and
F13, the SSA has better convergence than the others.

B. EXPERIMENTAL SERIES 2: IMAGE SEGMENTATION

To test the performance of SSAMFO method, a set of
experiments is performed using different images [70].
The results are compared with the well-known MTI segmen-
tation methods.

1) PERFORMANCE MEASURES

In this study, a set of image segmentation performance mea-
sures are used to assess the quality of the obtained thresh-
old values. These measures are the Peak Signal-to-Noise
Ratio (PSNR) [71], [72], and the Structural Similarity Index
(SSIM) [73] and their definition are given as:

255

RMSE ) @D
where the root mean-squared error (RMSE) is represented as:

N, N, ..
_r _c (I, - ISl9.])2
RMSE = \/Z“l 21ty
N, x N,
Qurprg + c1)2op 15 + c2)
(U] + 1f, + o] + o] +c2)

PSNR = 20log10(

(22)

SSIM(I, Is) =

(23)

where py(o7) and g (o75) represent the images’ mean inten-
sity (standard deviation) of / and Is), respectively. The oy
is the covariance of I and Ig. The value of ¢; = 6.5025 and
cr» = 58.52252. Moreover, the fitness value is used to assess
the quality of the threshold value and the CPU time(s) for
each algorithm is used.
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FIGURE 11. Threshold values over the histogram of images Img1-Img4,and Im12-Im13 at threshold level 16.

The proposed SSAMFO is compared with other six
methods including Harris hawks optimization (HHO) [74],
WOA [75], artificial bee colony (ABC) [76], PSO [77],

181416

SSA, and MFO. This comparison is performed with the
size of the population 20, and the total number of iterations
is 100.
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FIGURE 12. The Segmented images Img1-lmg4, and Im2-Im13 at threshold level 16.

2) DATASET DESCRIPTION

We use a set of eleven images to assess the performance
of the algorithms as image segmentation methods. These
images have different characteristics, as represented by their
histograms (see Figure 5-6).

3) RESULTS AND DISCUSSION

Here, the quality of each algorithm is evaluated at several
threshold levels (i.e., 2, 3, 4, 16, and 20). In general, the high
level of threshold values such as 16 and 20 are used to assess
the quality of the algorithms at a high dimension since this
is more suitable in different applications, such as remote

VOLUME 7, 2019

sensing, cell images, and other images that contain several
objects. Moreover, the performance of the SSAMFO is com-
pared with several methods, including HHO, SSA, WOA,
ABC, PSO, and MFO, as shown in Tables 3-5.

Table 3 shows the average of PSNR values overall the total
number of runs among each threshold level. From the results
given in this table, it can be noticed that the SSAMFO allo-
cates the first rank with the highest PSNR value at 32 cases
(boldface value). Followed by the WOA algorithm which
provides better results than others. It can be seen that SSA
and ABC have the highest value in four cases. In Figure 7
the average of PSNR values overall the tested images is pre-
sented. From this figure, it can be seen that the algorithms at
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TABLE 3. PSNR value for each algorithm.

K | Img HHO SSAMFO SSA WOA ABC  PSO MFO
Iml 8.03 8.26 7.92 7.61 7.78 7.76 7.27
Im2 7.40 8.03 7.76 7.53 7.73 7.32 7.14
Im3 6.98 7.09 7.25 7.32 7.31 722 6.70
Im4 10.08 10.11 9.66 9.89 9.98 9.81 9.40
Im5 4.69 471 4.89 5.26 5.26 4.63 5.40
Im6 7.15 7.23 6.91 6.89 7.09 7.73 6.63
Im7 7.16 7.17 7.69 7.50 747 7.15 7.07

2 Im8 6.48 6.33 6.21 6.72 6.48 6.67 579
Im9 8.23 8.22 7.82 8.12 8.39 7.56 6.20
Im10 7.98 8.32 7.95 8.13 791 791 8.06
Im11 6.65 7.25 6.88 6.83 6.93 7.16 6.83
iml2 7.14 7.17 7.16 7.14 7.06 7.81 7.06
iml3 9.23 9.23 9.02 9.23 9.05 7.13 6.49
iml4 7.42 7.64 7.64 7.42 7.38 7.34 6.97
iml5 6.68 6.76 6.81 6.68 6.61 7.18 6.59
Iml 9.71 9.72 8.23 9.71 9.05 9.06 8.10
Im2 8.98 8.59 8.72 8.85 8.46 8.77 8.98
Im3 8.68 8.74 8.14 7.80 7.85 8.41 8.06
Im4 10.83 11.80 10.84 11.03 1092 11.12 9.05
Im5 9.20 9.92 9.12 9.72 1113 9.96 7.79
Im6 8.70 10.15 8.16 8.69 9.06 8.37 8.36
Im7 8.59 8.37 8.86 9.11 8.26 9.17 8.68

3 Im8 7.72 7.37 7.51 8.56 7.98 7.61 7.92
Im9 9.85 10.79  10.20 9.86 9.30 9.62  10.09
Im10 9.49 9.97 8.92 8.39 9.26 9.68 8.67
Iml1 9.46 9.86 9.57 9.84 8.56 8.73 9.71
iml2 7.14 7.32 7.26 7.14 7.07 7.81 8.23
iml3 9.22 9.88 8.87 9.23 9.06 7.13 7.95
im14 7.42 8.23 8.00 7.42 8.29 7.34 8.88
iml5 6.68 7.76 6.76 6.68 6.62 7.18 6.62
Iml 12.83 1574 1250 12.00 1320 1275 11.56
Im2 13.07 17.54 1345 1322 1321 1411 1291
Im3 13.36 13.17  13.65 1328 1292 13.15 9.99
Im4 14.51 1741 1506 1516 1505 14.82 12.07
Im5 13.41 1320 13.61 13.03 13.03 13.87 1243
Im6 13.22 13.62 1429 1365 1350 1422 1112
Im7 13.98 1429 1412 1398 1433 1310 11.03

4 Im8 14.52 16.10 14.15 14.02 1444 1478 731
Im9  13.27 1353 13.02 1298 1354 1230 6.25
Im10  14.61 17.14 1423 13.67 1392 13.78 9.76
Iml1  13.63 16.52 1432 1401 1398 14.14 1248
iml2  14.12 1454 1438 13.76 14.16 8.13 7.08
iml3  17.15 18.31 18.00 17.10 17.53 7.36 6.53
iml4 9.02 10.42 9.71 8.74 9.54 7.65 7.30
iml5  17.25 19.02  18.69 17.22 184l 7.39 6.55
Iml 24.22 2582 2422 2412 2438 2525 2490
Im2 2392 24.15 2439 2422 2438 2450 2489
Im3  25.05 26.82 2456 2457 2544 2453 1428
Im4  25.10 26.64 2534 2550 2559 2495 10.83
Im5  25.07 2656 25.11 2538 2398 2515 2475
Im6  24.17 2684 2397 2373 2477 2391 8.88
Im7  23.86 2451 2483 2376 24.04 2402 11.15

16 | Im8 2536 2526 2508 2609 2573 2540 11.65
Im9 2433 2387 2394 2362 2414 2380 7.35
ImI10  25.24 25.88 2527 2481 2530 2371 24.68
Imll 2351 2571  24.12  24.04 2457 2405 23.03
iml2  25.04 2512 2487 25.68 24.39 9.57 7.19
iml3  28.37 26.60 2733 2669 26.87 8.65 6.60
iml4 2294 2353 2410 2280 24.19 9.18 727
iml5  26.34 27.05 2811 27.65 27.64 8.66 6.68
Im1 26.22 28.73 2566 2605 26.69 2623 2573
Im2  26.05 2738 2583  26.66 2573 2550 25.12
Im3  26.72 2733 2687 26.18 2599 2654 17.65
Im4  26.61 2830 2691 2673 27.02 2620 11.44
Im5 2549 2823 2745 2686 2654 2650 2677
Im6  25.92 2841 2568 2590 2546  26.39 8.22
Im7  25.83 27.28 2541 26.15 2520 2591 10.74

20 | Im8  27.30 27.09 2650 2730 2675 2694 1498
Im9  26.06 26.63 2556 2601 2533 2576 8.58
Im10  26.15 2898 2589 2649 2680 2554 26.87
Imll 2633 2793 2634 2630 2579 2613 2589
iml2  26.87 26.44 2682 2799 2693 9.96 7.18
iml3  27.89 3012 2879  28.84 29.49 8.95 6.60
iml4  26.05 2681 2679 2575 2555 9.64 7.38
iml5  28.33 29.25 28.65 2845 28.57 8.97 6.68

threshold level 2 nearly have the same PSNR value since this
considered a simple multilevel threshold problem. However,
at the threshold level 3 the HHO, SSAMFO, WOA, ABC,
and PSO provide better results than the other two methods
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TABLE 4. SSIM values for each algorithm.

K Img HHO SSAMFO SSA WOA ABC PSO MFO
Iml 0.239 0226 0240 0222 0233 0264 0211
Im2  0.156 0222 0.192 0177 0.197 0.159 0.140
Im3  0.085 0.098 0.103 0.105 0.105 0.100 0.072
Imd4  0.224 0.231 0214 0243 0214 0215 0.176
Im5  0.165 0.166  0.194 0.210 0.210 0.165 0.224
Im6  0.210 0236 0210 0.176 0221  0.294  0.150
Im7  0.127 0.116  0.166  0.158 0.150 0.126  0.115

2 Im8  0.154 0.167 0.133  0.147 0.163 0.167 0.045
Im9  0.136 0.145 0.116  0.134 0.148 0.095 0.006
Im10  0.174 0218 0.191 0210 0.168 0.175 0.163
ImIl  0.138 0.183 0.163 0.180 0.171 0.182  0.142
iml2  0.014 0.020 0.018 0.014 0.001 0.127 0.001
iml3  0.293 0.297 0271 0293 0268 0.145 0.004
iml4  0.110 0.133  0.132  0.110 0.104 0.100  0.047
iml5  0.019 0.033  0.042 0.019 0.006 0.113  0.008
Iml 0.346 0330 0243 0357 0306 0316 0.276
Im2  0.268 0235 0243 0.252 0.233 0261 0314
Im3  0.203 0.186  0.165 0.140 0.151 0203 0.172
Im4  0.260 0278 0295 0270 0.253 0.270 0.107
Im5 0438 0.496 0437 0466 0579 0522 0352
Im6  0.293 0361 0274 0308 0311 0308 0.286
Im7 0215 0.251 0230 0.200 0.190 0251 0.174

3 Im8  0.240 0.298 0210 0214 0251 0241 0.161
Im9 0231 0214 0251 0227 0201 0.285 0.268
Im10  0.273 0217 0243 0185 0256 0272 0357
Imll  0.286 0314 0268 0306 0.244 0.240 0.301
iml2  0.014 0.045 0.035 0.014 0.003 0127 0.097
iml3  0.291 0255 0256 0292 0267 0.145 0.157
iml4  0.110 0.183 0.166  0.110 0.183 0.100  0.409
iml5  0.019 0.034 0.034 0.019 0.007 0113 0.008
Iml 0.454 0.410 0431 0478 0466 0434 0414
Im2  0.468 0.554 0494 0467 0477 0528 0454
Im3 0483 0497 0476 0473 0449 0472 0473
Im4  0.392 0.443 0423 0426 0427 0405 0.346
Im5  0.671 0.653  0.674 0.637 0.642 0.656 0.617
Im6  0.545 0.568 0.577 0560 0.549 0.571 0.493
Im7  0.480 0483 0475 0476 0.489 0433 0407

4 Im8  0.557 0.573 0561 0555 0.552 0.582 0457
Im9 0418 0.443 0409 0400 0434 0365 0344
Im10  0.504 0.526 0487 0461 0.528 0461 0.380
ImIl 0532 0.558 0522 0.542 0532 0527  0.540
iml2  0.603 0619 0.609 0580 0.587 0.173  0.003
iml3  0.827 0.857 0.850 0.823 0.825 0.189 0.015
iml4  0.201 0314 0260 0.184 0243 0.138  0.094
iml5  0.668 0.730 0.731 0.672 0.716 0.143  0.001
Iml 0.791 0.831 0791 0.774 0.796 0.783  0.779
Im2  0.824 0.827 0.827 0.832 0.831 0.836 0.839
Im3  0.883 0.893 0874 0871 0.891 0.871 0.814
Im4  0.770 0.767 0.782  0.769  0.785 0.754  0.709
Im5  0.857 0.876  0.853 0.867 0.863 0.865 0.843
Im6  0.808 0811 0.814 0.807 0.822 0.801  0.808
Im7  0.818 0.825 0.806 0.803 0.813 0.809 0.786

16 | Im8  0.829 0.837 0.828 0.841 0.837 0.823 0813
Im9  0.855 0.847 0.844 0.838 0.853 0.843 0.746
Im10  0.832 0.840 0827 0825 0.836 0.803 0.819
Imll  0.838 0.820 0.823 0.822 0.828 0.829 0.812
iml2  0.867 0.868 0.876 0.879 0.859 0.366 0.023
iml3  0.906 0.904 0904 0901 0894 0399 0.031
iml4  0.764 0.772 0786  0.765  0.796  0.293  0.089
iml5 0917 0914 0921 0922 0912 0321 0.026
Iml 0.812 0.851 0.800 0816 0.828 0.813 0.791
Im2  0.866 0.862 0857 0.870 0862 0.851 0.831
Im3  0.907 0928 0911 0.899 0918 0.907 0.847
Im4  0.805 0806 0.802 0.806 0.813 0.794 0.722
Im5  0.875 0895 0.895 0.882 0.887 0.878 0.873
Im6  0.838 0834 0.833 0.836 0.829 0.842 0.745
Im7  0.846 0.897 0842 0854 0.834 0.848 0.766

20 | Im8  0.865 0.857 0847 0.867 0.850 0.856 0.823
Im9  0.891 0.948 0884 0892 0877 0.884 0.813
Iml10  0.854 0.892 0847 0861 0863 0.842 0.866
Imll  0.864 0.861 0.860 0.862 0.858 0.843  0.857
iml2  0.898 0896 0.887 0.908 0.899 0411 0.021
iml3 0912 0920 0914 0917 0914 0439 0.030
iml4  0.828 0.847 0846 0.825 0.825 0.327 0.105
iml5  0.932 0935 0936 0928 0.929 0.359 0.025

namely SSA and MFO. For threshold levels especially the
higher levels( 16 and 20) the proposed SSAMFO provides
better results than the other methods.

According to the SSIM results given in Table 4, it can
be noticed that the SSAMFO outperforms other approaches
since it has the best SSIM at 25 cases from 55 cases which
represent about 45%. Whereas, the ABC achieves the second
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TABLE 5. Fitness value for each algorithm.

K | Img HHO SSAMFO  SSA WOA ABC PSO MFO
Iml 9.306 9.326 9.319 9.324 9.318 9.308 6.797
Im2 10.042 10.045  10.040 10.038 10.015  10.061 5227
Im3 10.004 9.984 9.987 9.991 9.984 9.991 6.507
Im4 9.819 9.855 9.850 9.821 9.841 9.845 8.408
Im5 9.441 9.454 9.421 9.414 9.419 9.438 7.079
Im6 10.150 10.143  10.171  10.156  10.152  10.129 6.147
Im7 9.902 9.895 9.874 9.898 9.882 9.909 5.247

2 Im8 9.462 9.479 9.478 9.439 9.476 9.453 6.982
Im9 8.991 9.008 9.019 9.007 8.978 9.027 8.158
Im10 8.948 8.949 8.971 8.947 8.947 8.963 5.275
Iml1 9.902 9.872 9.888 9.914 9.894 9.860 8.467
iml12 9.870 9.867 9.868 9.870 9.873 9.821 5.003
iml3 8.665 8.994 8.657 8.665 8.664 8.576 4.295
iml4 9.561 9.829 9.558 9.561 9.561 9.529 4771
iml5 8.621 8.918 8.606 8.621 8.624 8.497 4.342
Im] 9.703 9.693 9.675 9.659 9.727 9.680 7.963
Im2 10.408 10.404 10426 10.404 10.438 10.434 9.158
Im3 10.372 10382 10.407 10.438 10.417 10375 7.178
Im4 10.207 10.191 10202 10.148  10.195  10.215 9.435
Im5 9.881 9.899 9.912 9.896 9.868 9.885 7.721
Im6 10.514 10.534 10553  10.519  10.500  10.543 9.186
Im7 10.289 10.306  10.281  10.271  10.299  10.268 6.380

3 Im8 9.864 9.890 9.870 9.823 9.852 9.875 6.145
Im9 9.362 9.357 9.336 9.356 9.388 9.292 6.581
Im10 9.315 9.368 9.378 9.355 9.340 9.298 6.945
Imll  10.192 10.239  10.194 10.175 10.170  10.229 7.680
im12 9.870 9.856 9.859 9.870 9.869 9.693 8.367
iml3 8.665 8.763 8.657 8.665 8.665 8.601 4.252
iml4 9.561 9.548 9.547 9.561 9.556 9.448 4.691
iml5 8.621 8.610 8.611 8.621 8.625 8.485 8.710
Iml 12.720 12,733 127725 12.682 12578 12.713  10.554
Im2 13.432 13.399 13422 13467 13432 13337  10.001
Im3 13.533 13.514  13.547 13.555 13.538 13.539  11.823
Im4 13.328 13.294  13.333  13.340 13315 13.337 9.366
Im5 13.164 14.140  13.176  13.113  13.165 13.151 11.136
Im6 13.706 13.695 13712 13779 13.690 13.759  12.326
Im7 13.594 14579 13.617 13579 13.562  13.523 9.714

4 Im8 12.569 12.541 12725 12589 12.660  12.563 9.460
Im9 12.133 12.117 12117 12.043  12.093  12.107 10.672
Im10  11.513 13.615 11.505 11.560 11.487 11.544 11.042
Imll  13.541 13.497 13501 13563 13.538 13.461 10.816
iml2  13.595 13.551  13.553  13.619 13.545 13.231 5.029
iml3  12.124 12,544 12,095 12.134  12.095 11916 4.257
iml4  13.658 13.690  13.609 13.677 13.599  13.399 4.805
iml5  12.141 12.100  12.128 12.149 12.129 11.720 4.318
Iml 30.490 30.579  30.686  30.474  30.591  30.497  28.745
Im2 29237 31.202  29.194 29486  29.193 29.444  29.117
Im3  29.857 30.102  29.877 29.787  30.012  30.010  29.493
Im4  31.096 30.904  30.957 30984 30909 30.960  29.666
Im5  29.428 32495 29596 29452 29.876  29.692  30.714
Im6  30.925 31.176 30974  31.082 31.239 31.116  30.433
Im7  30.781 31.889 30.775 30.742  30.782  30.672  29.669

16 | Im8  26.442 26.143  26.660 26.107 26405 26387  28.491
Im9 25718 31.584 25.735 25.861 25812 25.671  25.599
Im10  21.828 32174 21.723 21300 21.794  21.559  21.951
Iml1  30.501 30.223 30422 30484 30.531 30.586 30.474
iml2  30.690 30.397  30.379  30.744 30380  29.195 5.264
iml3  28.268 27502 277726 28245 27.460  25.080 4.257
iml4 32317 31.869  31.990 32.590 32.013  30.881 4.805
iml5  29.001 28318 28226 28.563 28.256  26.124 4.672
Iml 35.446 35382 35438 35385 35385 35353  30.247
Im2  33.446 33.131 33273  33.040 33.153 33214 33478
Im3  34.226 34219 34404 34313 34392 34389 33332
Im4 35777 35813 35727 35777 357750  35.615 34.673
Im5 33433 33481 33976 33585 33.616 33.578 31.482
Im6  35.870 35.809 35.685 35722 35815 35815 31.115
Im7  35.307 35393 35316 35397 35552 35454  33.037

20 | Im8  29.685 35856 29.629 29.808 29.727 29.745  29.330
Im9  29.081 33.642 29.140 29.124  29.125  29.171  28.866
Im10  23.767 33.314  23.606 23903 23910 24.032 23.855
Imll  35.026 34894 35061 35166 35390 34948 31.317
iml2  35.353 35.966 34927 35346 34955 33.726 5.264
iml3  32.508 32756  31.238 32.623 30.877 28.491 4.257
iml4  37.267 36.834  36.705  37.604  36.600  35.535 4.805
iml5  33.081 32347 32415 33.032 32147 29.443 4.654

rank with seven cases followed by WOA, and PSO, which
achieve the third and fourth rank, respectively. The rest set of
algorithms nearly achieve the same number of good results.
Moreover, from Figure 8 it can be noticed that the proposed
SSAMFO and ABC at the low threshold level 2 nearly have
the same SSIM. However, the PSO and SSAMFO at threshold
level 3 have the same PSNR. From the threshold level 4 to
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TABLE 6. Mean rank for each method using the Friedman test.

HHO SSAMFO SSA° WOA ABC PSO MFO
PSNR 3.9818 5.8727  4.0364 4.1273 4.0909 3.8364 2.0545
SSIM 42167 5.5417  3.7667 4.1500 4.5083 3.8667 1.9500
Fitness  4.1417 4.9750  4.7417 4.0333 4.3833 4.2917 1.4333

the threshold level 20 the proposed SSAMFO provides higher
SSIM values which indicate the high quality of the segmented
images using the obtained threshold from it.

Table 5 and Figure 9 illustrate the comparison results
between the proposed SSAMFO and the other methods.
First, the function values at the levels threshold 2,3 and 4,
the algorithms nearly have the same fitness value. However,
the proposed SSAMFO has higher fitness value, at the levels
threshold 16, and 20, than other methods. Additionally, it is
noticed that the MFO has the smallest fitness value overall the
tested threshold levels. But the SSA provides higher fitness
value at the low threshold values (i.e, 2,3, and 4) and the
ABC provides best fitness value at the high threshold levels
(i.e., 16, and 20).

Figure 10 depicts the average of the CPU time(s) overall
the tested images at each specific threshold level. It can be
noticed that the PSO is considered as the fast algorithm, in this
study, followed by the proposed SSAMFO that requires small
CPU time(s) to reach the maximum number of iterations.

The segmented image and the thresholds values placement
on the histogram of the images at threshold level 16 are given
in Figure 11. On the resulting images, it can be seen the
quality of the segmented image using the threshold obtained
by the proposed SSAMFO method.

4) FRIEDMAN's TEST

For further analysis of the results of the proposed SSAMFO,
Friedman test [78] is used. Friedman (FD) test is a
non-parametric two-way analysis of variances by ranks, and
it is a robust test to compare different algorithms over vari-
ant images. In the FD test, the high(low) rank indicates the
corresponding method is the best when the measure assumes
the largest (smallest) value is preferred. Table 6 shows the
value of the mean rank of each method. It can be observed
from these results that the proposed SSAMFO has the first
rank according to the PSNR, SSIM, and Fitness value. This
indicates the high quality of the segmented image results from
the threshold values obtained by SSAMFO.

5) ROBUSTNESS OF THE PROPOSED SSAMFO

In this section, we evaluate the robustness of the proposed
SSAMFO against the traditional SSA and MFO under differ-
ent three values from Gaussian noise [79]. In this experiment,
two images (i.e., im12, and im13) from Berkeley datasets
are used and the same parameter setting used in the previ-
ous experiments is used. Table 7 shows the average of the
PSNR and SSIM of the algorithms at two threshold values
(3 and 16). From this table, we can observe that SSAMFO
has higher quality as compared to the other two methods
(i.e., SSA and MFO) in most of the cases. In addition, it can
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TABLE 7. Robustness of SSAMFO under different three values of noise.

K | Noise| Img PSNR SSIM
SSAMFO SSA  MFO | SSAMFO SSA  MFO
01 Im12 7.156 7.199 6.525 0.110 0.117 0.101
’ Iml13 6.510 6.541 6.768 0.158 0.143  0.101
3 | 005 Imi12 7.287 7.162 6.019 0.133 0.129 0.169
’ Im13 6.802 6.570  6.395 0.183 0.195 0.126
0.03 Imi12 7.305 7.198 6.407 0.143 0.149 0.181
) Im13 8.564 7.326 7.116 0.206 0.208 0.137
01 Imi2| 22978 22.704 6.994 0.824 0.800 0.191
) Im13| 20.540 20.068 6.412 0.798 0.774 0.216
161 0.05 Imi2| 23.984 23.822 7.112 0.837 0.831 0.218
: Im13| 22.228 24.060 6.517 0.868 0.853 0.258
003 Im12| 24.829 24.107 7.154 0.841 0.849 0.244
) Im13| 25.884 26.366 6.579 0.895 0.882 0.292
Iml2  (A)SSAMFO  (B)SSA (C) MFO

Iml13

(A) SSAMFO  (B) SSA

(C) MFO

FIGURE 13. Segmented image at noise level 222,

be noticed that with increasing the level of noise the quality
of the methods is decreased especially at threshold 3.

From all previously discussed results, it can be seen that
the proposed SSAMFO has a high ability to find suitable
threshold values to segment the given images. This results
from combining the strengths of the MFO with SSA which
gives the high ability to SSAMFO to avoid stagnation at the
local point. However, the performance of SSAMFO can be
improved further by selecting the suitable initial population
using chaotic maps or opposite-based learning techniques.
Moreover, similar to other multilevel image segmentation,
there are some cases where SSAMFO algorithm cannot find
suitable threshold values such as in Im5 and this represents
the low-quality segmentation.

VI. CONCLUSION

This study presents an alternative image segmentation
method using an improved version from the salp swarm algo-
rithm (SSA). The proposed method depends on improving the
solutions in the followers’ group using the operators of the
moth-flame optimization (MFO). Therefore, the developed
method is named SSAMFO. To evaluate the performance of
the SSAMFO, we perform a series of two different experi-
ments. In the first experiment series, a set of fifteen global
optimization problems from the CEC2005 benchmark were
used to assess the ability of SSAMFO. In next step, we com-
pare its results with SSA and MFO. The results demonstrate
that SSAMFO has a higher ability to find a global solution for
the CEC2005 benchmark problems. The second experimental
series aims at assessing the SSAMFO as a segmentation
method using a set of eleven images. The performance of
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the proposed SSAMFO was compared with several methods,
including HHO, ABC, WOA, PSO, SSA, and MFO. The
comparison results verified the high quality of the segmented
images in terms of SSIM, PSNR, and Fitness value.

From the high-quality results achieved through the pro-
posed SSAMFO technique, it can be applied in the future to
several image segmentation applications problems for exam-

ple,

used the SSAMFO to threshold the RGB class images.

Since, the RGB class thresholding is quite complex than
gray (in RGB, every process is to be separately repeated
for R, G, B channels).

Moreover, it can be applied to other fields, such as feature
selection, cloud computing, and data clustering.
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