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A B S T R A C T

Background: The search for valid information was one of the main challenges encountered during the COVID-19 
pandemic, which resulted in the development of several online alternatives. 
Objectives: To describe the development of a computational solution to interact with users of different levels of 
digital literacy on topics related to COVID-19 and to map the correlations between user behavior and events and 
news that occurred throughout the pandemic. 
Method: CoronaAI, a chatbot based on Google’s Dialogflow technology, was developed at a public university in 
Brazil and made available on WhatsApp. The dataset with users’ interactions with the chatbot comprises 
approximately 7,000 hits recorded throughout eleven months of CoronaAI usage. 
Results: CoronaAI was widely accessed by users in search of valuable and updated information on COVID-19, 
including checking the veracity of possible fake news about the spread of cases, deaths, symptoms, tests and 
protocols, among others. The mapping of users’ behavior revealed that as the number of cases and deaths 
increased and as COVID-19 became closer, users showed a greater need for information applicable to self-care 
compared to following the statistical data. In addition, they showed that the constant updating of this tech
nology may contribute to public health by enhancing general information on the pandemic and at the individual 
level by clarifying specific doubts about COVID-19. 
Conclusion: Our findings reinforce the potential usefulness of chatbot technology to resolve a wide spectrum of 
citizens’ doubts about COVID-19, acting as a cost-effective tool against the parallel pandemic of misinformation 
and fake news.   

1. Introduction

In December 2019, a new infectious disease caused by a specific
subtype of coronavirus (SARS-CoV-2) was reported in Wuhan City of 
Hubei Province of China [1]. In March 2020, this disease was named 
COVID-19 and was declared a public health emergency of international 
concern by the World Health Organization. COVID-19 rapidly reached a 
pandemic status and is responsible for severe acute respiratory syn
drome, leading to nearly two million deaths worldwide as of March 
2021 [2]. 

The rapid global spread, disease severity and absence of effective 
treatments generated a race of clinical trials aimed at finding drugs to 
treat and vaccines to prevent COVID-19. In parallel, a race through in
formation on the statistics of contagious and related deaths also began. 
There was also an intense and inconclusive news storm of information 
(COVID-19 infodemic) about possible preventive measures, although 
there was no supporting scientific evidence [3]. In this context of in
formation demand to support strategies for controlling and supporting 
people’s activities, the importance of adaptable and easily updated in
formation tools became a necessity. 
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The term fake news does not yet have a well-defined concept, but it 
has often been used to express the dissemination of wrong or inten
tionally manipulated information to divert the truth from the facts. 
Although the term fake news is not new, the current most concerning 
point is that it is easily and speedily disseminated through social net
works [4,5]. The emergence of fake news, even if unintentional, can 
generate panic in the population, deviating from the correct application 
of strategies for the prevention and control of the disease. 

Strategies aimed at preventing disinformation (i.e., deceptive 
advertising, forged documents, fake maps, internet fraud, fake websites, 
etc.) may have a substantial role in reducing the impact of COVID-19 on 
peoples’ lives and health. Considering today’s real-time lifestyle, easy- 
to-use, robust, and efficient tools are needed to address both fake 
news and disinformation [6]. Computational solutions based on infor
mation systems and artificial intelligence techniques have provided 
interactive technologies able to meet the requirements of real-time ac
cess and information processing in recent decades. In particular, natural 
language processing (NLP) and text mining methodologies provide 
automated techniques that emulate human communication through text 
or voice toward knowledge extraction for automatic indexing and 
abstracting [7]. Conversational agents grounded on NLP, known as 
“chatbots”, are important tools that perform advanced information 
retrieval, in which responses are generated based on the analysis of a 
rich dataset. In a simplistic way, chatbots can translate input phrases 
into output responses automatically. 

In the scenario of high demand for information observed in the first 
weeks after the first case of COVID-19 in Brazil (March 2020), we pro
posed applying chatbot technology to answer the main questions of 
users based on reliable information obtained from government agencies, 
public health agencies such as the World Health Organization and the 
Pan American Health Organization, peer-reviewed scientific articles, 
and fake news verification agencies. Since this information is often 
difficult to find and understand for average users, NLP techniques are a 
great fit for democratizing its access. For example, older adults are not as 
likely as younger people to search for information on websites or less 
popular applications [8]. However, older people frequently use What
sApp, a well-known application that encourages a friendlier mode of 
communication, as a socializing channel [9]. In this sense, a previous 
study on machine learning techniques for COVID-19 information and 
misinformation reported that older adults were more inclined to trust 
traditional media than new media [10]. 

Therefore, the objectives of this manuscript were to describe Coro
naAI, a chatbot developed to interact with users of different levels of 
digital literacy on topics related to COVID-19 in WhatsApp, and to map 
the correlations between user behavior, query topics, and pandemic 
aspects (i.e., incidence of events and news in the period) over eleven 
months of its usage. 

2. Methods

A chatbot named CoronaAI was developed based on Google Dialog
flow technology and using Brazilian Portuguese as the language. Coro
naAI was built following the framework proposed by Chung and Park 
[11], who applied a chatbot for use in the context of a healthcare service. 
Although the technology was already developed, we proposed its 
application for an innovative purpose, which was to answer user ques
tions about fake news and other queries related to the COVID-19 
pandemic. The chatbot consists of a design with four different levels: 
data level, information level, knowledge level, and service level. In our 
context, the data level represents the raw resources of textual content, 
such as technical papers, spreadsheets, medical reports, and websites. 
The information level represents the layer where the processed data can 
be delivered to the users, simulating a dialog. Knowledge level covers 
the voice and textual process engine. This level is the interface between 
user questions and reliable responses, where the textual data are pro
cessed using text mining and information retrieval methods. It is 

responsible for fake news detection in the user’s input. 
Instead of returning a verdict, the tool compares the user’s input with 

the indexed false claim using a textual similarity score and answers with 
the link for the fact-checking article. Thus, it relies on specialized fact- 
checking agencies to make verdicts and only matches the user’s inter
action with the already checked fake news. The last level, the service 
level, has the information system layer, connecting a web application to 
the knowledge level to provide a rich user experience for voice or text 
exchange of messages. 

Fig. 1 shows an overview of the CoronaAI platform with different 
levels and objects. From bottom to top, the data level represents the 
different sources of information used by CoronaAI. The primary sources 
of sanitary recommendations include medical research papers and 
governmental websites, which determine the foundations of the chatbot 
answers. To fetch newly checked claims regarding COVID-19, we scra
ped fact-checking agencies’ websites with an automated update. Those 
claims were processed and stored in a database for further retrieval. The 
last object on the data level is the COVID-19 reports, which are retrieved 
from public APIs containing statistics concerning the pandemic 
evolution. 

On top of the data level, the information level systematizes all data 
on a structured data storage to be accessed on higher levels. The peri
odically fetched fact-checked claims give rise to a fake news repository, 
with every claim processed and indexed to be retrieved during inter
action time. Finally, the statistical information contains the current 
statistics on cities, states, and the country’s level of disaggregation. 

The knowledge level refers to the intents designed for user in
teractions. Those intents were created and classified through Google 
Dialogflow, which, in the CoronaAI architecture, serves as the middle
ware between the service and information levels. There are three cate
gories of intent:  

● Health intents, which contain questions about health information;
● Fake news intents, which check the claims against our fake news

repository for similarity;
● Statistical intents, which describe the user’s intention of seeking

information about the latest statistical reports.

Our architecture’s highest level is the service level, which refers to
the user interface and an auxiliary service. The user interface is a web 
application with a conversational interface that allows users to input 
written text and voice. The web service serves as an auxiliary service for 
knowledge level that is accessed through API to match fake news claims 
and fetch statistical information. Several divulgations on local TV 
channels, universities, and newsletters were made in the local context 
during the data acquisition period. The chatbot was developed and 
hosted using the resources of the State University of Londrina, a public 
university located in the southern region of Brazil. For the present study, 
the data were acquired over eleven months using its first version. 

CoronaAI did not induce usage; all users accessed the system and 
interacted with the app spontaneously, focusing on finding answers to 
their questions as anonymous users. All the information used in the 
study was provided by Google API, following Brazilian data protection 
law boundaries. 

3. Results

The characteristics that make it possible to map the interactions of
users with CoronaAI throughout the observation period are presented 
below. 

In our chatbot architecture, the conversation always starts with a 
user interaction classified on a series of defined intents. Table 1 presents 
each intent category identified by Dialogflow intention classification 
and its contribution to the total user interactions. Among the chatbot’s 
total interactions (~7,000 interactions), the majority (58%) were clas
sified as health intent. The health intent category includes general 
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questions about sanitary recommendations and directions concerning 
precautions to be taken and symptoms. The second most frequent intent, 
responsible for 21% of interactions, was related to the fake news re
pository, with statements and questions similar to those fact-checked 
and debunked claims in the repository. The less frequent interaction 
intention, considering the total number of interactions, was about the 
current COVID-19 statistics. This lack of interest in specific numbers of 
pandemic evolution statuses can be explained by the exposure of those 
numbers in different media sources (e.g., TV and online news). Another 
possibility is that the user behavior changed over time from statistics to 
new events and status evolutions, as explained below. 

To map user behavior over time, Table 2 presents the most frequent 
terms relative to each month from March 2020 to January 2021. Those 
terms were extracted after preprocessing of stopword removal and 
normalization of similar terms. The change of interest is evident in those 
most frequent terms, where the prevalence of statistics-related terms at 
the beginning contrasts with the test and symptoms terms in the 

following months. 
As shown in Fig. 2, at the beginning of the pandemic, the users’ in

terest was to know how many people were infected, about the virus, and 
about the disease status in the city and in the country. This was expected 
since it was a new variant of the coronavirus and consequently a new 
disease. On the other hand, this paves the way for the increase in the 
dissemination of fake news and its credibility, since not much was 
known about the disease until then. 

In January 2021, it was possible to observe a further increase in the 
population’s interest in knowing about the cases in the city of Londrina, 
Brazil, since a new wave of coronavirus has been observed in the country 
and worldwide, renewing and reinforcing the concerns and fear about 
the spread of the disease. This increase also occurred around the months 
of September and October 2020, although this behavior was possibly 
because of greater dissemination of the application by the developers 
through a regional television channel, which pointed out the interest of 
viewers in the CoronaAI and its functions (Fig. 3). 

Since the creation of the tool in March 2020, the “symptoms” term 
was the most searched, according to Fig. 3. We observed two peaks of 
increased interest from users about the “symptoms” of the disease. The 
first increase occurred between July and August 2020, coinciding with 
the first peak of the disease in Brazil, as shown in Fig. 4. In January 
2021, there was an increasing trend in the interest of users in the 
symptoms of coronavirus, coinciding with the increase in cases in late 
2020 and early 2021 (Fig. 4). The figures overlapping trends in in
teractions with trends in cases and deaths are presented in the Supple
mentary material (Figures S1 and S2). 

4. Discussion

In this manuscript, we report the experience of using a chatbot called
CoronaAI as an auxiliary tool in the fight against fake news related to 
COVID-19 in Brazil, one of the most affected countries and with the 
highest number of deaths caused by the disease. To respond to users, the 
CoronaAI related the questions with data and information from official 
sources of government bodies and public health agencies, as well as 
peer-reviewed scientific articles and webpages whose proposal was to 
identify and correct possible fake news. By mapping more than 7,000 
interactions between March 2020 and January 2021, we observed that 
inquiries about statistics decreased, and those related to the results of 
detection tests and symptoms of the disease increased. This change in 

Fig. 1. Overview of the CoronaAI platform composed of four levels: Data Level, Information Level, Knowledge Level and Service Level.  

Table 1 
Relation between each intent category and the percent of interactions 
that resulted on it considering the whole history of CoronaAI.  

Intent category Percentage (%) of interactions 

Health 58 
Fake News 21 
Welcome 12 
Statistics 9  

Table 2 
Most frequent terms grouped by month from March 2020 to January 2021.  

Year Month Most frequent terms 

2020 March how many, cases, coronavirus, dead, Londrina 
April coronavirus, cases, how many, covid, Londrina 
May Londrina, cases, covid, coronavirus, ache 
June ache, covid, do, Londrina, good 
July covid, symptoms, ache, do, coronavirus 
August ache, covid, symptoms, do, good 
September covid, people, Londrina, contact, person 
October coronavirus, covid, result, exam, test 
November result, covid, exam, test, symptoms 
December result, exam, covid, test, know 

2021 January result, exam, covid, know, test  
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user behavior corresponded to the substantial increase in the number of 
cases and deaths from COVID-19 in Brazil and with the potential 
approach of the disease to the circles of people close to the users. 

The present work is grounded in empirical analysis related to the 
information required and replies using a chatbot. We consider as related 
works those recent research papers focused on proposing a chatbot for 
health care, AI-based healthcare, e-health chatbots, and NLP solutions in 
the scope of interaction between user and machine. Using the social 
network platform Facebook, Brixey et al. [12] created SHIHbot, a 
chatbot committed to providing information about sexual health ques
tions on HIV/AIDS. The authors created a data repository of questions 
and their respective answers from the Center for Disease Control and the 
New York State Department of Health HIV. The results and discussion 
were focused on the proposed architecture lacking analysis of the users’ 
interactions and mentioning the drawbacks posed by the usage of the 
Facebook Application Programming Interface (API). 

Dealing with health subjects, some human aspects related to the 
expression of sympathy and empathy can soften the angst for 

information. This topic was addressed by Liu and Sundar [13]. Consid
ering that machines are unable to express affective or cognitive 
empathy, the authors explored the outcomes provided by chatbots and 
human-user interaction in two different experiments to evaluate in
dividuals’ perceptions of the service and the chatbot, such as a Turing 
Test. The results prove that human users are more pleasant and 
detectable from chatbot replies. Similarly, Powell [14] raised the dis
cussion about the Turing test on user-facing artificial intelligence sys
tems in health care. Arguments reinforced by the demand for value 
judgments and the doctor-patient relationship grounded in empathy and 
understanding to arrive at a shared decision across uncertainty and 
balancing competing risks brought important insights. Chatbots, mainly 
in health care, need to have more wisdom than intelligence. Finally, 
Chung and Park [11] proposed a framework for constructing chatbot 
solutions particularly related to AI-based healthcare. The authors went 
through important points from an information system perspective, 
delivering layers of data interoperability, and creating a cloud 
computing-based environment for health care. 

Fig. 2. The term’s frequency decreased throughout the pandemic evolution, indicating an initial high interest in case counting and statistics about the stage of the 
disease spreading in specific places (e.g., Londrina and Brazil), which has been decreasing over time. 

Fig. 3. The increasing frequency of symptom-related and test-related terms indicates a low interest in the pandemic’s initial stage due to the low incidence of cases. 
With the increase in cases of COVID-19 in Londrina and Brazil, the search for help with symptoms and test results increased concomitantly. 
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Research addressing topics related to chatbots on COVID-19 and 
coronavirus has appeared since the beginning of the pandemic period 
[15]. Judson et al. [16] mentioned the importance of creating automatic 
solutions to support healthcare workers in dealing with COVID-19 
symptoms and exposures prior to every clinical shift. The authors 
developed a chatbot using the Conversa platform with an additional 
challenge, the demand for fast deployment. Using a mobile interface, the 
proposed solution was able to answer doubts and collect subject health 
situations to help in contamination detection, enabling physical 
distancing, and providing real-time workforce data for health system 
leaders. Focusing on the opportunities offered by telemedicine, Barthi 
et al. [17] proposed a multilingual conversational bot based on NLP to 
provide primary healthcare education, information, and advice to 
chronic patients. The solution, called MedBot, was built using Google 
Cloud technology with several information system integrations; in 
particular, the authors mentioned WhatsApp and different integrations 
using web services. The development and deployment of other chatbot 
experiences using a deep learning-based NLP have been reported by Lee, 
Kang and Yeo [18]. 

A chatbot named Symptoma was compared to phone hotlines created 
by the public service to support the COVID-19 diagnosis toward 
reducing the traditional drawbacks of phone calls. The proposed solu
tion achieved an accuracy of 96.32% in distinguishing COVID-19 from 
other pathologies [19]. In fact, in a comparison study of web-based 
COVID-19 symptom checkers, Symptoma showed the highest sensi
tivity and specificity [20]. Maniou and Veglis [21] proposed a chatbot 
architecture based on new articles to support the user looking for reli
able news. User reactions to COVID-19 chatbots have been explored by 
Dennis et al. [22], and the authors concluded that when chatbots are 
perceived to provide the same service quality as human agents, users are 
more likely to see them as persuasive, be more satisfied, and be more 
likely to use them. In addition to chatbots, which provide reliable and 
up-to-date information to reduce the social impact of the pandemic, 
alternative therapies (e.g., therapeutic filmmaking, virtual reality, music 
therapy) utilizing low-cost technologies have been proposed as home- 
based solutions to mitigate the impact on physical and mental well- 
being during the COVID-19 lockdown [23]. By serving as a comple
mentary tool alongside the mentioned therapies, chatbots provide in
formation, guidance, and support to individuals seeking mental health 
during the COVID-19 lockdown, while their integration with these 
alternative strategies allows for the development of a comprehensive 
and holistic approach to address the well-being of individuals during 

this challenging period. 
Our findings have implications both for the development of public 

health policies and for the application of health technologies related to 
COVID-19. First, interactions operated by artificial intelligence, such as 
CoronaAI, can be beneficial to the general population by increasing 
general knowledge about pandemic data and individually to the citizens 
themselves by contrasting fake news and correcting erroneous or inac
curate recommendations. This implies a potential saving of public re
sources since part of the funds that would be destined for these purposes 
can be used in other measures to address the pandemic, such as the 
acquisition of health equipment and supplies or the expansion and 
maintenance of hospital infrastructures. Second, considering that it was 
possible to detect a change in user behavior as COVID-19 spread and 
news was disseminated, it could be suggested that this type of technol
ogy has sufficiently dynamic applicability and user acceptance to deliver 
the most needed information in with a reasonably short update time. 
Finally, considering that chatbots are available in widely used applica
tions, such as WhatsApp, public policy developers, health service man
agers and other stakeholders would have with these technologies a 
friendly and useful alternative channel for information and health ed
ucation to answer citizens’ questions about COVID-19, even for those 
with lower digital literacy. 

5. Conclusion

In conclusion, our findings contribute to the state of the art by
showing that the maintenance and constant updating of a machine 
learning tool made available on a friendly and widely used platform 
such as WhatsApp has the potential to generate public health benefits. 
These positive impacts may occur both at the collective level, by 
addressing the parallel epidemic of misinformation and fake news, and 
at the individual level, by clarifying concrete doubts about people’s 
COVID-19 screening and prevention measures. Empowering individuals 
to make well-informed decisions based on reliable information holds the 
potential to diminish the harmful impact of misinformation and, 
consequently, mitigate the negative social consequences of COVID-19. 
In this regard, educational institutions and online platforms should 
collaborate to develop comprehensive programs that promote media 
literacy, fact-checking techniques (such as the CoronaAI chatbot), and 
responsible sharing practices. Moreover, fostering collaboration be
tween social media platforms and public health authorities is essential 
for reducing the spread of fake news and promoting critical thinking 

Fig. 4. Historical series of coronavirus cases in Brazil from January 2020 to January 2021. https://coronavirus.jhu.edu/data/new-cases (accessed in 05/17/2021).  

https://coronavirus.jhu.edu/data/new-cases
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skills necessary to discern reliable sources. We believe that the inte
gration of artificial intelligence solutions into daily life, particularly in 
the context of public health scenarios, has taken place naturally. How
ever, ensuring successful adoption requires the implementation of 
robust ethical constraints, a thorough comprehension of the potential 
benefits and risks involved, and continuous monitoring of its outcomes. 

6. Summary points

Previous research on the topic revealed that chatbot artificial intel
ligence tools provide an alternative for addressing inquiries related to 
COVID-19 preventive measures and symptoms. Additionally, these so
lutions have the potential to alleviate the burden on healthcare systems 
by countering the spread of fake news and misinformation during public 
health crises. This study contributes by revealing the changing behavior 
of users of the CoronaAI chatbot throughout the course of the COVID-19 
pandemic, particularly as it approached individuals in close proximity to 
the users. It underlines the importance of regularly expanding and 
updating the chatbot’s content on a regular basis to ensure its credibility 
and effectiveness. Moreover, by being available on a widely used and 
user-friendly platform such as WhatsApp, tools such as CoronaAI could 
serve as a feasible alternative for individuals with limited digital literacy 
and health knowledge, including the elderly population. 
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