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Abstract

We consider a cluster system in which each cluster is characterized
by two parameters: an “order” i, following Horton-Strahler’s rules, and a
“mass” j following the usual additive rule. Denoting by ci,j(t) the concen-
tration of clusters of order i and mass j at time t, we derive a coagulation-
like ordinary differential system for the time dynamics of these clusters.
Results about existence and the behaviour of solutions as t → ∞ are ob-
tained, in particular we prove that ci,j(t) → 0 and Ni(c(t)) → 0 as t → ∞,

where the functional Ni(·) measures the total amount of clusters of a given
fixed order i. Exact and approximate equations for the time evolution of
these functionals are derived. We also present numerical results that sug-
gest the existence of self-similar solutions to these approximate equations
and discuss its possible relevance for an interpretation of Horton’s law of
river numbers.

Keywords: Coagulation equations, cluster dynamics, Horton-Strahler
rules.
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1 Introduction

In recent years a great deal of effort has been dedicated to the understanding
of the differential equations modelling the kinetics of cluster growth. In the
majority of these studies, a cluster of particles is identified by a positive number,
either integer or real, denoting the “size”, or “mass”, of the cluster, as measured
in a convenient scale (see, eg [1], and references therein.)

There are other cases, however, where a single parameter is not enough to
describe the cluster population.

One such situation occurs in polymerization studies when two different chem-
ical species, A and B say, constitute the building blocks (monomers) for the
clusters (polymers) and so, in order to characterize a given cluster one needs to
know, not only the total mass of the cluster, but also the amount of A monomers
used in its formaton. In the spatially homogeneous situation, this implies the
phase variables to be nonnegative valued functions ci,j(t), where, for instance, i
could denote the number of A monomers and j that of B monomers in the clus-
ter made up of i+j monomeric units, and ci,j(t) would denote the concentration
of that cluster as a function of time, [2].

Another situation is when one considers clusters constructed with only one
type of monomeric units, as in the usual coagulating systems, but the clusters
thus formed can have a number of different competitive morphologies, so that
the description of the clusters involve a phase variable cp,q(t) with q denoting
the mass and p the morphological type of the cluster, [3].

As far as we are aware, the only mathematically rigorous analysis of these
kind of multi-parametrized cluster systems has been done for the two-component
Becker-Döring equation in [4].

In the present paper we shall consider a cluster system for which the clusters
are identified by a “mass” j and an “order” i. The motivation for this second
variable, and for the functional rules it obeys, arises from geomorphological
studies that we shall now briefly describe.

1.1 The Horton-Strahler Rules

In the 1940s, attempts by geologists to quantify the morphological descriptions
of river networks let to the introduction of a number of parameters intended to
reflect, in a quantitative way, the intuitive notions of main and affluent channels
in a river network. The first such study was the seminal article of Robert Hor-
ton [5]. In it, Horton introduced the concept of order of a river stream and the
operational rules allowing to compute the orders of all the streams in a given
river network. The original idea of Horton had the drawback of requiring suces-
sive renumbering of river orders already computed, and so it was not convenient
from a computational viewpoint. This problem was soon overcomed by Arthur
Strahler, with a small but important modification of Horton’s ideas, [6]. The
resulting notion of order, and rules for its computation, commonly refered to as
the Horton-Strahler rules, are presented next.



A river network (having neither islands, multiple branching points nor deltas)
can be associated with a binary rooted tree, river streams corresponding to edges
of the tree. The order is the function defined on the edges of the tree, with values
in N+, and given by the following rules:

(i) edges connected to leaves have order 1.

(ii) if two edges of orders i and j concur at a node, the edge downstream has
order i ∨ j if i 6= j, or j + 1 if i = j.

We shall call (i)-(ii) the Horton-Strahler rules (see Figure 1).
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Figure 1: Illustration of the Horton-Strahler rules in a given tree

A number of empirical relationships about river networks was first observed
by Horton himself in [5]. One is the commonly called Horton’s law of stream
numbers, stating that, if ni is the number of river segments with Horton-Strahler
order i in a given network, then ni = Rbni+1, where Rb is a constant independent
of i (called the bifurcation ratio of the network) usually between 3 and 5 for
river networks in Continental US. Similar empirical laws for stream lengths and
drainage areas also hold, [7, 8].

It is interesting to note that Horton-Strahler rules play a significant role in
several branches of science, not only in geomorphology but also in theoretical
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computer science (where it is called the register function) [9, 10], computer
generated images, and structures in molecular biology (see [10] and references
therein.)

1.2 The Cluster System

Recently, in [11], Horton-Strahler rules have also been applied to cluster kinetic
modelling of forest fires dynamics. In that paper, the authors made a very
interesting attempt to obtain a cluster model for which each given cluster is
characterized by its mass and also by an Horton-Strahler order (they call it
“rank”). A wide range of interesting questions, such as Horton’s type laws,
self-similarity, and scaling were addressed. However, results in [11] are not
rigorously deduced, and even the rigorous justification of the kinetic equations
used seems very problematic, at least in the context of the usual mass action
law assumptions.

In the present article we propose a system of ordinary differential equations
derived from the application of the mass action law of chemical kinetics to a
cluster system for which the concentration of each cluster is represented by a
real function ci,j(t) indexed by the order i and the mass j. Our original goal
was to turn rigorous the formal analysis of [11]. However, it turned out that the
kinetic equations obtained for the system considered in [11] where far too hard
to analyse than expected: in fact they were a kind of Becker-Döring type equa-
tions, with constant input of monomers, and involving three-body reactions.
Even for the usual Becker-Döring equations with input of monomers, the long
time behaviour of solutions is not completely understood, [12], and so it seemed
advisable to start with a simpler case than that studied in [11], namely we con-
sider a cluster system with no inputs or outputs and involving only two-cluster
coagulations without Becker-Döring type restrictions. These assumptions re-
sult in a coagulation-like system for the phase variables ci,j(t) that we shall now
present in detail. As pointed out above, in ci,j(t) the first subscript, i, denotes
the order of the cluster, and the second, j, its mass. Masses satisfy the usual
local mass conservation: a cluster of mass j reacts with a cluster of mass m to
produce a cluster of mass j +m. For the orders, the Horton-Strahler rules are
assumed to hold: a cluster of order i reacts with a cluster of order k to result in
a cluster or order

∨(
i, k, (i ∧ k) + 1

)
. We assume the order of a cluster is never

larger than its mass, and also that there exists only one type of clusters of order
1, which have mass also normalized to 1. Representing a cluster of order p and
mass q by (p, q), the cluster reactions assumed in this work can be schematically
represented using the notation normaly used in chemical kinetics:

(i, j) + (k,m) −→
(∨(

i, k, (i ∧ k) + 1
)
, j +m

)
(1)

with j ≥ i and k ≥ m.
In order to make the derivation of the rate equations as transparent as

possible, we re-write (1) in the following more explicit form, which correspond
to (i) and (ii) above
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(H1) (i, j) + (i,m) −→ (i+ 1, j +m)

(H2) (i, j) + (k,m) −→ (i ∨ k, j +m) (i 6= k).

The general kinetic coefficients for these reactions between clusters can, quite
clearly, depend on both the orders and the masses of the intervening clusters.
With the objective of simplifying the analysis in this study, we will only consider
the case where only the order comes into play, and furthermore the kinetics is
assumed to be of the product type, namely, the kinetic coefficient for the reaction
written in (1) is `j`m, for some nonnegative sequence (`j). All results in Sections
2, 3 and 4 below should still hold under more general kinetic coefficients.

This assumption on the kinetic coefficients means that the rate of increase in
the concentration of the

(∨(
i, k, (i ∧ k) + 1

)
, j +m

)
-cluster due to the reaction

represented in (1) is, by the mass action law, given by

`j`mci,j(t)ck,m(t).

In the spirit of previous works on cluster systems, we will not impose any
upper limit on the cluster’s masses or order. Remembering the restrictions
that in clusters (i, j) we always have j ≥ i for all i ≥ 2 and that (1, 1) is the
only cluster of order 1, the infinite system of ordinary differential equations
modelling the time evolution of the concentrations of the various (i, j)-clusters
is the following:

ċ1,1 = − 2`21c
2
1,1

︸ ︷︷ ︸

(due to (H1))

− `1c1,1

∞∑

i=2

∞∑

j=i

`ici,j

︸ ︷︷ ︸

(due to (H2))

(2)

ċi,j = `21c
2
1,1δi=2δj=2 +

j−i+1
∑

m=bj+1

2 c

`2i−1ci−1,mci−1,j−mδj≥2i−2δi≥3

︸ ︷︷ ︸

(increase due to (H1))

(3)

+ `1c1,1`ici,j−1δj≥i+1 +

j−2
∑

m=i

(i−1)∧(j−m)
∑

k=2

`i`kci,mck,j−mδj≥i+2δi≥3

︸ ︷︷ ︸

(increase due to (H2))

(4)

− `ici,j

∞∑

m=i
m6=j

`ici,m − 2`2i c
2
i,j

︸ ︷︷ ︸

(decrease due to (H1))

− `1c1,1`ici,j −
∞∑

k=2
k 6=i

∞∑

m=k

`i`kci,jck,m

︸ ︷︷ ︸

(decrease due to (H2))

(5)

where we use the notation bxc for the integer part of x, and

δP :=

{
1 if P is true
0 if P is false.
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Note that the terms in the ci,j equation corresponding to the decrease due to
(H1) (first two terms in (5)) can be written in the simpler form

− `ici,j

∞∑

m=i

`ici,m − `2i c
2
i,j .

Since the second subscript in ci,j denotes the mass of the cluster, the quantity

ρ(c) := c1,1 +

∞∑

i=2

∞∑

j=i

jci,j (6)

can be naturally interpreted as the total density of the system.
Another quantity of interest is the total amount of clusters of a given order

i. We shall denote it by Ni(·) and define it by

N1(c) := c1,1, and Ni(c) :=

∞∑

j=i

ci,j if i ≥ 2. (7)

The time evolution of Ni(c(t)) is something whose study is of obvious interest.
Already in the context of river network problems, the number of rivers of a given
order, ni, was a quantity of basic interest, being the object of one of Horton’s
laws. In the context of cluster systems, these quantities Ni(c) can be interpreted
as a kind of mesoscopic variables, describing the system at an intermediate scale,
between the microscopic description provided by the phase variables ci,j(t) and
the macroscopic quantities, such as the total density ρ(c), or the total number of

clusters N∞(c) :=
∞∑

i=1

Ni(c). Hence, in this sense, they can be seen as a natural

coarser description of the system, with some similarities to other coarse-graining
procedures recently proposed in the study of cluster systems, [2, 13].

Associated with (2)-(5), we can consider a density conserving and finite di-
mensional system, by considering an appropriately chosen truncation of the in-
finite system, akin to what is normaly done for the usual coagulation equations,
[14]. This finite dimensional system will be presented and studied in Section 2.

We now describe the contents of the paper:
In Section 2 we introduce and study a truncated finite dimensional system of

ordinary differential equations obtained from (2)-(5). We prove some auxiliary
results that will be of use in later sections, and in particular the algebraic
manipulations in the proof of Proposition 3 are presented in some detail since
they are also of use in later sections.

In Section 3 we consider the problem of existence and uniqueness of solutions
to (2)-(5). Results in that Section are not proved under the weakest possible
assumptions. We believe that a careful analysis analogous to what was done
in [15] for the Smoluchowski equations can also be applied to the present case,
leading to much sharper existence results. As for the uniqueness, even in the
case of the Smoluchowki coagulation equations, current existence results seem
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to be far from optimal: here we briefly outline the steps of the proof, which
essentially follows the idea used, for instance, in [16] and [17].

Section 4 contains a rigorous study of the long time behaviour of solutions
to (2)-(5) with positive kinetic coeficients. We prove two results: first that
all components ci,j(t) of every solution converge to zero as t → +∞; second,
that the total amount of clusters of any given fixed order i, Ni(c(t)), converge
to zero as t → +∞. Clearly, since we are in presence of a coagulation-type
system (albeit a much more cumbersome one than usual), these results are not
really surprising; however the proofs are somewhat more involved than in the
Smoluchowski equation [18], and, in particular, the proof of the result concerning
ci,j(t) requires the use of two families of Lyapunov functionals. Concerning the
behaviour of Ni(c(t)), a differential inequality is obtained for its time evolution
and it is then exploited to get the desired result.

Finally, in Section 5 we try to gain a better understanding of the dynamics
of the mesoscopic variables Ni(c(t)). The time evolution of these quantities is
not governed by a closed system of ordinary differential equations; however, the
(closed) set of differential inequalities obtained in Section 4 can be used to obtain
approximate closed differential systems that are more amenable to analysis. In
Section 5 we work at some lenght in the analysis of one such system and refer
more briefly to another one. Part of the results, concerning convergence to
equilibria and the unimodality of solutions are proved rigorously, but to the
more demanding problem of self-similar behaviour of solutions we were unable
to obtain rigorous results, and we instead present some suggestive computations
and formal arguments whose rigorous exploitation we hope to return to in a later
work.

1.3 Some Preliminaries

Since the phase variables ci,j(t) are indexed by two positive integers it is con-
venient to define the following subsets of N

2
+ for later use:

Ξ := {(1, 1)} ∪ {(i, j) : j ≥ i ≥ 2}
ΞN := Ξ ∩ [1, N ]2.

For the study of (2)-(5) we need to introduce the following subspaces of `1 : for
p and q two nonnegative real numbers, let

Xp,q :=
{

c = (ci,j) : ‖c‖
p,q

<∞
}

where ci,j : Ξ → R, and

‖c‖
p,q

:=
∑

(i,j)∈Ξ

ipjq |ci,j | = |c1,1| +
∞∑

i=2

∞∑

j=i

ipjq |ci,j |.

It is not difficult to check that ‖ · ‖
p,q

is a norm in Xp,q and
(

Xp,q , ‖ · ‖p,q

)

is

a Banach space. We shall denote by X+
p,q the nonnegative cone of Xp,q. Let us
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consider the following partial order in N
2
+ :

(p, q) ≺ (r, s) ⇐⇒ p ≤ r ∧ q ≤ s ∧ (p, q) 6= (r, s).

With this notation we can now state the following natural embedding and in-
terpolation inequalities between the spaces Xp,q :

Proposition 1 For all (p, q) ≺ (r, s) it holds Xr,s ↪→ Xp,q with dense and
compact embedding, and ‖c‖

p,q
≤ ‖c‖

r,s

Proposition 2 (i) Let (α1, β) ≺ (α2, β) ≺ (α3, β) and c ∈ Xα3,β . Then

‖c‖α3−α1

α2,β
≤ ‖c‖α3−α2

α1,β
‖c‖α2−α1

α3,β
.

(ii) Let (α, β1) ≺ (α, β2) ≺ (α, β3) and c ∈ Xα,β3
. Then

‖c‖β3−β1

α,β2

≤ ‖c‖β3−β2

α,β1

‖c‖β2−β1

α,β3

.

The proofs are entirely similar to those of the corresponding results for the
spaces used in the study of the usual coagulation-fragmentation equations, and
presented in Propositions 2.1 and 2.2 of [17]; we shall omit them here.

We adopt for the definition of solution a notion analogous to the one used
in [16]. Writing system (2)-(5) as

ċi,j =
∑

k

Fk,i,j(c),

we will use the following

Definition 1 Let T ∈ (0, T ]. A solution c = (ci,j) of (2)-(5) with initial condi-

tion c0 = (c0i,j) ∈ (X0,1 ∩X1,0)
+

is a function c : [0, T ) → (X0,1 ∩X1,0)
+

such
that

(i) supt∈[0.T ) (‖c(t)‖1,0 + ‖c(t)‖0,1) <∞, and ∀(i, j) ∈ Ξ, ci,j ∈ C([0, T )).

(ii) ∀(i, j) ∈ Ξ, ∀t ∈ [0, T ),

∫ t

0

Fk,i,j(c(s))ds <∞.

(iii) ∀(i, j) ∈ Ξ, ∀t ∈ [0, T ), ci,j(t) = c0i,j +
∑

k

∫ t

0

Fk,i,j(c(s))ds.

2 The Truncated System

In order to prove results for the infinite system we shall need to consider a
convenient finite dimensional truncation. In this work we shall use a truncated
system that corresponds to just taking into account the clusters with mass j ≤ N
and not allowing a reaction between two clusters to occur if the resulting cluster
would violate this condition. Hence, with these rules, the truncated system for
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the functions cN =
(
cN

i,j

)
can be written as follows, with the terms in the right-

hand side in the same order as in equations (2)-(5) to make comparisons easier,

ċN

1,1 = − 2`21
(
cN

1,1

)2
− `1c

N

1,1

N−1∑

i=2

N−1∑

j=i

`ic
N

i,j (8)

ċN

i,j = `21
(
cN

1,1

)2
δi=2δj=2

+

j−i+1
∑

m=bj+1

2 c

`2i−1c
N

i−1,mc
N

i−1,j−mδ2i−2≤j≤N δ3≤i≤1+bN
2c

+ `1c
N

1,1`ic
N

i,j−1δ3≤i+1≤j≤N

+

j−2
∑

m=i

(i−1)∧(j−m)
∑

k=2

`i`kc
N

i,mc
N

k,j−mδi+2≤j≤N δ3≤i≤N−2

− `ic
N

i,j

N−j
∑

m=i

`ic
N

i,mδi≤j≤N−iδ2≤i≤bN
2c

− `2i
(
cN

i,j

)2
δ2≤i≤j≤bN

2c

− `1c
N

1,1`ic
N

i,jδ2≤i≤j≤N−1 −

N−j
∑

k=2
k 6=i

N−j
∑

m=k

`i`kc
N

i,jc
N

k,mδ2≤i≤j≤N−2







(9)

The existence and uniqueness of local solutions to Cauchy problems for (8)-(9)
is guaranteed by the standard Picard-Lindelöf theorem for ordinary differential
equations. The nonnegativity of solutions with nonnegative initial data can be
easily proved by the method of adding ε > 0 to the right hand side of (8)-(9) as
in [19, Lemma 2.1].

Defining the truncated density in the natural way, namely,

ρN(c) := c1,1 +

N∑

i=2

N∑

j=i

jci,j (10)

we shall prove that ρN(cN) is time invariant. In fact, this is a consequence of
the following more general result:

Proposition 3 Let T > 0. Let cN = (cN

i,j) be any solution to (8)-(9) in [0, T ).

Consider cN as an element of R
Ξ by defining cN

i,j = 0 for all (i, j) 6∈ ΞN . Then,
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in (0, T ), the following holds true for any g = (gi,j) ∈ R
Ξ,

d

dt

∑

(i,j)∈Ξ

gi,jc
N =

(g2,2 − 2g1,1) `
2
1

(
cN

1,1

)2
(11)

+ `1c
N

1,1

N−1∑

i=2

N−1∑

j=i

(
gi,j+1 − gi,j − g1,1

)
`ic

N

i,j (12)

+

bN
2c∑

i=2

bN
2c∑

j=i

N−j
∑

m=j

(
gi+1,j+m − gi,j − gi,m

)
`2i c

N

i,jc
N

i,m (13)

+

bN−1

2 c
∑

i=2

N−i∑

k=i+1

N−k∑

j=i

N−j
∑

m=k

(
gk,j+m − gi,j − gk,m

)
`i`kc

N

i,jc
N

k,m (14)

Proof: From the truncated system (8)-(9), after grouping the terms conve-
niently, we obtain,

d

dt

∑

(i,j)∈Ξ

gi,jc
N = g1,1ċ

N

1,1 +
N∑

i=2

N∑

j=i

gi,j ċ
N

i,j

= `21
(
cN

1,1

)2
(g2,2 − 2g1,1) (15)

+ `1c
N

1,1



−
N−1∑

i=2

N−1∑

j=i

g1,1`ic
N

i,j +

N−1∑

i=2

N∑

j=i+1

gi,j`ic
N

i,j−1

−
N−1∑

i=2

N−1∑

j=i

gi,j`ic
N

i,j



 (16)

+QN

g (cN) (17)

9



where

QN

g (cN) =

bN
2c+1
∑

i=3

N∑

j=2i−2

j−i+1
∑

m=bj+1

2 c

gi,j`
2
i−1c

N

i−1,mc
N

i−1,j−m (18)

+

N−2∑

i=3

N∑

j=i+2

j−2
∑

m=i

(i−1)∧(j−m)
∑

k=2

gi,j`i`kc
N

i,mc
N

k,j−m (19)

−

bN
2c∑

i=2

N−i∑

j=i

N−j
∑

m=i

gi,j`
2
i c

N

i,jc
N

i,m (20)

−

bN
2c∑

i=2

bN
2c∑

j=i

gi,j`
2
i

(
cN

i,j

)2
(21)

−
N−2∑

i=2

N−2∑

j=i

N−j
∑

k=2
k 6=i

N−j
∑

m=k

gi,j`i`kc
N

i,jc
N

k,m (22)

if N ≥ 4 and QN

g (cN) = 0 otherwise. (We define a sum to be zero if its upper
index is smaller than its lower one.) Expression (15) is exactly the same as (11).
To get (12) we simply relabel j − 1 7→ j in the second double sum in (16). The
expressions (13) and (14) originate from (17) by a much more delicate algebraic
manipulation, that we now briefly describe.

For (18) we start by changing the order of summation from
∑

j

∑

m to
∑

m

∑

j and relabeling j −m 7→ j and i− 1 7→ i to obtain

bN
2c+1
∑

i=3

N∑

j=2i−2

j−i+1
∑

m=bj+1

2 c

gi,j`
2
i−1c

N

i−1,mc
N

i−1,j−m =

=

bN
2c∑

i=2

N−i∑

m=bN+1

2 c

N−m∑

j=i

gi+1,j+m`
2
i c

N

i,jc
N

i,m +

+

bN−1

2 c
∑

i=2

bN−1

2 c
∑

m=i

m∑

j=i

gi+1,j+m`
2
i c

N

i,jc
N

i,m

and, changing the order of summation in the last multiple sum from
∑

m

∑

j to

10



∑

j

∑

m, expression (18) becomes

bN
2c∑

i=2

N−i∑

m=bN+1

2 c

N−m∑

j=i

gi+1,j+m`
2
i c

N

i,jc
N

i,m +

+

bN−1

2 c
∑

i=2

bN−1

2 c
∑

j=i

bN−1

2 c
∑

m=j

gi+1,j+m`
2
i c

N

i,jc
N

i,m (23)

From Figure 2, where, in the (j,m)-space, S1 and S2 represent the summa-
tion region of the first and the second multiple sums in (23) respectively, we can
write (23), and thus (18), as being equal to

bN
2c∑

i=2

bN
2c∑

j=i

N−j
∑

m=j

gi+1,j+m`
2
i c

N

i,jc
N

i,m (24)

PSfrag replacements

j +m = N

m = j

bN/2c

S1

S2

S3

i

i

N

N

m

N − i

k
j + k = N

k = j
k = j + 1

i+ 1
N − 1 − i

bN+1
2 c

bN−1
2 c

j

Figure 2: Summation regions in expression (23).

For the term (19) in the expression of QN

g one can, in succession, change the
order of summation

∑

j

∑

m to
∑

m

∑

j , rename j−m 7→ j and change notation

11



(m, j) 7→ (j,m) to obtain

N−2∑

i=3

N∑

j=i+2

j−2
∑

m=i

(i−1)∧(j−m)
∑

k=2

gi,j`i`kc
N

i,mc
N

k,j−m =

=

N−2∑

i=3

N−2∑

j=i

N−j
∑

m=2

(i−1)∧m
∑

k=2

gi,j+m`i`kc
N

i,jc
N

k,m

and considering the triangular pyramid defined by the region of summation in
the space (i, j,m), and, considering separately its parts with m > i−1 and with
m ≤ i− 1 one can write the above expression as

bN−1

2 c
∑

m=2

N−m∑

i=m+1

N−m∑

j=i

m∑

k=2

gi,j+m`i`kc
N

i,jc
N

k,m +

+

bN+1

2 c
∑

i=3

N−i∑

m=i

N−m∑

j=i

i−1∑

k=2

gi,j+m`i`kc
N

i,jc
N

k,m

and, finally, by changing, in the first multiple sum, the order of summation
∑

m

∑

i

∑

j

∑

k to
∑

k

∑

m

∑

i

∑

j and relabeling (k,m, i, j) 7→ (i, j, k,m) after-
wards, one can finally write (19) in the following form

bN−1

2 c
∑

i=2

bN−1

2 c
∑

j=i

N−j
∑

k=j+1

N−j
∑

m=k

gk,j+m`i`kc
N

i,jc
N

k,m +

+

bN+1

2 c
∑

i=3

N−i∑

m=i

N−m∑

j=i

i−1∑

k=2

gi,j+m`i`kc
N

i,jc
N

k,m (25)

For the contribution (20) to QN

g we have

−

bN
2c∑

i=2

N−i∑

j=i

N−j
∑

m=i

gi,j`
2
i c

N

i,jc
N

i,m =

= −

bN
2c∑

i=2

bN
2c∑

j=i

N−j
∑

m=j

gi,j`
2
i c

N

i,jc
N

i,m −

bN
2c∑

i=2

bN
2c∑

m=i

N−m∑

j=m

gi,j`
2
i c

N

i,jc
N

i,m (26)

+

bN
2c∑

i=2

bN
2c∑

j=i

gi,j`
2
i

(
cN

i,j

)2

where the sums in the right-hand side correspond to the (j,m)-regions S1, S2,
and S3 in Figure 3, respectively.

12
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PSfrag replacements

j +m = N

m = j

bN/2c

S1

S2

S3

i

i

N

N

m

N − i

k
j + k = N

k = j
k = j + 1

i+ 1
N − 1 − i

bN+1
2 c

bN−1
2 c j

Figure 3: Regions of the (j,m)-space used in the decomposition of sum (26) of
QN

g . (Note that S1 ∩ S2 = S3.)

By changing notation (m, j) 7→ (j,m) in the second multiple sum in (26) we
conclude that (20) is equal to

−

bN
2c∑

i=2

bN
2c∑

j=i

N−j
∑

m=j

(gi,j + gi,m)`2i c
N

i,jc
N

i,m +

bN
2c∑

i=2

bN
2c∑

j=i

gi,j`
2
i

(
cN

i,j

)2
(27)

Observe that (21) is canceled by the last multiple sum in (27).
Finally, for the last sum in QN

g , namely (22), we have, by considering the
triangular pyramid defined by

{(i, j, k) : 2 ≤ i ≤ N − 3, i ≤ j ≤ N − 3, 2 ≤ k ≤ N − 1 − j}

13



and separating the parts with k < i and with k > i,

−
N−2∑

i=2

N−2∑

j=i

N−j
∑

k=2
k 6=i

N−j
∑

m=k

gi,j`i`kc
N

i,jc
N

k,m =

= −

bN−1

2 c
∑

k=2

N−k∑

i=k+1

N−k∑

j=i

N−j
∑

m=k

gi,j`i`kc
N

i,jc
N

k,m +

−

bN−1

2 c
∑

i=2

N−i∑

k=i+1

N−k∑

j=i

N−j
∑

m=k

gi,j`i`kc
N

i,jc
N

k,m

which, by changing the notation in the first multiple sum of the right-hand
side (k,m, i, j) 7→ (i, j, k,m) and subsequently changing the order of summation
∑

m

∑

j to
∑

j

∑

m, can be written as

−

bN−1

2 c
∑

i=2

N−i∑

k=i+1

N−k∑

j=i

N−j
∑

m=k

(gi,j + gk,m)`i`kc
N

i,jc
N

k,m (28)

Using (24), (25), (27) and (28) in (18)-(22) we can write

QN

p,q(c
N) =

bN
2c∑

i=2

bN
2c∑

j=i

N−j
∑

m=j

gi+1,j+m`
2
i c

N

i,jc
N

i,m (29)

+

bN−1

2 c
∑

i=2

bN−1

2 c
∑

j=i

N−j
∑

k=j+1

N−j
∑

m=k

gk,j+m`i`kc
N

i,jc
N

k,m (30)

+

bN+1

2 c
∑

i=3

N−i∑

m=i

N−m∑

j=i

i−1∑

k=2

gi,j+m`i`kc
N

i,jc
N

k,m (31)

−

bN
2c∑

i=2

bN
2c∑

j=i

N−j
∑

m=j

(gi,j + gi,m)`2i c
N

i,jc
N

i,m (32)

−

bN−1

2 c
∑

i=2

N−i∑

k=i+1

N−k∑

j=i

N−j
∑

m=k

(gi,j + gk,m)`i`kc
N

i,jc
N

k,m (33)

From this it imediatly follows that the sum of (29) with (32) results in (13).
To conclude the proof we are left to establish that adding (30), (31), and
(33) must result in (14). To this end we start by considering (31) and su-
cessively perform the following transformations: change the order of summa-
tion

∑

m

∑

j 7→
∑

j

∑

m, changing the notation (i, j, k,m) 7→ (k,m, i, j), and
changing again

∑

k

∑

i 7→
∑

i

∑

k and
∑

m

∑

j 7→
∑

j

∑

m . We then obtain the

14



following alternative expression for (31),

bN−1

2 c
∑

i=2

bN+1

2 c
∑

k=i+1

N−k∑

j=k

N−j
∑

m=k

gk,j+m`i`kc
N

i,jc
N

k,m (34)

PSfrag replacements

j +m = N
m = j
bN/2c

S1

S2

S3

i

i

N

N

m

N − i

k

j + k = N

k = j

k = j + 1

i+ 1

i+ 1 N − 1 − i

bN+1
2 c

bN−1
2 c

j

Figure 4: Regions correspondent to the sums (30) and (34).

Ploting the (j, k)-regions of the sums in (30) and (34) in Figure 4 we imedi-
atly recognize that those two terms can be combined into

bN−1

2 c
∑

i=2

N−i∑

k=i+1

N−k∑

j=i

N−j
∑

m=k

gk,j+m`i`kc
N

i,jc
N

k,m

which, together with (33), gives (14) and concludes the proof.
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Corollary 1 With the conditions of Proposition 3 we have

d

dt
‖cN(t)‖

0,1
= ρ̇N

(
cN(t)

)
= 0 (conservation of mass)

d

dt
‖cN(t)‖

0,0
≤ 0. (decrease of the total number of clusters)

d

dt
‖cN(t)‖

1,0
≤ 0.

Proof: Just take gi,j = j for the first case, gi,j = 1 for the second, and gi,j = i
for the last, in the expression in the statement of Proposition 3.

We can now use the conservation of mass to get the global existence of
solutions to Cauchy problems for (8)-(9).

Proposition 4 Let cN = (cN

i,j) be the solution to (8)-(9) with nonnegative ini-
tial condition cN

0 . Then, the maximal forward interval of definition of cN is
[0,∞).

Proof: Let 0 < T < ∞ be such that [0, T ) is the maximal forward interval of
cN . Then, by Corollary 1, we know that, for all (i, j) ∈ ΞN and t ∈ [0, T ),

cN

i,j(t) ≤
1

j
ρN(cN

0 ) =
1

j
‖cN

0 ‖0,1
≤ ‖c0‖0,1

, (35)

and, since the right hand side of (8)-(9) is a polynomial function of the compo-
nents cN

i,j of cN , we also conclude that ċN

i,j(t) is also bounded. Hence, the solution
can be extended to [0, T ∗) for some T ∗ > T, contradicting the maximality of
[0, T ). This implies that T = ∞ and concludes the proof.

3 Existence and Uniqueness

The proof of existence of solutions to (2)-(5) follows the same basic ideas that
were used in [20] or in [19]: first we get the existence of continuous functions
ci,j that are limits of cNν

i,j when Nν → ∞, for some integer sequence (Nν); Then
we prove the limit function c = (ci,j) thus obtained is a solution to the integral
version of (2)-(5).

Proposition 5 Let 0 ≤ `j ≤ Aiα, for some α ∈ [0, 1) and A ≥ 0. Let c0 ∈

(X0,1 ∩X1,0)
+
. Then there exists a solution c of (2)-(5) satisfying c(0) = c0.

Proof: For each N ∈ Z
+ let cN

0 =
(
c0i,jδ(i,j)∈ΞN

)
and denote by cN =

(
cN

i,j

)
the

global solution of (8)-(9) with initial condition equal to cN

0 . Consider cN as an
element of Xp,q by defining as zero all cN

i,j with (i, j) 6∈ ΞN . Using Corollary 1 a
version of (35) for the norm ‖ · ‖

1,0
is easily obtained:

cN

i,j(t) ≤
1

i
‖cN(t)‖

1,0
≤ ‖cN

0 ‖1,0
≤ ‖c0‖1,0

, (36)
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By (8) and (36),

∣
∣ċN

1,1

∣
∣ ≤ 2`21

∣
∣cN

1,1

∣
∣ + `1

∣
∣cN

1,1

∣
∣

N−1∑

i=2

N−1∑

j=i

`i
∣
∣cN

i,j

∣
∣

≤ 2A2
∣
∣cN

1,1

∣
∣

(
∣
∣cN

1,1

∣
∣ +

N∑

i=2

N∑

j=i

i
∣
∣cN

i,j

∣
∣

)

≤ 2A2‖cN

0 ‖
2

1,0
≤ 2A2‖c0‖

2

1,0

and similarly, applying (36) to (9),

∣
∣ċN

i,j

∣
∣ ≤ 8A2‖c0‖

2

1,0

From these inequalities it follows that, for all (i, j) ∈ Ξ and all t ∈ [0, τ ] the
derivatives ċN

i,j(t) are bounded by a constant depending only on A, θ, and c0. By
Lagrange’s theorem this implies equicontinuity of (cN

i,j) in [0, τ ]. Furthermore,
either (35) or (36) imply equiboundedness. By the Ascoli-Arzela theorem we
conclude that, for each (i, j) ∈ Ξ, there exists a continuous function ci,j and
an integer sequence Nµ → ∞ such that c

Nµ

i,j → ci,j in C([0, θ]). Starting with a
fixed (i, j) ∈ Ξ, for instance (1, 1), and proceeding by an appropriate diagonal
argument we can guarantee the existence of a sequence Nν → ∞ such that,
cNν

i,j → ci,j , in C([0, τ ]), for all (i, j) ∈ Ξ.
The function c = (ci,j) defined by the limit process just described is the

natural candidate for a solution to the Cauchy problem for (2)-(5) with initial
condition c0. Let t ∈ [0, τ) be arbitrary. Integrating (8)-(9) between 0 and t
we should be able to pass to the limit N = Nν → ∞ and obtain the integral
version of (2)-(5) as the equation satisfied by the limit function c. This was the
approach employed in several works on cluster equations (eg, [16, 19, 17, 21]) and
can also be used here. In what follows we just describe outline its applycation
to the present case. Since the details are very similar to what was done in the
references cited we shall not present the details.

There are two different kind of terms in the integrated version of (8)-(9) that
require separated treatment: the simpler ones, like

−`21

∫ t

0

(
cNν

1,1

)2

in the equation for cNν

1,1, and all but the fifth and the eighth terms in the right
hand side of the integrated version of (9), can be easily proven to converge to
the corresponding terms in (2)-(5), such as

−`21

∫ t

0

(c1,1)
2

for the case above; this is done by using the bound (35) or (36), the pointwise
convergence of cNν

i,j to ci,j , and the dominated convergence theorem. A less

17



simpler case is that of the term

−`1c
Nν

1,1

Nν−1∑

i=2

Nν−1∑

j=i

`ic
Nν

i,j

in the equation for cNν

1,1, as well as the fifth and eighth terms in the right hand
side of the equation for cNν

i,j . For these terms the kind of estimates used in [17,
pp 905-906] or in [21, pp 3403] can be readly applied to get the result.

As in the study of existence of solutions, the basic tool for the uniqueness
was developed in [16]: With the conditions of Proposition 5, assume c and d are
two solutions to the initial value problem for (2)-(5) with initial datum c0, let
x = c− d and define the quantity

θn :=
∑

(i,j)∈Ξ

iβ |xi,j | ,

where β = 1 − α. Using the same type of algebraic manipulations presented in
Section 2 one can write

θn(t) =

=

∫ t

0

(g2,2 − 2g1,1) `
2
1 (c1,1 + d1,1)xi,j

+

∫ t

0

n−1∑

i=2

n−1∑

j=i

(
gi,j+1 − gi,j − g1,1

)
`1`i (x1,1ci,j + d1,1xi,j)

+

∫ t

0

bn
2c∑

i=2

bn
2c∑

j=i

n−j
∑

m=j

(
gi+1,j+m − gi,j − gi,m

)
`2i (ci,jxi,m + xi,jdi,m)

+

∫ t

0

bn−1

2 c
∑

i=2

n−i∑

k=i+1

n−k∑

j=i

n−j
∑

m=k

(
gk,j+m − gi,j − gk,m

)
`i`k (ci,jxk,m + xi,jdk,m)

+

∫ t

0

Sn(c, d)
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where gi,j = iβsgn(xi,j), and

Sn(c, d) = −
n∑

i=2

gi,n+1`1`i (c1,1ci,n+1 − d1,1di,n+1)

−
∞∑

j=n+1

j
∑

i=2

g1,1`1`i (c1,1ci,j + d1,1di,j)

−
n∑

j=bn
2c+1

j
∑

i=2

gi,j`
2
i

(
c2i,j − d2

i,j

)

−
∑

Ω1,n

gi,j`
2
i (ci,jci,m − di,jdi,m)

−
∑

Ω2,n

gi,j`i`k (ci,jck,m − di,jdk,m)

with
Ω1,n = {(i, j,m) : 2 ≤ i ≤ j ≤ n, i ∨ j ≤ m <∞}

and

Ω2,n = {(i, j, k,m) : 2 ≤ i ≤ j ≤ n, 2 ≤ k ≤ m <∞, k 6= i} \

\ {(i, j, k,m) : 2 ≤ i ≤ j ≤ n− 2, 2 ≤ k ≤ m ≤ n− j, k 6= i} .

If we impose the restriction α ∈ [0, 1/2] we have, after some further manipula-

tions, but without new essential difficulties,

∫ t

0

Sn(c, d) → 0 as n→ ∞, and the

remaining terms in the right-hand side of the equation for θn can be bounded
above by 12A2‖c0‖1,0θn. Hence, denoting by θ the limit of θn as n → ∞, we
obtain, after taking the limit n→ ∞,

θ(t) ≤ 12A2‖c0‖1,0

∫ t

0

θ(s)ds,

which, by Gronwall’s inequality, concludes the proof of the following uniqueness
result.

Proposition 6 Let 0 ≤ `j ≤ Aiα, for some α ∈ [0, 1/2] and A ≥ 0. Then, for

each initial condition c0 ∈ (X0,1 ∩X1,0)
+
, there is only one solution c of (2)-(5)

satisfying c(0) = c0.

4 Convergence to Equilibria

We first study the long time approach to equilibria of each component of the
solution function c = (ci,j).
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Proposition 7 Let `j > 0 for all j. Let c = (ci,j) be any solution to (2)-(5)
with nonnegative initial data. Then ci,j(t) −→ 0 as t→ ∞, for all (i, j) ∈ Ξ.

Proof: The main idea of the proof is the joint use of the time monotonicity
of the quantities PN(c(·)) and RN(c(·)), where P1(c) = R1(c) = c1,1, and, for
N ≥ 2,

PN(c) := c1,1 +

N∑

i=2

N∑

j=i

jci,j and RN(c) := c1,1 +

N∑

i=2

N∑

j=i

ci,j .

The case N = 1 is trivial, since, by (2), the function c1,1(t) is monotonically
decreasing.

Let us now turn to the case N ≥ 2. We start with the study of RN . For
all t, τ > 0, we can write, after some algebraic manipulations similar to those
performed to obtain (15)-(22),

RN(c(t+ τ)) −RN(c(t)) =

= −

∫ t+τ

t

`21c
2
1,1 +

+

∫ t+τ

t

`1c1,1

(

−
∞∑

i=2

∞∑

j=i

`ici,j +

N−1∑

i=2

N∑

j=i+1

`ici,j−1 −
N∑

i=2

N∑

j=i

`ici,j

)

+

+

∫ t+τ

t

(bN
2c+1
∑

i=3

N∑

j=2i−2

j−i+1
∑

m=bj+1

2 c

`2i−1ci−1,mci−1,j−m +

+

N−2∑

i=3

N∑

j=i+2

j−2
∑

m=i

(i−1)∧(j−m)
∑

k=2

`i`kci,mck,j−m −

−
N∑

i=2

N∑

j=i

∞∑

m=i

`2i ci,jci,m −
N∑

i=2

N∑

j=i

`2i c
2
i,j −

−
N∑

i=2

N∑

j=i

∞∑

k=2
k 6=i

∞∑

m=k

`i`kci,jck,m

)

(37)

Comparing the right-hand side of (37) with (15)-(17) with p = q = 0 we conclude
that the right hand side of (37) is nonpositive because all the positive terms are
the same (with cN

i,j changed to ci,j) and there are a lot more negative terms
contributing to the right hand side of (37). Thus, the right hand side of (37) is
not larger than the terms (15)-(17) computed with ci,j in the place of cN

i,j and
p = q = 0. Since, by Corolary 1, the result of these computations is nonpositive,
we conclude that RN(c(t + τ)) ≤ RN(c(t)) and hence RN(·) is monotonically
decreasing along solutions.

20



We now consider the behaviour of PN . In a way similar to that used in the
study of RN we obtain, after some algebraic manipulations

PN(c(t+ τ)) − PN(c(t)) =

= −

∫ t+τ

t

`1c1,1

( ∞∑

j=N

j
∑

i=2

`ici,j +N

N∑

i=2

`ici,N

)

+

+

∫ t+τ

t

(bN
2c+1
∑

i=3

N∑

j=2i−2

j−i+1
∑

m=bj+1

2 c

j`2i−1ci−1,mci−1,j−m +

+
N−2∑

i=3

N∑

j=i+2

j−2
∑

m=i

(i−1)∧(j−m)
∑

k=2

j`i`kci,mck,j−m −

−
N∑

i=2

N∑

j=i

∞∑

m=i

j`2i ci,jci,m −
N∑

i=2

N∑

j=i

j`2i c
2
i,j −

−
N∑

i=2

N∑

j=i

∞∑

k=2
k 6=i

∞∑

m=k

j`i`kci,jck,m

)

(38)

As was done in the case of RN , we can now easily compare the terms in the
last integral in (38) with QN

g (c) with gi,j = j and conclude that the present sum
is not greater than QN

j (c). Since, by the proof of Proposition 3, we know that
QN

j (c) ≤ 0, we can conclude that PN(·) is decreasing along solutions.
Both PN(·) and RN(·) are nonnegative when evaluated in nonnegative solu-

tions. Hence, they are both decreasing and bounded below, which imply they
converge to some nonnegative real numbers: PN(c(t)) → αN and RN(c(t)) → βN .
Note that, for all N, αN ≥ βN . We want to prove that αN = 0 and βN = 0, for
all N ≥ 1, and so ci,j(t) → 0 as t→ ∞, for all (i, j) ∈ Ξ.

For N = 1, where we naturally have α1 = β1 we note that, since c1,1(t) is
decreasing, c1,1(t) ≥ α1. Assume α1 > 0. Then,

c1,1(t+ τ) − c1,1(t) = −

∫ t+τ

t

(

2`21c
2
1,1 + `1c1,1

∞∑

i=2

∞∑

j=i

`ici,j

)

≤ −2`21

∫ t+τ

t

c21,1 ≤ −2`21α
2
1τ < 0.

By letting t→ ∞ we conclude that, for all τ > 0,

0 ≤ −2`1α
2
1τ < 0.

This contradiction implies that we must have α1 = 0.
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For N ≥ 2 we use the expression for PN given in (38) and will relate it to
RN . We start by observing that

N∑

i=2

N∑

j=i

∞∑

m=i

j`2i ci,jci,m +

N∑

i=2

N∑

j=i

j`2i c
2
i,j +

N∑

i=2

N∑

j=i

∞∑

k=2
k 6=i

∞∑

m=k

j`i`kci,jck,m ≥

≥
N∑

i=2

N∑

j=i

j`2i ci,j

N∑

m=i

ci,m +

N∑

i=2

N∑

j=i

j`ici,j

N∑

k=2
k 6=i

N∑

m=k

`kck,m

≥ min
2≤i≤N

{
`2i

}
N∑

i=2

N∑

j=i

jci,j

N∑

m=i

ci,m +

+ min
2≤i≤N

{
`2i

}
N∑

i=2

N∑

j=i

jci,j

N∑

k=2
k 6=i

N∑

m=k

ck,m

= min
2≤i≤N

{
`2i

}
( N∑

i=2

N∑

j=i

jci,j

)( N∑

k=2

N∑

k=m

ck,m

)

≥ min
2≤i≤N

{
`2i

}
( N∑

i=2

N∑

j=i

ci,j

)2

We also note, by the proof of Proposition 3, that QN

j (c) = 0, and so we can
write

bN
2c+1
∑

i=3

N∑

j=2i−2

j−i+1
∑

m=bj+1

2 c

j`2i−1ci−1,mci−1,j−m +

+
N−2∑

i=3

N∑

j=i+2

j−2
∑

m=i

(i−1)∧(j−m)
∑

k=2

j`i`kci,mck,j−m =

bN
2c∑

i=2

N−i∑

j=i

N−j
∑

m=i

j`2i ci,jci,m

+

bN
2c∑

i=2

bN
2c∑

j=i

j`2i c
2
i,j

+
N−2∑

i=2

N−2∑

j=i

N−j
∑

k=2
k 6=i

N−j
∑

m=k

j`i`kci,jck,m
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(again with the convention that a sum is equal to zero if its upper index is
smaller than its lower.) These observations can be used to write (38) as follows

PN(c(t+ τ)) − PN(c(t)) = (39)

= −

∫ t+τ

t

`1c1,1

( ∞∑

j=N

j
∑

i=2

`ici,j +N

N∑

i=2

`ici,N

)

−

∫ t+τ

t

( N∑

i=2

N∑

j=i

∞∑

m=i

j`2i ci,jci,m +

N∑

i=2

N∑

j=i

j`2i c
2
i,j +

+
N∑

i=2

N∑

j=i

∞∑

k=2
k 6=i

∞∑

m=k

j`i`kci,jck,m −

−

bN
2c∑

i=2

N−i∑

j=i

N−j
∑

m=i

j`2i ci,jci,m −

bN
2c∑

i=2

bN
2c∑

j=i

j`2i c
2
i,j −

−
N−2∑

i=2

N−2∑

j=i

N−j
∑

k=2
k 6=i

N−j
∑

m=k

j`i`kci,jck,m

)

≤

∫ t+τ

t

(bN
2c∑

i=2

N−i∑

j=i

N−j
∑

m=i

j`2i ci,jci,m +

bN
2c∑

i=2

bN
2c∑

j=i

j`2i c
2
i,j +

+

N−2∑

i=2

N−2∑

j=i

N−j
∑

k=2
k 6=i

N−j
∑

m=k

j`i`kci,jck,m

)

− (40)

− min
2≤i≤N

{
`2i

}
∫ t+τ

t

( N∑

i=2

N∑

j=i

ci,j

)2

(41)

Note that the integrand of (40) depends only on terms ci,j with (i, j) ∈ ΞN−1.
We thus can use the induction principle to complete the proof. Suppose that
for (i, j) ∈ ΞN−1 we have ci,j(t) → 0 as t→ ∞. Observing that

N∑

i=2

N∑

j=i

ci,j(t) = RN(c(t)) − c1,1(t) → βN as t→ ∞,

we have, after applying limits as t→ ∞ to (39)-(41),

0 ≤ − min
2≤i≤N

{
`2i

}
lim

t→∞

∫ t+τ

t

(
RN(c) − c1,1

)2
.

If βN > 0 then, for all t sufficiently large, RN(c(s))− c1,1(s) >
1
2βN for all s > t.

This implies that

0 = lim
t→∞

∫ t+τ

t

(
RN(c) − c1,1

)2
>

1

4
β2

N
τ
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which is absurd since by hypothesis τ > 0. Thus we must have βN = 0 i.e.,
ci,j(t) → 0 as t → ∞ for all (i, j) ∈ ΞN , and hence the result follows by
induction.

We now turn our attention to the behaviour of sets of clusters with a fixed
total order. Denoting by Ni(c) the total number of clusters of order i, previously
defined in (7), we prove the following

Proposition 8 Let `j > 0 for all j. Let c = (ci,j) be any solution to (2)-(5)
with nonnegative initial data. Then, for the functional Ni(c) defined above, we
have Ni(c(t)) −→ 0 as t→ ∞, for all i ≥ 1.

Proof: For all p ≥ 1, define the functionals

Np :=

p
∑

i=1

Ni.

The main tool of the proof is to exploit the monotonicity of Np that we establish
first. For p = 1, by (2), N1 = N1 = c1,1 is monotonically decreasing. To get the
result for general p ≥ 2 we need first to consider the truncated quantities

NM

i (c) :=

M∑

j=i

ci,j and NM

p :=

p
∑

i=1

NM

i .

For t, τ > 0 we have, after some algebraic manipulations,

NM

p (c(t+ τ)) −NM

p (c(t)) =

=
(
c1,1(t+ τ) − c1,1(t)

)
+

p
∑

i=2

M∑

j=i

(
ci,j(t+ τ) − ci,j(t)

)

= −

∫ t+τ

t

`21c
2
1,1 −

∫ t+τ

t

`1c1,1

( ∞∑

i=2

∞∑

j=i

`ici,j +

p
∑

i=2

`ici,M

)

+

∫ t+τ

t

Qp,M(c)

(42)
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where

Qp,M(c) =

p
∑

i=3

M∑

j=2i−2

j−i+1
∑

m=bj+1

2 c

`2i−1ci−1,mci−1,j−m (43)

+

p
∑

i=3

M∑

j=i+2

j−2
∑

m=i

(i−1)∧(j−m)
∑

k=2

`i`kci,mck,j−m (44)

−

p
∑

i=2

M∑

j=i

∞∑

m=i

`2i ci,jci,m (45)

−

p
∑

i=2

M∑

j=i

`2i c
2
i,j (46)

−

p
∑

i=2

M∑

j=i

∞∑

k=2
k 6=i

∞∑

m=k

`i`kci,jck,m. (47)

We need to write Qp,M(c) in a way that its sign can be clearly determined. Since
our goal is to let M → ∞ we will always consider M as so large as required
for the algebraic manipulations we will perform to make sense. Some of these
manipulations will be quite close to those presented in the proof of Proposition 3,
and so we will now just outline the main steps.

Starting with (43), and repeating the steps that produced (23) to (18) we
now obtain

p
∑

i=3

M∑

j=2i−2

j−i+1
∑

m=bj+1

2 c

`2i−1ci−1,mci−1,j−m =

=

p−1
∑

i=2

M−i∑

j=bM+1

2 c

M−j
∑

m=i

`2i ci,jci,m +

p−1
∑

i=2

bM−1

2 c
∑

j=i

bM−1

2 c
∑

m=j

`2i ci,jci,m (48)

For the expression (44) we repeat the procedure that led from (19) to (25) and
have now

p
∑

i=3

M∑

j=i+2

j−2
∑

m=i

(i−1)∧(j−m)
∑

k=2

`i`kci,mck,j−m =

=

p−1
∑

i=2

p−1
∑

j=i

p
∑

k=j+1

M−j
∑

m=k

`i`kci,jck,m +

p
∑

i=3

M−i∑

m=i

M−m∑

j=i

i−1∑

k=2

`i`kci,jck,m (49)

Changing the order of summation
∑

j

∑

k to
∑

k

∑

j in the first multiple sum
of (49) and, in the second multiple sum, first transforming it from the form
∑

i

∑

m

∑

j

∑

k to
∑

k

∑

i

∑

m

∑

j and then changing notation (k,m, i, j) 7→
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(i, j, k,m), we can sum the resulting terms to write (49) in the simpler form

p−1
∑

i=2

p
∑

k=i+1

M−k∑

j=i

M−j
∑

m=k

`i`kci,jck,m (50)

The terms (45) and (46) can be easily transformed:

−

p
∑

i=2

M∑

j=i

∞∑

m=i

`2i ci,jci,m −

p
∑

i=2

M∑

j=i

`2i c
2
i,j =

= −

p
∑

i=2

M∑

j=i

M∑

m=i

`2i ci,jci,m −

p
∑

i=2

M∑

j=i

∞∑

m=M+1

`2i ci,jci,m −

p
∑

i=2

M∑

j=i

`2i c
2
i,j

= −2

p
∑

i=2

M∑

j=i

M∑

m=j

`2i ci,jci,m −

p
∑

i=2

M∑

j=i

∞∑

m=M+1

`2i ci,jci,m (51)

where in the last equality we made use of the symmetry of the summand in the
(j,m)-square [i,M ]2. The first multiple sum of (51) can be transformed into

−2

p
∑

i=2

M∑

j=i

M∑

m=j

`2i ci,jci,m =

= −

p−1
∑

i=2

M∑

j=i

M∑

m=j

`2i ci,jci,m −

p
∑

i=2

M∑

j=i

M∑

m=j

`2i ci,jci,m −
M∑

j=p

M∑

m=j

`2pcp,jcp,m

(52)

Adding the first term in the right hand side of (52) with the second multiple
sum of (48) gives

−

p−1
∑

i=2

M∑

m=bM+1

2 c

m∑

j=i

`2i ci,jci,m (53)

Finally, for (47), we can write

−

p
∑

i=2

M∑

j=i

∞∑

k=2
k 6=i

∞∑

m=k

`i`kci,jck,m =

= −

p
∑

i=2

M∑

j=i

∞∑

k=i+1

∞∑

m=k

`i`kci,jck,m −

p
∑

i=3

M∑

j=i

i−1∑

k=2

∞∑

m=k

`i`kci,jck,m

= −

p
∑

i=2

M∑

j=i

∞∑

k=i+1

∞∑

m=k

`i`kci,jck,m −

p−1
∑

i=2

∞∑

j=i

p
∑

k=i+1

M∑

m=k

`i`kci,jck,m (54)

where the last equality was obtained by some obvious changes in the order
of summation until the second multiple sum becomes written in the order
∑

k

∑

m

∑

i

∑

j followed by an appropriate renaming of the variables.
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Putting together (48), (50), (51), (52), and (54) we can write Qp,M(c) in the
following form

Qp,M(c) = −

p
∑

i=2

M∑

j=i

M∑

m=j

`2i ci,jci,m −
M∑

j=p

M∑

m=j

`2pcp,jcp,m

−

p
∑

i=2

M∑

j=i

∞∑

k=i+1

∞∑

m=k

`i`kci,jck,m

−

p−1
∑

i=2

( M∑

m=bM+1

2 c

m∑

j=i

−
M−i∑

j=bM+1

2 c

M−j
∑

m=i

)

`2i ci,jci,m (55)

−

p−1
∑

i=2

p
∑

k=i+1

( ∞∑

j=i

M∑

m=k

−
M−k∑

j=i

M−j
∑

m=k

)

`i`kci,jck,m (56)

We now need to establish the signs of (55) and (56). In the case of (55) first
change the notation (j,m) 7→ (m, j) in the second double sum and then observe
that

{
(j,m) :

⌊
M+1

2

⌋
≤ m ≤M − i, i ≤ j ≤M −m

}
⊂

⊂
{
(j,m) :

⌊
M+1

2

⌋
≤ m ≤M, i ≤ j ≤ m

}
.

Since the summand in (55) is nonnegative we conclude that the full term (55)
has a negative contribution to Qp,M(c). For (56) just observe that

{
(j,m) : i ≤ j ≤M − k, k ≤ m ≤M − j

}
⊂

⊂
{
(j,m) : i ≤ j < +∞, k ≤ m ≤M

}
,

and so, again, the contribution to Qp,M(c) is negative. This allow us to conclude
that, for all p, M, and nonnegative c, we have Qp,M(c) ≤ 0. Hence, by (42), NM

p

is nonincreasing along solutions. As a consequence, Np = lim
M→∞

NM

p is also

nonincreasing along solutions. Since both NM

p (c(t)) and Np(c(t)) are bounded
below by zero we conclude that they converge to some nonnegative real as
t→ ∞. From this it follows that Np(c(t)) = Np(c(t))−Np−1(c(t)) also converge
to some nonnegative constant γp as t → ∞. To determine the value of γp we
need to have an equation for the time evolution of Np(c(t)). This will be deduced
from the equation (42). Write Np as

Np = lim
M→∞

NM

p = lim
M→∞

(
NM

p −NM

p−1

)
. (57)
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We can use (42) to compute

NM

p

(
c(t+ τ)

)
−NM

p

(
c(t)

)
=

=
(

NM

p

(
c(t+ τ)

)
−NM

p−1

(
c(t+ τ)

))

+
(

NM

p

(
c(t)

)
−NM

p−1

(
c(t)

))

=
(

NM

p

(
c(t+ τ)

)
−NM

p

(
c(t)

))

+
(

NM

p−1

(
c(t)

)
−NM

p−1

(
c(t)

))

= −

∫ t+τ

t

`1`pc1,1cp,M +

∫ t+τ

t

(
Qp,M(c) −Qp−1,M(c)

)

= −

∫ t+τ

t

(

2

M∑

j=p

M∑

m=j

`2pcp,jcp,m +

M∑

j=p

∞∑

k=p+1

∞∑

m=k

`p`kcp,jck,m −

−
M∑

j=p−1

M∑

m=j

`2p−1cp−1,jcp−1,m

)

−

−

∫ t+τ

t

[

`1`pc1,1cp,M +

+

( M∑

j=bM+1

2 c

j
∑

m=bM
2 c+1

+

bM
2 c∑

m=p−1

M∑

j=M−m+1

)

`2p−1cp−1,jcp−1,m +

+

p−1
∑

i=2

( ∞∑

j=i

M∑

m=M−i+1

+

M−i∑

m=p

∞∑

j=M−m

)

`i`pci,jcp,m

]

When M → ∞ the second integral converges to zero and we obtain the evolution
equation

Np

(
c(t+ τ)

)
−Np

(
c(t)

)
=

= −

∫ t+τ

t

(

2

∞∑

j=p

∞∑

m=j

`2pcp,jcp,m +

∞∑

j=p

∞∑

k=p+1

∞∑

m=k

`p`kcp,jck,m −

−
∞∑

j=p−1

j
∑

m=p−1

`2p−1cp−1,jcp−1,m

)

(58)

Observing that

2

∞∑

j=p

∞∑

m=j

`2pcp,jcp,m =

∞∑

j=p

∞∑

m=p

`2pcp,jcp,m +

∞∑

j=p

`2pc
2
p,j

= `2pN
2
p +

∞∑

j=p

`2pc
2
p,j

≥ `2pN
2
p (59)
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and

∞∑

j=p−1

j
∑

m=p−1

`2p−1cp−1,jcp−1,m = `2p−1

∞∑

j=p−1

cp−1,j

j
∑

m=p−1

cp−1,m

≤ `2p−1

∞∑

j=p−1

cp−1,j

∞∑

m=p−1

cp−1,m

= `2p−1N
2
p−1 (60)

we can estimate the right hand side of (58) to obtain

Np

(
c(t+ τ)

)
−Np

(
c(t)

)
≤

∫ t+τ

t

(

`2p−1N
2
p−1 − `2pN

2
p

)

(61)

We can now apply the induction method: suppose Np−1

(
c(t)

)
→ 0 as t → ∞.

We have already proved that Np

(
c(t)

)
→ γp ≥ 0 as t→ ∞. Suppose γp > 0. As

in the proof of Proposition 7, we now take limits as t → ∞ in (61) and obtain
0 ≤ − 1

2 `
2
pγ

2
pτ, which contradicts τ > 0. This concludes the proof.

5 The Simplified Order Equations

5.1 The Local Interaction System

In the previous section we proved that the total number of clusters of a given
fixed order p, denoted by Np, tend to zero as t → ∞. As pointed out in the
Introduction, these quantities are particularly interesting in certain applications
and can be viewed as a kind of mesoscopic scale description of the system, some-
where between the microscopic description provided by the individual cluster
concentrations ci,j and the macroscopic quantities describing the total mass
or the total number of clusters at a given time. Unfortunately, the evolution
equation for Np given in (58) is not closed, and so the full description of the be-
haviour of Np has the same order of difficulty as that of the original microscopic
system. However, an approximate description is possible by using the estimates
(59) and (60). The resulting differential inequality (61) seems a lot simpler that
(58) and, although it does not give us precise information about the behaviour
of the quantities Np, at least it is a lot more amenable to analysis.

We go a step further in the simplification procedure and consider the equation
obtained by considering the equality sign in (61). From now on we shall also put
`i ≡ 1. With these assumptions we can derive a closed systems for the quantities
Np. For p ≥ 2 we will have the equations Ṅp = N2

p−1 −N2
p . For p = 1, by (2),

Ṅ1 = ċ1,1 = −2N2
1 −N1

∑∞
i=2Ni = −N2

1 −N1N0, whereN0 :=
∑∞

i=1 Ni. We can

derive an equation for N0 using the previous two equations: Ṅ0 =
∑∞

i=1 Ṅi =

Ṅ1 +
∑∞

i=2 Ṅi = −N2
1 −N1N0 +

∑∞
i=2

(
N2

i−1 −N2
i

)
= −N1N0. Hence, as a first

approximation to the study of the quantities Np we shall consider the closed
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system






Ṅ0 = −N1N0

Ṅ1 = −N1N0 −N2
1

Ṅp = N2
p−1 −N2

p , p ≥ 2.

(62)

It is interesting to observe that a system like the one for Np, p ≥ 2, also arises
as a crude model for fracture dynamics [22]. Also worth mentioning is the fact
that system (62), when interpreted in the context of river network studies, is
a model of a “structurally Hortonian” network, ie, one in which any p order
cluster increases only through the contribution of p − 1 order clusters [8, pp
250].

Besides the fact of being closed, this system has the additional advantage
that the coupling between the variables Np is local. Both these facts will greatly
simplify our study. Clearly, the method used in the last section to get conver-
gence to zero can again be applied without modification to system (62) in order
to conclude the following

Proposition 9 Let N in = (N in
p ) be an arbitrary nonnegative initial data, and

let N = (Np) be the solution of (62) with initial data N in. Then, as t → +∞,
we have

Np(t) −→ N∞
p := N in

0 e
−N in

1 /N in
0 δp=0. (63)

Proof: We start by noticing that in (62) the subsystem for the variablesN0 and
N1 can be studied separately from the rest. So, let us consider the subsystem

{
Ṅ0 = −N1N0

Ṅ1 = −N1N0 −N2
1 .

(64)

Observe that solutions with nonnegative initial data are globally defined in R+

since the boundary of R
2
+ is invariant for (64) and solutions of system (64)

have their components decreasing. Phase plane analysis imediately imply that
N1(t) → 0 as t → +∞, and also that N0(t) converges to some nonnegative
constant.

From this result for the behaviour of N1(t), it easily follows that Np(t) → 0
as t → +∞, for all p ≥ 1, by an application of the arguments already used in
the previous Section.

We are only left to identify the nonnegative value of the limite of N0(t)
when t → +∞. Using the strict monotonicity of N0(t) we can consider N1 as a
function of N0 and obtain

dN1

dN0
= 1 +

N1

N0
.

This homogeneous differential equation can be solved by a standard change of
variables and we get

N1 =
(
C in + logN0

)
N0, (65)

where C in :=
N in

1

N in
0

− logN in
0 . After substitution, the equation for N0 becomes

Ṅ0 = −
(
C in + logN0

)
N2

0 ,
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and elementary qualitative analysis allow us to conclude that

N0(t) −→ e−Cin

= N in
0 e

−N in
1 /N in

0 , as t→ +∞,

as we wanted to prove.
In addition, for this system, we can probe further into the details of the

asymptotic behaviour, as we shall present in the remaining of this section.

5.1.1 Unimodality of Solutions

In applications (in the case of the morphology of river networks, but also in
others instances) it is particularly important to consider initial data consisting
only of monomers.

A numerical solution of a truncation of (62) to fifty equations, and with these
type of initial conditions, is shown in Figure 5. The plot suggests a number of
features of the behaviour of the solutions that deserve attention. One is the
unimodality of solutions, which we prove next. Another is the details of the
large-time asymptotics, which will be treated later.
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Figure 5: Numerical solution of a truncation of (62), with monomeric initial
condition. The plots of Np for p = 2, 8, 14, 20, 26, 32, 38, 44 are shown.

We now prove the following result

Proposition 10 Let N = (Np) be the solution of (62) with monomer initial
data Np(0) = Aδp∈{0,1}, for some A > 0. Then, all components of the solution
vector N are unimodal.

We will actually prove a bit more than stated above, by establishing that
the time τp at which Np attains its (unique) maximum satisfies 0 ≤ τp <
τp+1, ∀p ≥ 1.
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In order to prove Proposition 10 we need the following Lemma that allow us
to control the behaviour of Np(t) for t sufficiently close to 0.

Lemma 1 With the conditions of Proposition 10, the first non-zero derivative
of Np at t = 0 is of order 2p−1 − 1, and is positive, for all p ≥ 1.

Proof: From Ṅp = N2
p−1 −N2

p we obtain, by the Leibnitz rule

N (j)
p =

j−1
∑

r=0

(
j − 1

r

)

N
(j−1−r)
p−1 N

(r)
p−1 −

j−1
∑

r=0

(
j − 1

r

)

N (j−1−r)
p N (r)

p . (66)

Let us proceed by induction. For p = 1 we have 2p−1 − 1 = 0 and the result

is true since N
(0)
1 (0) = N1(0) = A > 0. Assume the result holds for Np−1.

Then, by (66), if the order of the first nonzero derivative of Np−1 at t = 0 is
(p−1)∗ := 2(p−1)−1−1, then the first nonzero contribution to (66) must be due
to the term

N
((p−1)∗)
p−1 (0)N

((p−1)∗)
p−1 (0)

and so we must have j − 1 − (p − 1)∗ = (p − 1)∗ which implies that j =
2(p − 1)∗ + 1 = 2

(
2p−2 − 1

)
+ 1 = 2p−1 − 1. Furthermore, the second sum in

(66) is always zero at t = 0 for j ≤ 2p−1 − 1, since if it were nonzero for some
j∗ ≤ 2p−1 − 1, then the product

N (j∗−1−r)
p (0)N (r)

p (0)

would have to be nonzero for some r < j∗. Proceeding down from here we would

obtain N
(0)
p (0) = Np(0) > 0, which contradicts the assumption on the initial

data. This proves the Lemma.

Proof of Proposition 10: We start by the function N0. Since Ṅ0 = −N1N0 < 0
we conclude that N0 is strictly decreasing and hence unimodal with maximum
at t = τ0 = 0.

For the functions Np we shall proceed by induction. To prove the assertion
for Np we shall need to use the behaviour of Np−1 and Np−2, and so we need
to start by looking at the behaviour of N1 and N2. For N1 the situation is the
same as with N0: Ṅ1 = −N2

1 − N1N0 < 0 ⇒ N1 is strictly decreasing, and
so N1 is unimodal with maximum at t = τ1 = 0. Consider now the case of
N2: all stationary points of N2, and hence all maxima, occur when 0 = Ṅ2 =
N2

1 −N2
2 ⇔ N2 = N1 and at those points it holds

..

N2 = 2N1Ṅ1 − 2N2Ṅ2

= −2N2
1 (N1 +N0)

< 0,

from which we conclude that all stationary points are maxima, and so it can
exist only one, and since N2(0) = 0 = limt→+∞N2(t) and N2(t) > 0 for t > 0,
we conclude that there exists exactly one maximum and hence N2 is unimodal.
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We now proceed by induction: assume Np−2 and Np−1 are both unimodal
with maxima at t = τp−2 and t = τp−1 respectively, and τp−2 < τp−1. We shall
prove that Np is also unimodal with τp > τp−1, where τp is the time at which
Np attains its maximum.

Let t = τ be the smallest positive time for which Ṅp = 0. Thus, at τ we
have Np−1(τ) = Np(τ). We first prove that τ > τp−1.

Assume τ < τp−1. From the definition of τ and the unimodality of Np−1

it follows that Np−1(t) < Np(t) for all t < τ sufficiently close to τ. But, by
Lemma 66, for all t > 0 sufficiently small, Np−1(t) > Np(t), and so, by continu-

ity, there exists τ̃ ∈ (0, τ) such that Np−1(τ̃ ) = Np(τ̃ ) which implies Ṅp(τ̃ ) = 0,
contradictiong the assumption that τ was the smallest such (positive) time.

Assume now that τ = τp−1. Thus Np−2(τ) = Np−1(τ) = Np(τ) and so, at
t = τ,

(Np−1 −Np)
· = Ṅp−1 − Ṅp = N2

p−2 − 2N2
p−1 +N2

p = 0

(Np−1 −Np)
·· = 2Np−2Ṅp−2 − 4Np−1Ṅp−1 + 2NpṄp = 2Np−2Ṅp−2,

since at t = τ = τp−1 both Ṅp and Ṅp−1 are zero. From the induction hy-
pothesis, the inequality τp−2 < τ, and the unimodality of Np−2, we conclude

that Ṅp−2(τ) < 0 and so (Np−1 − Np)
··(τ) < 0. In the other hand, the initial

condition and Lema 66 imply (Np−1 −Np)(0) = 0 and (Np−1 −Np)(t) > 0 for
sufficiently small t > 0, and, by continuity and the definition of τ, the inequality
holds for all t ∈ (0, τ). But then (Np−1 −Np)|(0,τ ](t) has a minimum at t = τ,
contradicting the inequality for the second derivative obtained above.

This allow us to conclude that τ > τp−1. But then, at t = τ, we have

..

Np = 2Np−1Ṅp−1 − 2NpṄp

= 2Np−1

(
N2

p−1 −N2
p

)

< 0,

which implies that the stationary point must be a maximum of Np. By definition
of τ, all other stationary points of Np must occur at times t = τ̃ > τ > τp−1 and
the same conclusion holds: they must be maxima. This implies there is only one
stationary point and so Np is unimodal with its maximum at τp := τ > τp−1,
as we wanted to prove.

Without much extra effort we can prove the sequence (τp) converge to +∞.

Proposition 11 With the conditions of Proposition 10, let τp be the value of t
for which Np(t) attains its maximum. The sequence (τp) is strictly increasing
and convergent to +∞.

Proof: The monotonicity was already established in the proof of Proposition 10.
Also in that proof, we concluded that, for p ≥ 2, the maximum of Np occurs at
the intersection of Np and Np−1 and, furthermore, the intersection is transversal
and Np > Np−1 after the intersection point. This shall now be crucial.

33



Suppose τp 6→ +∞. Being monotonic, the sequence (τp) must converge to
some τ ∈ R

+. Let ε > 0 be arbitrary. Let p = p(ε) be the smallest integer such
that τp > τ − ε. Then, since τj ↑ τ, it follows that, for all t ≥ τ and j > p, we
have Nj(t) > Np(t) and so the function

N0(t) =

∞∑

j=1

Nj(t)

blows up to +∞ as t ↑ τ, which contradicts the fact that N0 is strictly decreasing
in (0, τ) since for this region of times N0 must satisfy the first equation in system
(62). This concludes the proof.

Another easy consequence of the above results is the behaviour of the max-
imum of Np(t) as a function of p, which is presented next

Proposition 12 With the conditions of Proposition 11, the sequence
(
Nmax

p

)
,

where Nmax

p := Np(τp), is strictly decreasing and convergent to zero.

Proof: Since all Np are unimodal and, for a given p ≥ 2, the function Np(t)
attains its maximum at the value of t = τp where Np and Np−1 intersect, we
conclude that

Nmax
p = Np(τp) = Np−1(τp) < Np−1(τp−1) = Nmax

p−1 .

This, together with the asymptotic behaviours τp → +∞, and Np(t) → 0 as
t→ ∞ allow us to obtain the result.

5.1.2 Large-time asymptotics

We now give the large-time asymptotic decay of the quantities Np(t), starting
with the closed two-dimensional subsystem for (N0, N1) (64). The leading order
form of convergence is given by (63): since N1 → 0 and N0 → N∞

0 6= 0, in the
large time limit, the second of (64) can be approximated by Ṅ1 = −N1N

∞
0 . On

solving this, the solution can be substituted into (65) to find the corresponding
perturbation to N0. We find that

N1 ∼ n1e
−N∞

0 t, N0 ∼ N∞
0 + n1e

−N∞

0 t as t→ ∞.

Now that the large-time asymptotics of N1 are known, corresponding results
for N2, N3, . . . can be found sequentially. The equation for N2 is then

Ṅ2 = −N2
2 + n2

1e
−2N∞

0 t,

which is solved by

N2 = n1e
−N∞

0 t K1(n1e
−N∞

0 t/N∞
0 ) − CI1(n1e

−N∞

0 t/N∞
0 ))

CI0(n1e−N∞

0
t/N∞

0 ) +K0(n1e−N∞

0
t/N∞

0 )
.

At large times, this asymptotes to N2 ∼ 1/t. Thus {Np}
∞
p=2 all follow the

expected 1/t large time behaviour (though note that N1 does not). The form
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of the factor can also be found, by assuming Np(t) ∼ np/t as t → ∞, we find
that the coefficient np satisfies −np = n2

p−1 − n2
p, and thus

np =
1

2

(

1 +
√

1 + 4n2
p−1

)

.

Analysing this first order map, we find np > np−1 for all p and, as p → ∞,
np ∼ np−1 + 1

2 . Thus in the large p limit we have np ∼ 1
2p + n0 for some

constant n0. To summarise as t → ∞, we have Np(t) ∼ np/t as t → ∞ for
p > 1; and for large p, Np(t) ∼ p/2t.

5.2 The Non-Local Interaction System

We now move from the locally interacting system (62) to the more accurate
approximation

{
Ṅ1 = −N2

1 −N1N0

Ṅp = N2
p−1 −Np(Np +Np+1 +Np+2 + . . .), p ≥ 2.

(67)

where N0 is defined by N0 :=
∑∞

i=1Ni as earlier.
System (67) is obtained from (58) by keeping the triple sum in its right

hand side; for `j ≡ 1 this sum is exactly equal to Np(Np +Np+1 +Np+2 + . . .).
Solutions to (67) are thus expected to be a better approximation to the true
time evolution of Np(t). The coarse asymptotic behaviour of solutions as t→ ∞
is easily concluded:

Proposition 13 All nonnegative solutions to (67) converge to zero as t→ +∞.

Proof: The proof is elementary: for N1 we need only to observe that nonneg-
ative solutions satisfy to Ṅ1 ≤ −2N2

1 in order to conclude the result. For Np

with p ≥ 2 note that

Ṅ1 = N2
p−1 −Np(Np +Np+1 +Np+2 + . . .) ≤ N2

p−1 −N2
p ,

and proceed by induction.

The inequality in the proof just concluded imply that solutions to this system
will converge faster to zero than the corresponding ones of system (62). Evidence
of this is clear in the plots of numerical solutions such as the one presented in
Figure 6.

We note that solutions are also unimodal for monomeric initial data. This
result, that was proved in Proposition 10 for the local interacting system (62),
seems to be a lot harder to prove now, due, mainly, to the dificulty of controling
all the remaining components of the solution vector when studing a given fixed
component.

Somewhat surprisingly, however, a rather detailed, albeit formal, study of
the details of the long time behaviour is possible in the present case, shedding
some light into the possible occurence of similarity behaviour in solutions to
these kind of coagulation equations. These results will be presented next.
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Figure 6: Numerical solution of a truncation of (67) of dimension seven, with
monomeric initial condition. The plots of Np for p from 1 to 6 are shown.

5.2.1 On Similarity Solutions

In order to seek a similarity solution, we first replace the system of nonlinear
differential-difference equations by a single nonlinear partial differential equa-
tion. This is performed by taking Taylor series of the difference terms and
keeping only the most significant terms in the large p limit. Thus we obtain

∂tN = −2N∂pN −N

∫ ∞

p

N(j, t) dj, (68)

for the quantity N(p, t). We now seek a similarity solution of the form

N(p, t) = e−γpf(η), with η = te−γp, (69)

for the functions N(p, t) with p > 1. Inserting this ansatz into equation (68) we
obtain the integro-differential equation

f ′(η) = 2γf(η)[f(η) + ηf ′(η)] −
f(η)

γη

∫ η

0

f(ξ) dξ.

Rearrangement and differentiation leads to the second-order ordinary differential
equation

f(η) = 2γ2 d

dη

(

η

(

f + η
df

dη

))

− γ
d

dη

(
η

f

df

dη

)

,
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which can be converted into an autonomous second-order equation by the change
of variables η = eζ , f(η) = e−ζφ(ζ) yielding

0 =
d2φ

dζ2
(2γ2φ2 − γφ) + γ

(
dφ

dζ

)2

− φ3.

Standard phase plane techniques allow this equation to be analysed. The
phase plane is illustrated in Figure 7 which shows the trajectories, including
homoclinic connections to the origin (φ = 0 = φ′).
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phi

Figure 7: Phase plane (φ, ψ).

The analytic form of these trajectories can be found: by putting ψ = φ′ we
obtain

dψ

dφ
=

γψ2 − φ3

γφψ(1 − 2γφ)
,

which on integrating yields

(
dφ

dζ

)2

= ψ2 =
2φ2(φ0 − γφ2

0 − φ+ γφ2)

γ(1 − 2γφ)2
,

where we have set the constant of integration so that at the maximum of φ(ζ),
where ψ = φ′ = 0, we have φ = φ0. The above equation can then be integrated
further to

± log η = ±ζ =

√
γ

2

∫ φ0

ηf(η)

(1 − 2γφ) dφ

φ
√

(φ0 − φ)(1 − γφ0 − γφ)
,

yielding parametric solutions for (η(ζ), f(ζ)). Solutions for Np(t) are then given
by (69), and are illustrated in Figure 8 for a variety of choices of the parameter
γ.
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Figure 8: Plots of f as a function of η for several values of γ. Case γ = 0.3
shows a clear maximum at η = 1, γ = 0.65 shows a plateau with a maximum
at η ≈ 0.5, γ = 0.7 also has a plateau for 0 < η < 1 but always has a negative
gradient, and γ = 1.7 which has a large negative gradient at small η. In all
cases φ0 = 0.4/γ.

5.2.2 Intepretation of results

The existence of a self-similar form for the functions Np = e−γpf(η) with η =
te−γp provides information about the positions or times of the maxima of Np(t),
following the notation used earlier, these are defined by t = τp. Since such

points occur where Ṅp = 0, they correspond to the point where f ′(η) = 0; we
denote the η-value of such a point by η = ηc. Stationary points thus occur at
tp = ηce

γp. The amplitude ofNp(t) at such a point is defined byNmax
p = Np(τp).

The amplitude of the maxima are given by Nmax
p = e−γpfc where fc = f(ηc),

which implies
Nmax

p

Nmax
p+1

= eγ . (70)

Raw numerical results of Np(t) against t are shown in Figure 6; in Figure 9,
the same data is replotted, with te−pγ on the horizontal axis and epγNp(t) on
the vertical. Varying γ so as to provide the best fit yields γ = 0.623.

The one-dimensional family of similarity curves for γ = 0.623 are displayed
in Figure 10, where φ0 is varied to illustrate the range of curves. In general, the
shape of the similarity solution varies with the parameters γ and φ0, exhibitting
a change from a single-humped function to a monotone curve at φ0γ ≈ 0.264.

The shape of the similarity solution varies with the parameters γ, φ0, and
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Figure 9: Scaled numerical solutions: e−pγNp(t/e
γp) is plotted against e−pγt

for several values of p, with γ fitted to give the best possible fit, which occurred
when γ = 0.623.

exhibits a change from being a single-humped function to a monotone curve at
φ0γ ≈ 0.264.

6 Discussion

As we stated in the Introduction, the objective of the present paper was to
propose and analyse a system of ordinary differential equations describing the
time evolution of a cluster system obeying Horton-Strahler rules. This kind of
approach was first developed recently by Gabrielov, Newmann, and Turcotte in
[11].

Our main objective was to obtain results concerning the long time behaviour
of solutions.

Part of our goal was attained: Section 4 consists of the proofs that all
solutions converge pointwise to zero: ci,j(t) → 0 as t → ∞; and that the total
number of clusters of a fixed order, Ni(c(t)), also converge to zero as t → ∞.
From a mathematical viewpoint the proof of the first of these results has the
interesting feature of requiring the use of two families of Lyapunov functionals.
An evolution inequality between the two allow us to deduce the result. The
proof of the result concerning the evolution of the mesoscopic variables Ni(c(t))
requires the deduction of an evolution system for these quantities, from where
evolutions inequalities used in the proof are obtained.
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Figure 10: Solutions for f(η) against η for γ = 0.623. In ascending order of
values at η = 1, the curves correspond to γφ0 = 0.1, 0.2, 0.3, 0.4, 0.5.

Either the evolution system or the inequalities suggests symplified approxi-
mating systems of differential equations for the quantities Ni whose behaviour
should be easier to understand and analyse. In section 5 we have considered two
of these simplified systems. The simplified systems allowed approximate solu-
tions to be found. Two of these mesoscopic models have been analysed: firstly a
local interaction model, and secondly a more complicated nonlocal model, which
is expected to provide a more accurate approximation to the dynamics of the
full system.

For the first we were able to prove a number of results concerning the shape of
the solutions, namely the unimodality of solutions with monomeric initial data.
These were also complemented with an asymptotic analysis concerning the long
time profile of solutions. It is interesting to observe that some of the results
reflect a kind of underlying structure of the equation for the Np(t) for large p
and t : in these circunstances, approximating p by a continuous variable, the
local interaction system can be written, in first approximation, as the Burgers
equation ∂tN + 2N∂pN = 0. It is interesting to observe that the assymptotic
solution obtained in Section 5.1.2 is a solution of Burgers equation. Also, the
fact that the larger the value of p, the longer the initial profile of Np(t) is almost
identically zero (which is analitically reflected by Lemma 1) corresponds to the
existence of a shock supported by the Burgers equation with a point source at
the origin and a function with the behaviour of N1(t) as the boundary condition
at p = 0.

For the second approximating system a formal analysis yielded a similarity
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solution, which is expected to be an attractor in the large-p and large-t limits.
Results of numerical simulations of the system agreed well with the similarity
reduction. However comparison with physical observations was less convincing;
these comparisons were based on the ratios of the amplitudes of successive max-
ima; in physical observations these are typically in the range three to five, for
the model analysed here the ratio was approximately two. The reason for this
discrepancy is possibly due to the form of rate coefficients chosen for the de-
tailed study. The mesoscopic systems studied assumed lj = 1, in a future work
we hope to analyse more general forms of rate coefficients, of the form lj = Ljλ,
where more general ratios are likely to be found, and hence the appropriate
form of rate constants for modelling river networks, will also be determined.
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