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ABSTRACT In this manuscript we investigate the implications of adopting a double cyclic prefix in the
orthogonal time-frequency space modulation. Our study first focuses on the analysis of the modulated
signal and on the development of a useful model for the received signal in the presence of a doubly
selective fading channel. On the one hand, our mathematical results allow us to accurately assess the
impact of pulse shaping on the structure of the transmitted waveform and on its power spectral density, and
to develop some simple rules for allocating multiple pilot symbols within each orthogonal time-frequency
space symbol. On the other hand, they are exploited to develop a novel algorithm for pilot-aided channel
estimation, whose output provides a detailed representation of the communication channel; for this reason,
it can be used for sensing at the transmit side in integrated sensing and communication applications, or
for channel equalization at the receive side in digital communications. Our numerical results evidence
that our channel estimation & equalization algorithm outperforms the other related techniques available
in the technical literature at the price of a limited increase in computational complexity.

INDEX TERMS Channel estimation, cyclic prefix, delay-doppler, equalization, interference, orthogonal
frequency-division multiplexing, orthogonal time-frequency space.

I. INTRODUCTION

IN THE near future, sixth-generation (6G) wireless
networks are expected to provide high-quality wireless

connectivity as well as highly accurate and robust sensing
capability. One of the key challenges in 6G network research
is represented by the development of new communication
waveforms that are able to support communication and
sensing functionalities in high-mobility environments at very
high frequencies. In the last two decades, a multicarrier
modulation format, known orthogonal frequency-division
multiplexing (OFDM), has played a fundamental role in
new standards for local area and mobile wireless networks.
Recently, substantial efforts have been devoted to investigat-
ing its use for integrated sensing and communication (ISAC)
in future wireless networks [1], [2]. Unluckily, one of the
main weaknesses of OFDM-based digital communications
is represented by the severe inter-carrier interference (ICI)
experienced at the receive (RX) side in the presence of
a doubly selective fading channel characterized by strong

Doppler [3]. From this perspective, a more appealing alter-
native1 is represented by a two-dimensional (2D) modulation
technique called orthogonal time-frequency space (OTFS)
modulation [5]. In fact, it has been shown that, since in
that case data are modulated in the delay-Doppler (DD)
domain rather than in the conventional time-frequency (TF)
domain, the communication channel has approximately the
same impact on all the channel symbols of the same OTFS
symbol and its full diversity can be potentially extracted
through proper equalization methods [6].

It is important to mention that Hadani et al., in their
seminal manuscript [5], presented the OTFS modulation
as a 2D generalization of the OFDM format, but did not
focus on the problem of adopting, in a similar way as
OFDM, a proper cyclic prefix (CP) to impart a quasi-
periodic structure to the transmitted signal; this issue has

1Another alternative to OFDM, in the ISAC context, is represented by
affine frequency division multiplexing (AFDM) (see [4] for further details).
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been also ignored in their later manuscript [6]. Note
that the presence of a CP plays a fundamental role in
OFDM communications over a frequency selective (i.e., time
dispersive) communication channel, as it allows to represent
the effect of the communication channel on the transmitted
signal as a cyclic convolution in the time domain (TD),
thereby drastically simplifying channel equalization at the
RX side; moreover, it eliminates the interference between
consecutive OFDM symbols [7, Sec. 3.7]. Note, however,
that these advantages are obtained at the price of a reduction
of energy efficiency. Since the OTFS modulation generalizes
OFDM by expanding the last format along the frequency
dimension, in the light of the TF duality principle developed
by Bello in [8], the use of an additional CP in that dimension
in the presence of a frequency dispersive (i.e., time selective)
communication channel appears to be a natural choice. This
unavoidably increases the bandwidth of the modulated signal
and, consequently, reduces its spectral efficiency. However,
based, once again, on the duality principle, we should expect
that the presence of the second prefix will allow us to
represent the effect of frequency dispersion (i.e., Doppler) on
the transmitted signal as a cyclic convolution in the frequency
domain (FD) and, consequently, will simplify the processing
to be accomplished at the RX to compensate for the resulting
distortions.
As far as we know, the use of a CP in the OTFS

modulation has been taken into consideration for the first
time in [9], [10] and, later, in [11]. In all these manuscripts,
however, the CP is adopted along the time dimension only.
When this occurs, interference between OTFS symbols (i.e.,
inter-symbol interference, ISI) is avoided if the CP is long
enough [12]; otherwise, this phenomenon has to be taken
into account in the received signal model [13], [14]. Another
significant contribution related to the CP issue can be found
in [11], where a derivation of the OTFS modulation based
on the Zak transform [15] is provided. The use of this
transform makes an entire OTFS frame appear periodic
to the communication channel along the Doppler direction
and “quasi-periodic” along the delay direction. The work
illustrated in [11] effectively encompasses the concept of
imparting 2D periodicity to the modulated signal. However,
in our opinion, it does not fully unveil the implications of
the use of a CP along the frequency dimension.
In this manuscript, we focus on the use of a double cyclic

prefix (DCP) in the OTFS modulation and on its implications
on pulse shaping and pilot-aided channel estimation. More
specifically, the following contributions are provided:
1) The dual of the OFDM modulation, called dual OFDM

(DOFDM), is derived by applying the duality concept to
OFDM. Moreover, its use in a digital communication system
operating over a time selective communication channel is
illustrated. This allows us to show that the adoption of a FD
CP in DOFDM drastically simplifies channel equalization at
the RX side.
2) It is shown that the OTFS modulation can be developed

by jointly exploiting few essential principles on which

OFDM and DOFDM are based. This leads to extending
OTFS symbols by incorporating a CP in the TD and one
in the FD in a natural fashion; the resulting modulation
format is called OTFS with DCP (OTFS-DCP, briefly) in
the following.
3) The impact of the transmit (TX) pulse on the overall

structure of OTFS-DCP signals is assessed in a rigorous
way. Our analysis is based on representing the complex
envelope of the modulated signal and its spectrum through
their Fourier series; the adoption of this mathematical tool is
made possible by the cyclic structure of the modulated signal
along the time and the frequency dimensions. Note that, in
the technical literature, a rectangular TX pulse is usually
selected because of its simplicity and the simplifications it
offers in signal modelling (e.g., see [9], [10], [14], [16],
[17], [18]). We show, instead, that the choice of a pulse
having a root of a raised cosine (RRC) spectrum represents a
better choice. In addition, differently from [19], [20], which
primarily focus on the influence of pulse shaping on the
architecture of OTFS receivers, in this manuscript a specific
pulse shape imparting a simple multicarrier structure to
the modulated signal is proposed; this, in turn, simplifies
the processing to be executed at the RX side for channel
estimation and equalization.
4) The power spectral density (PSD) of the OTFS-DCP

format is derived and analyzed.
5) The problem of multiple pilot arrangement within a

single OTFS symbol is studied and a specific solution is
developed.
6) A low complexity off-grid algorithm, developed for

OFDM-based radar sensing [21], is applied to pilot-aided
channel estimation in an OTFS-DCP-based transmission.
This algorithm is able to generate a detailed representation
of the communication channel by providing estimates of
its overall number of paths and, for each path, of the
associated delay and Doppler shift. For this reason, its
output can be used for sensing (i.e., for target detection
and estimation [17], [18]) at the TX side and for channel
equalization at the RX side. It is important to note that
related work (e.g., see [22]) has addressed the problem of
pilot-aided channel estimation when multiple OTFS symbols
carrying either data or pilots are considered. This manuscript,
instead, focuses on the problem of channel estimation within
a single OTFS symbol only.
7) A simple channel equalization method relying on the

output of the devised channel estimator is developed. This
algorithm is inspired by the equalization method proposed
in [18], where, however, channel state information (CSI) is
provided in an approximate form since only integer delays
and Doppler are assumed in its reconstruction. On the
contrary, our method is able to faithfully reconstruct CSI.
The remaining part of this manuscript is organized as

follows. Section II is devoted to briefly describing OFDM
and its dual modulation scheme, and to showing how the
OTFS-DCP format is related to them. In the analysis of the
OTFS modulation format, we take into consideration not
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only the baseband model of the transmitted signal, but also
show how channel equalization and detection of channel
symbols should be accomplished at the RX side. Moreover,
the impact of pulse shaping on the inner structure of the
OTFS-DCP format and its PSD are investigated. Section III
is devoted to pilot-aided channel estimation and to channel
equalization. In particular, we first provide some simple
rules for arranging multiple pilots within a single OTFS
symbol under the assumption that a pulse with a RRC
spectrum is employed. Then, we show how computationally
efficient channel estimation and equalization algorithms can
be developed for the OTFS-DCP modulation. Finally, we
compare the devised algorithms with two related techniques
available in the technical literature. Various numerical results
are illustrated in Section IV, where the performance of our
channel estimation & equalization algorithms is assessed
and compared with that provided by the other algorithms
considered in the previous section. Finally, some conclusions
are offered in Section V.
Notation: Throughout this paper, the following notation is

adopted: 1) (·)T denotes vector/matrix transposition; 2) (·)∗
and (·)H denote complex conjugate and complex conjugate
transpose (Hermitian operator), respectively; 3) ∗ denotes
the linear convolution; 4) the symbols � and × represent
the Hadamard and Cartesian product operators, respectively;
5) RN[ · ] indicates the modulo N operator; 6) �X is the
unitary DFT matrix of order X, whose element (p, q) is
exp(−j2πpq/X)/

√
X; 7) X � [xm,n] defines a matrix X of

proper size and xm,n denotes the element appearing on its
mth row and nth column.

II. SIGNAL AND SYSTEM MODELS
In this section, we illustrate: 1) the derivation of three
distinct digital modulations; 2) the signal models at the
RX side of a communication system employing each of
these modulations and operating in the presence of different
types of fading channels. First, we briefly describe how
an OFDM signal is generated and derive the corresponding
RX signal model in the presence of a frequency selective
fading channel. Then, following the same line of reasoning
and, based on the duality concept, we introduce the dual
of the OFDM format (briefly, dual OFDM, DOFDM) and
develop the corresponding RX signal model in the presence
of a time selective fading channel. Finally, we show how the
signal model of the OTFS-DCP modulation can be derived
from most of the previously obtained results in a natural
fashion; moreover, we develop the received signal model for
a communication system employing that modulation format
and operating over a doubly selective fading channel.

A. SIGNAL MODELS IN AN OFDM-BASED
COMMUNICATION SYSTEM
In this subsection, the derivation of various signal models
is sketched for a communication system employing the
OFDM modulation. In our mathematical developments we
focus on the transmission of the N-dimensional vector cN �

[c0, c1, . . . , cN−1]T , representing the message and collecting
N channel symbols, each of which belongs to an Mcary
constellation; this vector represents a single OFDM symbol.
To begin, we assume that cN undergoes the one-to-one
transformation g : CN → C

N ; this yields the N-dimensional
vector

xN �
[
x0, x1, . . . , xN−1

]T = g(cN) (1)

conveying the same information as cN . The last vector is
employed to generate the periodic sequence {xk} by repeating
it with period N, so that

xk = xRN [k], (2)

for any k /∈ {0, 1, . . . ,N − 1}. This sequence feeds a pulse
amplitude modulator, that produces the baseband periodic
signal

s(t; cN) =
+∞∑

k=−∞
xk p(t − kTs), (3)

where p(t) is the modulator impulse response and Ts is the
symbol interval. Since the period of s(t; cN) in (3) is T =
NTs, this signal can be represented through its Fourier series
as

s(t; cN) =
+∞∑

m=−∞
S(TD)
m (cN) exp(j2π fmt), (4)

where fm � m/T = m/(NTs) is the mth harmonic frequency
and

S(TD)
m (cN) � 1

T

∫ T

0
s(t; cN) exp(−j2π fmt)dt (5)

is the mth Fourier coefficient. Substituting the right-hand
side (RHS) of (3) in that of (5) yields, after some
manipulation,

S(TD)
m (cN) = 1√

NTs
Pm Xm, (6)

for any m; here, Pm � P(fm) = P(m/(NTs)),

P(f ) = FCT
[
p(t)

]
�

∫ +∞

−∞
p(t) exp(−j2π ft)dt (7)

is the Fourier continuous transform (FCT) of p(t) and

Xm � 1√
N

N−1∑

l=0

xl exp

(
−j2π

l

N
m

)
(8)

is the mth coefficient of the order N discrete Fourier
transform (DFT) of the vector xN , in (1). Note that the last
equation can be rewritten in vector form as

XN �
[
X0,X1, . . . ,XN−1

]T � DFTN[xN] � �N xN , (9)

where �N is the order N DFT matrix. Then, if the
transformation g(·) in (1) is an order N inverse discrete
Fourier transform (IDFT), i.e., if

xN = IDFTN[cN] � �H
NcN , (10)
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we have that (see (9))

XN = �N�H
NcN = cN . (11)

Similarly as xN , XN can be cyclically extended to generate
the periodic sequence {Xk}, having period equal to N;
from (11) it is easily inferred that

Xk = cRN [k] (12)

for any k /∈ {0, 1, . . . ,N − 1}. Substituting the RHS of (12)
in that of (6) and, then, the resulting expression in the RHS
of (4) yields

s(t; cN) = 1√
NTs

+∞∑

m=−∞
Pm cRN [m] exp(j2π fmt). (13)

The last expression can be reformulated by replacing the
(single) index m with the couple (n, k), such that m = n+
kN, with n = 0, 1, . . . ,N − 1 and k arbitrary integer. This
produces

s(t; cN) = 1√
NTs

N−1∑

n=0

cn gn(t), (14)

where

gn(t) �
+∞∑

k=−∞
Pn+kN exp(j2π fn+kN t). (15)

The RHS of (14) is required to represent a multicarrier
signal, i.e., to consist of the superposition of N complex
exponentials, characterized by distinct frequencies, having
the same amplitude and conveying different channel symbols.
This result is achieved if only a single term and, in particular,
the one associated with k = 0, survives in the sum appearing
in the RHS of (15), i.e., if Pn+kN = 0 for any k 	= 0;
this means that p(t) should be bandlimited and its spectrum
P(f ) should ensure that the spectral samples {Pn; n =
0, 1, . . . ,N − 1} are identical. In [7, Sec. 3.7] it is shown
that a good option for p(t) is represented by a pulse whose
spectrum P(f ) is the RRC2 with roll-off factor α (e.g., see
[7, Sec. 3.5.4, eq. (3.90)])

P(f ) =

⎧
⎪⎪⎨

⎪⎪⎩

√
Ts |f | < f1−α√
Ts cos

(
π

|2fTs|−1+α
4α

)
f1−α ≤ |f | ≤ f1+α

0 |f | > f1+α

, (16)

where f1±α � (1 ± α)/(2Ts), with 0 ≤ α ≤ 1. However, in
this case, the contribution of some of the functions {gn(t)}
appearing in the RHS of (14) needs to be suppressed, since
they consist of the superposition of a couple3 of complex
exponentials, whose frequencies are spaced apart by 1/Ts
Hz (see [7, Sec. 3.7.2, eq. (3.257)]). The suppression of
such functions is obtained by setting Nsc � N − 2Nα − 1

2This spectrum is characterized by a flat top; the identical spectral
samples {Pn} originate from it.

3If subcarrier suppression was not used, this would result in the presence
of a form of self-interference.

consecutive elements of cN (and, in particular, the elements
whose index runs from Nα to N − Nα − 1) to zero; here,

Nα �
⌊
N(1 − α)

2

⌋
, (17)

where �·� denotes the floor operator. Then, (14) turns into

s(t; cN) = 1√
NTs

Nα∑

n=−Nα

cRN [n] exp(j2π fnt). (18)

Note that: 1) in the last equation, cRN [n] = cn for n =
0, 1, . . . ,Nα and cRN [n] = cN+n for n = −Nα,−Nα +
1, . . . ,−1; 2) the number of useful subcarriers is equal to
Nu = 2Nα +1 and increases as the roll-off factor gets closer
to zero at the price of a longer p(t); 3) the number of
suppressed carriers (SCs) is equal to N−Nu; 4) the subcarrier
spacing is equal to 1/(NTs); 5) the pulse p(t) characterized
by the spectrum P(f ) (16) needs to be truncated to Lp symbol
intervals (where Lp is an integer parameter) in order to ensure
that the transmission of each OFDM symbol is accomplished
over a finite time interval; 6) since the truncation interval
adopted for p(t) is required to capture most of the energy
of this pulse, its duration should increase as α gets smaller.

Let us assume now that the signal s(t; cN) (18) is sent
over a time-invariant frequency selective wireless channel
having impulse response

h(τ ) �
L−1∑

l=0

hlδ(τ − τl), (19)

where hl and τl represent the complex gain and the delay,
respectively, of the lth path, with l = 0, 1, . . . ,L− 1, and L
is the overall number of multi-path components. The useful
component of the baseband signal available at the output of
the RX filter can be written as

r(t; cN) � s(t; cN) ∗ h(t) ∗ g(t), (20)

where g(t) represents the impulse response of the RX filter,
which is assumed to be matched4 to p(t) (i.e., g(t) =
p∗(−t)), so that G(f ) � FCT[g(t)] = P∗(f ). Then, under this
assumption, substituting the RHS of (18) in that of (20)
produces

r(t; cN) = 1√
N

Nα∑

n=−Nα

cRN [n] HRN [n] exp(j2π fnt), (21)

where Hn � H(fn) and H(f ) � FCT[h(t)]. Note that, if (19)
holds, we have that

H(f ) =
L−1∑

l=0

hl exp(−j2π f τl), (22)

Comparing (21) with (18) leads to the conclusion that:
1) r(t; cN) retains the same structure as the signal feeding the

4The adoption of this filter follows from the model (3), that represents
the complex envelope of an OFDM signal as the output signal of a baseband
pulse amplitude modulator.
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channel input; 2) the effect of the communication channel
on the nth subcarrier of the transmitted signal is represented
by the complex coefficient HRN [n]. Moreover, given r(t; cN)

in (21), the extraction of the transmitted message can be
accomplished by: a) uniformly sampling this signal N times
in the interval [0,NTs]; b) evaluating an order N DFT on
the resulting sample vector; c) compensating for the channel
distortion on a subcarrier-by-subcarrier basis (i.e., equalizing
the received signal in the FD); d) accomplishing symbol
detection the basis of the equalized samples (once again,
on a subcarrier-by-subcarrier basis). In practice, sampling
r(t; cN) in (21) at the instant tñ � ñTs yields

rñ � r(tñ; cN) = 1√
N

Nα∑

n=−Nα

cRN [n] HRN [n] exp

(
j2π

ñ

N
n

)
,

(23)

with ñ = 0, 1, . . . ,N − 1. The last equation can be easily
written in vector form as

rN �
[
r0, r1, . . . , rN−1

]T = �H
N (cN � H), (24)

where H � [H0,H1, . . . ,HN−1]T . Performing an order N
DFT of the N-dimensional vector rN produces the N-
dimensional vector

RN = �N�H
N (cN � H) = cN � H, (25)

whose nth element is

Rn = 1

N
cn Hn (26)

for 0 ≤ n ≤ Nα and N−Nα ≤ n ≤ N−1 (the remaining Nsc
elements of RN are irrelevant since, being associated with
the SCs, are discarded). Note that the simplicity and the
elegance of the model (26) follows from the orthogonality
of the complex exponentials appearing in the RHS of (23).
Moreover, from (26) it is easily inferred that cn can be
detected on the basis of Rn after compensating for the
complex channel gain Hn. This elegant result has been
obtained under the assumption that the complex envelope
of the transmitted signal is expressed by (3), since this
allows, under certain assumptions, to put it in the multicarrier
form expressed by (18); this, in turn, leads easily to (21).
Unluckily, all these signals have an infinite duration, so that,
seemingly, an unlimited time interval is required for the
transmission of a symbol vector of limited size. In practice,
if the temporal supports of p(t) and h(t) are limited and,
in particular, are the intervals [0,LpTs] and [0,LhTs] (where
Lp and Lh are integer parameters), respectively, and if the
integer parameter N(TD)

cp , representing the size of the CP, is
not smaller than5 (2Lp + Lh), it can be shown that (23) still

5Note that the duration of p(t) plays an important role in determining
the value of N(TD)

cp .

holds in the interval (0,NTs) provided that (3) is replaced
by its time limited counterpart

s(t; cN) =
N−1∑

k=−N(TD)
cp

xk p(t − kTs). (27)

Finally, it is useful to note that the interval devoted to the
transmission of the CP can be also considered as a guard
interval for avoiding the inference between consecutive
OFDM symbols (i.e., the so called inter-block interference,
IBI). Moreover, if the duration of the CP exceeds its
minimum value, the performance of the considered com-
munication system is not affected by a limited sampling
offset. In fact, such an offset, that results in a phase rotation
of all channel symbols, is compensated for through FD
equalization.

B. SIGNAL MODELS IN A DOFDM-BASED
COMMUNICATION SYSTEM
In this subsection we focus on the derivation of various
signal models for a communication system employing the
DOFDM modulation; our approach parallels that provided
for OFDM in the previous subsection and relies on the use of
the duality principle; this means, for instance, that each DFT
is replaced by an IDFT (and viceversa) and that TD signal
models are replaced by the corresponding FD counterparts
(and viceversa).
In the following, we take into consideration the transmis-

sion of a digital message represented by the M-dimensional
vector cM � [c0, c1, . . . , cM−1]T ; we assume that each of
its elements is a channel symbol belonging to an Mcary
constellation and that M is even. The vector cM undergoes
an order M DFT (see (9)) at the TX side. This produces the
M-dimensional vector

yM = DFTM[cM] = �McM , (28)

which is periodically extended to generate the sequence {yk}
having period M. In other words, the kth element of this
sequence is expressed by

yk = yRM[k] (29)

for any k /∈ {0, 1, . . . ,M−1}. This sequence is conveyed by
the complex signal sD(t; cM), characterized by the periodic
spectrum

SD(f ; cM) =
+∞∑

k=−∞
ykP

(
f − k�f

)
, (30)

that represents the dual of s(t; cN) (3); here, P(f ) is the FCT
of the pulse p(t) employed in the generation of the modulated
signal (further details about the properties of this pulse are
provided below). Since the period of SD(f ; cM) in (30) is
equal to B � M�f , this spectrum can be represented through
its Fourier series as

SD(f ; cM) =
+∞∑

q=−∞
s(FD)
q (cM) exp

(−j2π ftq
)
, (31)
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where tq � q/B = q/(M�f ) and

s(FD)
q (cM) � 1

B

∫ M�f /2

−M�f /2
SD(f ; cM) exp

(
j2π ftq

)
df (32)

is the qth Fourier coefficient of SD(f ; cM). Substituting the
RHS of (30) in that of (32) and exploiting the periodicity
of the sequence {yk} produces, after some manipulation,

s(FD)
q (cM) = 1√

M�f
pq cRM[q], (33)

where

pq � p
(
tq

) = p
( q
B

)
= p

(
q

M�f

)
. (34)

Then, substituting the RHS of (33) in that of (31) yields

SD(f ; cM) = 1√
M�f

+∞∑

q=−∞
pq cRM[q] exp

(−j2π ftq
)
. (35)

The last equation can be further simplified following the
same approach as that illustrated for (13); for this reason,
the index q is replaced by the couple (m, k) such that q =
m + kM, with m = 0, 1, . . . ,M − 1 and k arbitrary integer.
This allows us to rewrite (35) as

SD(f ; cM) = 1√
M�f

M−1∑

m=0

cmGm(f ), (36)

where

Gm(f ) �
+∞∑

k=−∞
pm+kM exp(−j2π tm+kMf ). (37)

Based on similar considerations as those illustrated for (14)
and (15), we require Gm(f ) to consist of a single complex
exponential; thismeans that, foranym,onlyasingle termshould
survive in the sum appearing in the RHS of (37). From (37) it is
easily inferred that this result is achieved if p(t) is time-limited
and, in particular, if its duration does not exceed 1/�f . Note
that, when this occurs, SD(f ; cM) consists of the superposition
ofM complex exponentials that areorthogonal in the frequency
range If � (−B/2,B/2) (i.e., over a single period of this
spectrum). In the following, we assume that: 1) the support
of p(t) is contained in the interval [ − 1/(2�f ), 1/(2�f )] and
pq = √

�f for q = −Nβ,−Nβ + 1, . . . ,−1, 0, 1, . . . ,Nβ ,
whereNβ is a positive integer depending on the pulse shape and
such that Nu = (2Nβ +1) < M; 2) Nsc � M−Nu consecutive
elements of cM (and, in particular, the elements whose index
runs from Nβ to M − Nβ − 1) are set to zero. Under these
assumptions (36) becomes

SD(f ; cM) = 1
√
M�f

Nβ∑

m=−Nβ

cRM[m] exp(−j2π ftm), (38)

so that it takes the form described above. This representation
of SD(f ; cM) holds in a single period (say, in the interval
If ) if p(t) is bandlimited (with bandwidth Bp). In this case,

the sum appearing in the RHS of (30) can be properly
truncated to limit the number of its terms; this leads to the
new spectrum6

YD(f ; cM) =
M/2−1+N(FD)

cpo∑

k=−
(
M/2+N(FD)

cp

)
ykP(f − k�f ), (39)

where the integer parameters N(FD)
cp and N(FD)

cpo denote the size
of the CP and that of the cyclic postfix (CPO), respectively.
Similarly as OFDM, the use of a CP and a CPO is needed
to guarantee that, over the considered frequency range, the
observed spectrum looks periodic, i.e., that it has a quasi-
periodic structure (details about the selection of N(FD)

cp and
N(FD)
cpo are provided below). Given the spectrum in (39),

the complex envelope yD(t; cM) of the transmitted signal is
expressed by its inverse FCT (IFCT), that is

yD(t; cM) � IFCT
[
YD(f ; cM)

]

= p(t)

M/2−1+N(FD)
cpo∑

k=−
(
M/2+N(FD)

cp

)
yk exp(j2πk�f t). (40)

This means that the complex envelope of the DOFDM mod-
ulation is the superposition of multiple complex exponentials
windowed by p(t). Note that this signal model is structurally
similar to the model (18) developed for OFDM, but is
characterized by a subcarrier spacing equal to �f . However,
in the case of DOFDM, the set of channel symbols {cRN [n]}
is replaced by the set of their DFT coefficients (namely, by
the set {yk}), and the presence of both a CP and a CPO is
required; moreover, the role of p(t), acting as a TD window,
is also clear.
Let us consider now the transmission of yD(t; cM) in (40)

on the dual of a frequency selective channel, i.e., on a
time selective channel. This channel introduces the TD
multiplicative distortion (see [7, eq. (2.134)])

a(t) �
L−1∑

l=0

al exp(j2πνlt); (41)

here, al and νl represent the lth complex gain and the
corresponding Doppler shift (with l = 0, 1, . . . ,L − 1),
respectively, and L is the overall number of Doppler shifts
characterizing the communication channel. Let also

BD � 2 max
l

|νl| (42)

denote the Doppler bandwidth of the commu-
nication channel. The spectrum of the channel
response zD(t; cM) to yD(t; cM) in (40) can be

6Note that a larger value of Bp results in a longer prefix and in a longer

postfix, i.e., requires increasing the values of N(FD)
cp and N(FD)

cpo .
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evaluated as

ZD(f ; cM) = YD(f ; cM) ∗ A(f )

=
M/2−1+N(FD)

cpo∑

k=−
(
M/2+N(FD)

cp

)
ykPa

(
f − k�f

)
, (43)

where A(f ) denotes the FCT of a(t) (41) and

Pa(f ) = P(f ) ∗ A(f ) (44)

represents the FCT of the pulse p(t) distorted by the
communication channel, i.e., of the signal7

pa(t) � IFCT
[
Pa(f )

] = p(t) a(t). (45)

Note that, if (41) holds, we have that

Pa(f ) =
L−1∑

l=0

alP(f − νl). (46)

At the RX side, matched filtering is executed in the FD;
this means that the signal ZD(f ; cM), in (43), is applied to a
filter matched to P(f ), i.e., to a filter whose impulse response
is P∗(−f ). The filter output is the spectrum

RD(f ; cM) = ZD(f ; cM) ∗ P∗(−f ). (47)

The spectrum ZD(f ; cM), in (43), looks periodic over the
interval If and, consequently, can be represented as (see (38))

ZD(f ; cM) = 1
√
M�f

Nβ∑

m=−Nβ

cRM[m] aRM[m]

· exp(−j2π ftm) (48)

in that interval; here,

am � a(tm) = a(m/B) = a(m/
(
M�f

)
) (49)

for any m. Then, substituting the RHS of (48) in that of (47)
yields

RD(f ; cM) = 1
√
M�f

Nβ∑

m=−Nβ

cRM [m] aRM [m]

· exp(−j2π ftm)p∗(tm) (50)

Sampling RD(f ; cM) at the frequency f̄k = k�f , with k =
−M/2,−M/2 + 1, . . . ,−1, 0, 1, . . . ,M/2 − 1, gives

RD,k � RD(f̄k; cM) = 1√
M

Nβ∑

m=−Nβ

cRM[m]aRM[m]

· exp

(
−j2πk

m

M

)
. (51)

The last equation can be easily written in vector form as

RD,M �
[
RD,0,RD,1, . . . ,RD,M−1

]T = �M(cM � a), (52)

7Note that the bandwidth of pa(t) is equal to Bp + BD. Therefore, it
is larger than that of p(t) because of the spectral broadening due to the
Doppler phenomenon.

where a � [a0, a1, . . . , aM−1]T . Performing an order M
IDFT of the vector RD,M produces the M-dimensional
vector

rD,M = �H
M�M(cM � a) = cM � a, (53)

whose mth element is given by

rD,m = 1

M
cmam, (54)

for 0 ≤ n ≤ Nβ and M−Nβ ≤ n ≤ M−1 (the remaining Nsc
elements of rD,M are irrelevant since, being associated with
the zeroed elements of cM , are discarded). The last result
represents the TD counterpart of the FD formula (26). For
this reason, symbol detection can be carried out in a similar
way after equalizing the communication channel; this task,
in turn, requires estimating the complex samples {am}, i.e.,
multiple samples of the multiplicative distortion introduced
by the communication channel.
Finally, it is important to point out that:
1) A TD pulse having a RRC shape could be adopted for

p(t). The value of Nβ for this pulse depends on the value
of the RRC roll-off (similarly as OFDM, a smaller roll-off
results in a wider flat top of the pulse and, consequently, in
a larger Nβ).

2) The value of both the CP N(FD)
cp and the CPO N(FD)

cpo

should not be smaller than 
(2Bp + BD)/(2�f )� in order
to ensure the property of spectral cyclicity in the frequency
range of interest (namely, If � (−B/2,B/2)).

3) The TD counterpart of (47) is

rD(t; cM) = zD(t; cM)p∗(t), (55)

where rD(t; cM) and zD(t; cM) represent the IFCT of
RD(f ; cM) and ZD(f ; cM), respectively. This means that, in
practice, the received signal rD(t; cM) undergoes windowing
(represented by a multiplication by p∗(t)) and, then, spectral
analysis for the evaluation of the samples {RD(f̄k; cM)}.
The last task can be executed by sampling rD(t; cM) at a
proper rate and accomplishing a DFT on the resulting sample
sequence.

C. SIGNAL MODELS IN AN OTFS-BASED
COMMUNICATION SYSTEM
In this subsection we first show how the mathematical
results illustrated in the previous two subsections can be
exploited to: 1) develop various models for the complex
envelope of an OTFS signal incorporating a DCP; 2) derive
the corresponding received signal model in the presence
of both an ideal communication channel (i.e., a channel
not introducing any distortion and noise) and a doubly
selective fading channel. Then, we analyze the implications
of adopting a specific pulse shape in the OTFS signal model.
Our approach is inspired by the basic principles illustrated
for OFDM and its dual, and aims at developing a digital
modulation format whose detection and equalization can be
implemented at a reasonable complexity in the presence of a
doubly selective communication channel. As shown below,
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the property of double cyclicity of the modulated signal plays
a fundamental role in our derivations.

1) TRANSMITTED SIGNAL MODEL

In the following, we take into consideration the transmission
of the M×N matrix8 C � [cm,n] (with m = 0, 1, . . . ,M− 1
and n = 0, 1, . . . ,N − 1), collecting MN channel symbols,
each of which belongs to an Mcary constellation; this
matrix represents a single OTFS symbol. Let us assume
that the matrix C undergoes a one-to-one transformation
g : CM×N → C

M×N , generating the new symbol matrix

X �
[
xm,n

] = g(C), (56)

having the same size as C. The matrix X is periodically
extended along both its dimensions to generate the 2D
periodic sequence

xk,l = xRM[k],RN [l], (57)

for any value of the couple (k, l) not belonging to the set
of indices of the elements of X (56). The matrix X is
transmitted by generating a modulated signal that exhibits
the property of cyclicity in both the TD and the FD. As
shown in Sections II-A and II-B, cyclicity in the TD over
an interval lasting NTs s and in the FD over the frequency
range (−M�f /2,M�f /2) can be guaranteed by generating
the complex envelope (see (27))

s(t;C) �
N−1∑

l=−N(TD)
cp

s(FD)
l (t − lTs;C), (58)

with (see (40))

s(FD)
l (t;C) � p(t)

M/2−1+N(FD)
cpo∑

k=−
(
M/2+N(FD)

cp

)
xk,l exp

(
j2πk�f t

)
; (59)

here, p(t) is a bandlimited pulse (whose temporal support
is the interval [0,LpTs], Lp being an integer parameter), Ts
is the symbol interval, �f is a frequency spacing, and the
integer parameters N(TD)

cp , N(FD)
cp and N(FD)

cpo have the same
meaning and scope as that illustrated for the corresponding
parameters which have been defined in our description
of OFDM and DOFDM, respectively. Note that the DCP
insertion entails the transmission of

Ncp � N(TD)
cp M +

(
N + N(TD)

cp

)(
N(FD)
cp + N(FD)

cpo

)
(60)

additional channel symbols, so that


cp �
Ncp

MN + Ncp
(61)

8The values of the parameters M and N are assumed to be even in the
following.

represents the fraction of channel symbols assigned to the
TD prefix and to the FD prefix & postfix. Substituting the
RHS of (59) in that of (58) yields the signal model

s(t;C) =
N−1∑

l=−N(TD)
cp

M/2−1+N(FD)
cpo∑

k=−
(
M/2+N(FD)

cp

)
xk,lp(t − lTs)

· exp
(
j2πk�f (t − lTs)

)
, (62)

that has the same structure as [5, Sec. II-A, eq. (5)], but,
unlike that, includes a double cyclic extension. Note also
that (62) can be easily rewritten as

s(t;C) =
M/2−1+N(FD)

cpo∑

k=−
(
M/2+N(FD)

cp

)
s(TD)
k (t;C), (63)

where

s(TD)
k (t;C) �

N−1∑

l=−N(TD)
cp

xk,l p(t − lTs) exp
(
j2πk�f (t − lTs)

)
,

(64)

and that the last signal can be interpreted as a frequency
shifted version of an OFDM signal (characterized by the
frequency shift k�f ; see (27)); consequently, s(t;C) (63)
can be seen as the superposition of multiple (namely, M +
N(FD)
cp + N(FD)

cpo ) OFDM signals, characterized by distinct
central frequencies. Let us select now9

�f = 1/Ts, (65)

so that s(TD)
k (t;C) (64) looks periodic in the interval [0,T],

thanks to presence of its TD CP, and its period is

T = NTs. (66)

Therefore, in that interval, it can be represented through its
FS (see (4) and (5))

s(TD)
k (t;C) =

+∞∑

q=−∞
S(TD)
k,q (C) exp

(
j2πq

t

T

)
, (67)

where

S(TD)
k,q (C) � 1

T

∫ T

0
s(TD)
k (t;C) exp

(
−j2πq

t

T

)
dt (68)

is the qth Fourier coefficient. The coefficient S(TD)
k,q (C) (68)

can be evaluated by: 1) replacing the extremes (−N(TD)
cp )

and (N − 1) of the summation in (64) with −∞ and
+∞, respectively10; 2) substituting the RHS of the resulting
formula in that of (68); 3) replacing the index l with the

9This assumption is commonly made in the technical literature (e.g.,
see [14]); this corresponds to selecting an OFDM subcarrier spacing equal
to �f /N, i.e., N times smaller than that characterizing DOFDM (see our
comments above (19) and those following (40)).

10Note that this does not have any impact on the representation of
s(TD)
k (t;C) (64) over the limited interval [0,T].
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couple (l̃, u) such that l = l̃+ uN, with l̃ = 0, 1, . . . ,N − 1
and u arbitrary integer; 4) exploiting the periodicity, with
period N, of the sequence {xk,l} in the index l (see (57)).
This yields, after some manipulation,11

S(TD)
k,q (C) = 1√

NTs
Xk,qP

(
q− kN

T

)
, (69)

where P(f ) is the FCT of p(t) and

Xk,q �
1√
N

N−1∑

n=0

xk,n exp

(
−j2π

n

N
q

)
(70)

represents the qth element of the order N DFT of the
sequence {xk,n} evaluated with respect to the index n.
The mathematical results developed until now (and, in

particular, the FS representation (67)) allow us to analyze
easily what happens at the RX side when s(t;C) (62) is
transmitted on an ideal communication channel, i.e., on a
channel that does not introduce distortion and noise (channel
delay is also neglected for simplicity). The study of this
scenario, which is described in the following paragraph,
allows us to: 1) discover the nature of the transformation
g(·) to be adopted in (56); 2) assess the impact of TX and
RX filtering.

2) RECEIVED SIGNAL MODEL IN THE PRESENCE OF AN
IDEAL COMMUNICATION CHANNEL

In this paragraph, we develop a mathematical model of the
received signal under the assumption that it coincides with
the transmitted signal s(t;C) (62). Following [23], [24], we
assume that the first stage in the baseband model of the
receiver for the modulation format described in the previous
paragraph is a filter bank,12 consisting of M distinct matched
filters. The frequency response and the impulse response of
the k̃th filter (matched to p(t) exp(j2πk�f t)) are

�k̃(f ) = P∗(f − k̃�f

)
= P∗(f − k̃N/T

)
(71)

and

φk̃(t) = p∗(−t) exp
(
j2π k̃t/Ts

)
, (72)

respectively, with k̃ = −M/2, −M/2 + 1, , . . . ,M/2 − 1.
Based on the signal decomposition (63), the overall response
of this filter to the signal s(t;C) (62), can be computed
by first evaluating its response to s(TD)

k (t;C) (64) and then
summing over k. Based on the FS representation (67) of
s(TD)
k (t;C) and (71), the last response can be expressed as

rk,k̃(t;C) = 1√
N

+∞∑

q=−∞
Xk,q Gk,k̃,q exp

(
j2πq

t

T

)
, (73)

11The derivation of the following result is similar to that illustrated for (6)
(obtained from (5)); further details can be found in Appendix A.

12This choice is optimal in the maximum likelihood sense in this case,
but is sub-optimal in the case of a multipath fading channel.

in the interval13 [0,T]; here,

Gk,k̃,q �
1

Ts
P

(
q− kN

T

)
P∗

(
q− k̃N

T

)
(74)

for any k, k̃ and q. The output of the k̃th matched filter
(with k̃ = −M/2,−M/2 + 1, . . . ,M/2 − 1) is sampled at
the instant tñ = ñTs, with ñ = 0, 1, . . . ,N − 1. Sampling
rk,k̃(t;C) (73) at that instant produces14

rk
[
k̃, ñ

]
� rk,k̃(tñ;C)

= 1√
N

+∞∑

q=−∞
Xk,q Gk,k̃,q exp

(
j2π

q

N
ñ

)
. (75)

The last expression can be easily rewritten by: 1) replacing
the index q with the couple (q̃, u), with q̃ = 0, 1, . . . ,N− 1
and u arbitrary integer; 2) replacing q̃ with q; 3) exploiting
the periodicity of the sequence {Xk,q} in the index q (with
period N) thanks to the presence of the TD CP.15 This yields

rk
[
k̃, ñ

]
= 1√

N

N−1∑

q=0

Xk,q Ĝk̃−k,q exp

(
j2π

q

N
ñ

)
, (76)

where

Ĝx,q �
1

Ts

+∞∑

u=−∞
P

(
q+ (u+ x)N

T

)
P∗

(
q+ uN

T

)
(77)

for any integer x. Given (76), the output r[k̃, ñ] of the k̃th
matched filter at the instant tñ = ñTs can be evaluated as

r
[
k̃, ñ

]
=

+∞∑

k=−∞
rk

[
k̃, ñ

]
. (78)

Then, substituting the RHS of (76) in that of the last equation
gives, after some manipulations

r
[
k̃, ñ

]
= 1√

MN

M−1∑

p=0

N−1∑

q=0

X̄p,q ḡp,q

· exp

(
−j2π

(
p

M
k̃ − q

N
ñ

))
, (79)

where

X̄p,q �
1√
M

M−1∑

m=0

Xm,q exp

(
j2π

p

M
m

)
(80)

is the pth element of the order M IDFT of the sequence
{Xm,q} in the index m and

ḡp,q �
+∞∑

u=−∞
Ĝu,q exp

(
j2π

p

M
u

)
(81)

13Despite RX filtering, this interval remains the same as that in which (67)
holds, thanks to the fact that the employed matched filters are assumed not
to be causal for simplicity (see (72)).

14In the following, the dependence on C is omitted to ease notation.
15Note that this is the first time that the double cyclicity of the modulated

signal is exploited at the RX side.
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represents the frequency response, evaluated at the normal-
ized frequency (p/M), of the digital filter characterized by
the impulse response {Ĝu,·} (further details can be found
in Appendix B). It is important to point out that: 1) the
derivation of (79) relies on the order M periodicity of the
sequence {Xk,q} (70) in k, i.e., on the presence of the FD
CP and CPO; 2) cyclicity is exploited for the second time
in deriving our received signal model (further mathematical
details can be found in Appendix B). Moreover, (79) leads
to the conclusion that the 2D sequence {r[k̃, ñ]} consists of
the superposition of MN distinct complex exponentials and
that the complex gain associated with the couple of indices
(p, q) is given by the product between X̄p,q (conveying the
transmitted message) and ḡp,q (depending on TX and RX
filtering only). Based on the last results, we can: 1) select
properly the transformation g(·); 2) assess the impact of the
pulse p(t) on the structure of the received signal samples.
In the remaining part of this paragraph, we concentrate on
the first issue only (a detailed discussion on the second one
can be found in Section II-C4). As far as g(·) is concerned,
substituting the RHS of (70) in that of (80) gives

X̄p,q �
1√
MN

M−1∑

m=0

N−1∑

n=0

xm,n exp

(
j2π

(
m

M
p− n

N
q

))
, (82)

that can be interpreted as the coefficient (p, q) of the order
(M,N) Symplectic Discrete Fourier Transform (SDFT) of
the M × N complex matrix X [13], [14]. In addition, (82)
can be rewritten in matrix form as

X̄ = SDFTM,N[X] � �H
M X�N , (83)

where X̄ � [X̄p,q] is an M×N complex matrix This suggests
to select an order (M,N) inverse SDFT (ISDFT) for the
transformation g(·) appearing in the RHS of (56), so that

X = ISDFTM,N[C] � �M C�H
N . (84)

In fact, (83) implies that

X̄ = �H
M �M C�H

N �N = C (85)

and, consequently, that

X̄p,q = cRM[p],RN [q], (86)

for any p and q, and (see (79))

r
[
k̃, ñ

]
= 1√

MN

M−1∑

p=0

N−1∑

q=0

cp,q ḡp,q

· exp

(
−j2π

(
p

M
k̃ − q

N
ñ

))
. (87)

The last result can be easily rewritten in matrix form as

r(C) = �M
(
C � Ḡ

)
�H
N , (88)

where r(C) � [r[k̃, ñ]] and Ḡ � [ḡp,q] are M × N matrices
collecting the received signal samples acquired at the output
of whole filter bank over our observation interval and
the complex gains {ḡp,q} (evaluated on the basis of (81)),

respectively. Moreover, based on (88), a simple detection
method, conceptually similar to those illustrated for OFDM
and DOFDM, can be easily developed. In fact, the evaluation
of an order (M,N) SDFT of r(C) (88) produces the M×N
complex matrix

Y(C) � SDFTM,N[r(C)] = C � Ḡ, (89)

whose element (m, n) is

Y[m, n] = 1

MN
cm,nḡm,n, (90)

with m = 0, 1, . . . ,M−1 and n = 0, 1, . . . ,N−1. Then, for
any m and n, the channel symbol cm,n has to be detected on
the basis of Y[m, n] only, after compensating for the complex
gain ḡm,n.
Finally, it is important to point out that:
1) Equations (84) and (86) entail that

xm,n �
1√
MN

M−1∑

p=0

N−1∑

q=0

cp,q exp

(
−j2π

(
p

M
m− q

N
n

))
, (91)

with m = 0, 1, . . . ,M − 1 and n = 0, 1, . . . ,N − 1.
2) The mathematical result expressed by (90) can be seen

as a generalization of (26) and (54), that have been derived
for OFDM and DOFDM, respectively. Note that the absence
of any form of ISI affecting Y[m, n] (90) is made possible
by the use of a DCP.16 In fact, this property would disappear
if the TD CP and/or the FD CP & CPO were removed.
Note also that, since the communication channel we are
considering does not introduce any distortion, the coefficient
ḡm,n depends exclusively on the spectrum P(f ) (see (81)
and (77)).
3) Ideally, the pulse p(t) should be selected in a way

that all the elements of the resulting gain matrix Ḡ have
similar amplitudes (see (89)); in fact, this would ensure
that all the channel symbols are treated fairly, i.e., that the
2D complex exponentials conveying them exhibit similar
strengths (see (79)). It should be expected, however, that,
similarly to what happens in the case of OFDM and
DOFDM, since this condition cannot be met for all the
elements of the matrix C, even in an approximate fashion,
a portion of such elements has to be suppressed (i.e., set to
zero). These issues are discussed in detail in Section II-C4.

3) RECEIVED SIGNAL MODEL IN THE PRESENCE OF A
DOUBLY SELECTIVE FADING CHANNEL

Let us focus now on the reception on a multipath fading
channel characterized by channel impulse response17 (CIR)

h(t, τ ) =
L−1∑

l=0

h̃l(t, τ ), (92)

16In the absence of a DCP, (76) and (157) (see Appendix B), and,
consequently, (79), would not hold. This would result in the presence of a
2D ISI term in the RHS of (90).

17Channel sparsity is usually assumed in the OTFS literature (e.g.,
see [5], [13], [14], [25]). This assumption is not required in the following
derivations.
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where

h̃l(t, τ ) = al exp(j2πνlt)δ(τ − τl) (93)

represents the CIR component associated with the lth
path, characterized by the gain al, the delay τl and the
Doppler shift νl, and L is the overall number of paths.
In the following, we assume that the CIR components are
organized according to increasing delays, so that τ0 and τL−1
represent the minimum and maximum delays, respectively.
In the remaining part of this subsection, we derive a
mathematical model for the M × N matrix r(C) collecting
the samples acquired at the output of the above mentioned
filter bank (see (88)) in the new scenario. Our analytical
developments follow closely those illustrated above for an
ideal communication channel. To begin, we evaluate the
response

zk,l(t;C) �
∫ +∞

−∞
s(TD)
k (τ ;C)h̃l(τ, t − τ) dτ (94)

of the lth CIR contribution (namely, h̃l(t, τ ) (93)) to
s(TD)
k (t;C) (64). Once again, in doing so, the FS representa-
tion (67) of s(TD)

k (t;C) is exploited; based on this, it is easy
to prove that

zk,l(t;C) = ãl

+∞∑

q=−∞
Zk,q,l(C) exp

(
j2π

(
q

T
+ νl

)
t

)
(95)

in the interval [τL−1,T + τL−1]; here,

Zk,q,l(C) � 1√
NTs

Xk,qP

(
q− kN

T

)
exp

(
−j2πq

τl

T

)
(96)

and

ãl � al exp(j2πνlτl). (97)

Note that the difference between the coefficient (96) and its
counterpart S(TD)

k,q (C) (69) obtained for an ideal channel is
represented by a complex exponential, that accounts for the
delay τl introduced by the lth path of the communication
channel.
Given (95), the response

rk,k̃,l(t;C) = zk,l(t;C) ∗ φk̃(t) (98)

of the k̃th matched filter (see (71) and (72)) to zk,l(t;C) can
be expressed as

rk,k̃,l(t;C) = ãl

+∞∑

q=−∞
Zk,q,l(C)P∗

(
q− k̃N

T
+ νl

)

· exp

(
j2π

(
q

T
+ νl

)
t

)
. (99)

Then, substituting the RHS of (96) in that of the last equation
and sampling the resulting signal at the instant tñ = τL−1 +
ñTs produces

rk,l
[
k̃, ñ

]
� rk,k̃,l(tñ;C) = Al√

N
exp

(
j2π ñFνl

)

·
+∞∑

q=−∞
Xk,q Gk,k̃,q,l exp

(
−j2πq

Fτl

N

)

exp
(
j2π

q

N
ñ
)
, (100)

with ñ = 0, 1, . . . ,N − 1; here,

Gk,k̃,q,l �
1

Ts
P

(
q− kN

T

)
P∗

(
q− k̃N

T
+ νl

)
, (101)

and

Al � ãl exp(j2πνlτL−1), (102)

Fτl �
τl − τL−1

Ts
(103)

and

Fνl � νlTs (104)

denote a complex gain, the normalized delay and the
normalized Doppler shift associated with the lth path,
respectively. Given (100), the expression of the overall output
of the k̃th RX filter due to the lth path and to all the
components of s(t;C) at the ñth sampling instant is evaluated
by summing over k; this produces

rl
[
k̃, ñ

]
= Al√

MN
exp

(
−j2π k̃Fτl

)
exp

(
j2π ñFνl

)

·
M−1∑

p=0

N−1∑

q=0

X̄p,q ḡp,q
(
Fτl ,Fνl

)

exp

(
−j2π

(
p

M
k̃ − q

N
ñ

))
. (105)

Note that validity of this result relies on the assumption
of double periodicity of the sequence {Xk,q} (70), i.e., on
the presence of the DCP.18 In (105), X̄p,q is still expressed
by (82), whereas

ḡp,q
(
Fτl ,Fνl

)
�

∞∑

u=−∞
Ĝu,q

(
Fτl ,Fνl

)
exp

(
j2π

u

M
p
)
(106)

represents the counterpart of ḡp,q (81). Note that (105) can
be rewritten as

rl
[
k̃, ñ

]
= hl

[
k̃, ñ

]
Tl

[
k̃, ñ

]
, (107)

where

hl
[
k̃, ñ

]
� Al exp

(
−j2π k̃Fτl

)
exp

(
j2π ñFνl

)
(108)

depends on the parameters of the lth path only, whereas

Tl
[
k̃, ñ

]
� 1√

MN

M−1∑

p=0

N−1∑

q=0

cp,qḡp,q
(
Fτl ,Fνl

)

· exp

(
−j2π

(
p

M
k̃ − q

N
ñ

))
(109)

18This is the third time that the property of double cyclicity is exploited
in our derivations referring to the RX side (further mathematical details are
provided in Appendix C).
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depends on: 1) the channel symbols {cp,q}; 2) the pulse shape,
and the lth normalized delay and Doppler shift through
ḡp,q(Fτl ,Fνl).
Equation (105) describes the contribution given to the

output of the k̃th RX filter by the lth path only. The
contribution of all the paths can be accounted for by
summing over the index l (see (92)); this produces (see (107))

r
[
k̃, ñ

]
�

L−1∑

l=0

rl
[
k̃, ñ

]
=

L−1∑

l=0

hl
[
k̃, ñ

]
Tl

[
k̃, ñ

]
(110)

that, similarly as (79), expresses the ñth sample taken at
the output of the k̃th RX filter. The samples acquired at
the output of the filter bank at all the considered sampling
instants are collected in the M × N matrix r(C) � [r[k̃, ñ]],
that, similarly as the case of ideal channel, undergoes SDFT
processing (see (89)); this yields

Y(C) � [Y[m, n]] = SDFTM,N[r(C)]. (111)

It is easy to prove that the element (m, n) of Y(C) (111) is

Y[m, n] = 1

MN

M−1∑

p=0

N−1∑

q=0

cp,q

[
L−1∑

l=0

Al ḡp,q
(
Fτl ,Fνl

)

·
M
(
m− p,−Fτl

)

N

(
n− q,Fνl

)
]

, (112)

where


V(v,F) � exp(j2π(v+ FV)) − 1

exp
(
j2π

( v+FV
V

)) − 1
(113)

and F is a normalized frequency belonging to the interval
[0, 1]. Comparing (90) with (112) evidences that:
1) The presence of time dispersion (i.e., multipath) and

frequency dispersion (i.e., Doppler) results in the presence
of 2D ISI.19 In fact, the RHS of (112) depends not only on
cm,n, but also on all the other channel symbols belonging to
the same OTFS symbol.
2) The amplitude ḡm,n appearing in the RHS of (90) is

replaced by the quantity (which is associated with (p, q) =
(m, n); see (112))

ĝm,n(Fτ ,Fν) �
L−1∑

l=0

ĝm,n
(
Fτl ,Fνl

)

=
L−1∑

l=0

Al ḡm,n
(
Fτl ,Fνl

)

M

(
0,−Fτl

)

N

(
0,Fνl

)
;

(114)

19In a part of the technical literature on OTFS, the 2D ISI is often
split into two components (e.g., see [13]). In practice, on the one hand,
the term ISI usually refers to the interference affecting TD samples due
to the presence of a fractional component in the delay introduced by
the communication channel; on the other hand, the term inter-Doppler
interference (IDI) is adopted for the interference affecting frequency domain
samples and due to the presence of a fractional component in the Doppler
shift. The 2D ISI turns into one-dimensional (1D) ISI in the absence of
time dispersion (i.e., multipath) or frequency dispersion (i.e., Doppler).

here, Fτ � [Fτ0 ,Fτ1 , . . . ,FτL−1 ]T and Fν �
[Fν0 ,Fν1 , . . . ,FνL−1 ]T . Therefore, the amplitude of the term
conveying cm,n in Y[m, n] is influenced by all the parameters
of the communication channel (namely, its overall number
of paths, its Doppler shifts and its path delays).
3) In the presence of a single path (i.e., for L = 1), (114)

turns into

ĝm,n
(
Fτ0 ,Fν0

)

= A0 ḡm,n
(
Fτ0 ,Fν0

)

M

(
0,−Fτ0

)

N

(
0,Fν0

)
. (115)

This shows that, even in the presence of a single propagation
path in the communication channel, the amplitude of the term
conveying cm,n in Y[m, n] (112) depends not only on p(t)
(through ḡm,n(·, ·)), but also on the path delay and Doppler.
A thorough understanding of the ISI phenomenon affecting

Y[m, n] (112) requires analyzing the dependence of function

V(v,F), that appears in the RHS of (112), on the variable
v for a given F. To this aim, it is useful to express the
variable F as F = F̄/V + Fr, where F̄ is an integer and
Fr is a real quantity belonging to interval [−0.5/V, 0.5/V]
(F̄ and Fr represent the so called integer part of F and its
fractional part, respectively). In fact, it is easy to prove that,
in general, the function 
V(v,F) exhibits a peak at v = F̄
and, if Fr = 0, the function 
V(v,F) = 
V(F̄/V,F) turns
into a Kronecker delta, i.e.,

δ(v,F) =
{

1 if v = F̄
0 otherwise

; (116)

otherwise, it exhibits tails that decay slowly and that become
more pronounced if |Fr| approaches 0.5/V . Because of the
behavior of the function 
V(v,F), the terms 
M(0,−Fτl)

and 
N(0,Fνl) appearing in the RHS of (112) are responsible
for:
1) A cyclic shift of all the elements {cp,q} of the OTFS

symbol matrix C; the horizontal shift and the vertical one
are quantified by the integer part of Fτl and Fνl , respectively.
2) The presence of leakage (i.e., ISI) when one or both

the fractional parts of the normalized frequencies Fτl and
Fνl are different from zero.
Based on these results, we can conclude that, even if

a DCP is employed, the estimation of the transmitted
OTFS symbol requires a form of 2D equalization, which
is substantially more complicated than its 1D counterparts
illustrated for OFDM and DOFDM in the previous two
subsections. Equalization, in turn, needs channel estimation;
this task is usually accomplished through pilots, i.e., through
the exploitation of known symbols surrounded by guard
symbols (i.e., by zero symbols placed around pilots) for
mitigating mutual interference [14], [26].
The baseband architecture of a communication system

employing OTFS-DCP and based on the results developed
in this paragraph is illustrated in Fig. 1.

4) PULSE-SHAPING

Let us focus now on the pulse shaping problem, i.e., on how
to select the pulse p(t). In the technical literature, the use of
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FIGURE 1. Baseband model of the developed OTFS-based communication system.

a rectangular pulse is often taken into consideration, since
its simple shape makes mathematical derivations easier [9],
[10], [13], [14], [27], [28], [29]. However, this choice
is not in agreement with the fact that: 1) as illustrated
in Paragraph II-C1, an OTFS signal can be seen as the
superposition of multiple OFDM signals, characterized by
distinct central frequencies; 2) the generation of an OFDM
signal requires the use of a bandlimited pulse, whose
amplitude spectrum exhibits a flat top20 (see Section II-A).
Based on these considerations, in our work the following
choices have been made:
1) The same pulse as the one adopted in our OFDM signal

model has been selected for p(t) (therefore, its spectrum
P(f ) is expressed by (16)). Note that, for any value of its
roll-off factor α, its bandwidth is equal to (1+α)/(2Ts) and,
consequently, never exceeds �f = 1/Ts = N/T .

2) Subcarrier suppression has been employed to ensure
that the useful subcarriers of the multiple OFDM signals,
which the OTFS signal is made of, have identical amplitudes
and that self-interference is avoided (see Section II-A).
Regarding point 1), if the above mentioned pulse is

selected, only the terms associated with u ∈ {−1, 0, 1}
survive in the sums appearing in the RHS of (77) and (81),
because of the limited bandwidth of p(t). As far as point
2) is concerned, instead, following the rules illustrated for
OFDM, subcarrier suppression (SC) can be achieved by
simply setting to zero Nsc � N − 2Nα − 1 consecutive
columns21 of the matrix C; this means that

N̄sc � M(N − 2Nα − 1) (117)

elements of the matrix C do not convey channel symbols,
being zeroed. Note also that:
1) Subcarrier suppression ensures that, in principle, the

coefficients {ḡm,n} (see (81)) associated with the unsup-
pressed channel symbols {cm,n} in (87) have exactly the same

20This choice, as noted in Section II-A, ensures uniform amplitude for
the useful (i.e., unsuppressed) subcarriers of an OFDM signal.

21In particular, the columns whose index runs from Nα +1 to N−Nα −1.

FIGURE 2. Representation of the 2D sequence {|ḡm,n|} for M = N = 512. The
spectrum P(f ) is expressed by (16) with α = 0.25.

amplitude (and, in particular, a unitary amplitude for the
selected pulse).
2) If this occurs, (91) can be rewritten as

xm,n �
1√
MN

M−1∑

p=0

Nα∑

q=−Nα

cp,RN [q] exp

(
j2π

(
q

N
n− p

M
m

))
,

(118)

with m = 0, 1, . . . ,M − 1 and n = 0, 1, . . . ,N − 1.
The overall number of channel symbols conveyed by a

single OTFS symbol can be increased a little bit by relaxing
the above mentioned amplitude constraint at the price of
introducing a limited amount of self-interference. In the
considered case, this result can be achieved by exploiting all
the elements of the matrix C whose indexes (m, n) belong
to the set

�ε(α) �
{
(m, n) :(1 − ε) ≤ |ḡm,n| ≤ (1 + ε)

}
; (119)

here, m = 0, 1, . . . ,M − 1, n = 0, 1, . . . ,N − 1 and ε

denotes a real (and small) positive parameter representing
the maximum tolerable deviation from a unitary amplitude.
These concepts are exemplified by Fig. 2, in which the
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FIGURE 3. Heat maps representing the behavior of the sequence {|ḡm,n|} in the 2D region �ε (α) (119) for a) ε = 0.01 and b) ε = 0.05; α = 0.25 is assumed in both cases.

amplitude of the complex 2D sequence {ḡm,n} is represented
for M = N = 512 and α = 0.25. In this case, if ε = 0 is
selected, 386 subcarriers are available for data transmission.
On the other hand, if ε = 0.01 and ε = 0.05 are chosen,
the overall number of useful subcarriers increases to 388
and 401, respectively. The small increase observed in this
case is due to the fast variations observed in the sequence
{|ḡm,n|} out of its flat region; this is evidenced by the two
heat maps shown in Fig. 3, that represent the behavior of the
sequence {|ḡm,n|} in the 2D region �ε(α) (119) for ε = 0.01
and ε = 0.05.
Note also that a larger cardinality of the set �ε(α) results

in a higher transmission rate; the impact of the roll-off factor
on this can be assessed by evaluating the spectral efficiency
(SE) [9], [11]

ηε(α) � Nε(α)

MN
, (120)

where Nε(α) denotes the cardinality of the set �ε(α) (119)
(i.e., the overall number of useful channel symbols conveyed
by a single OTFS symbol). A representation of �ε(α) and
that of its lower bound (LB)

ηlb(α) � (2Nα + 1)M

MN
= 2Nα + 1

N
(121)

versus α is provided in Fig. 4 for α ∈ [0.2; 0.45]; ε = 0.05
and M = N = 512 have been selected in this case. From
this figure it is easily inferred that reducing α improves the
spectral efficiency of the communication system; this is due
to the decrease of the overall number of zeroed symbols.
However, this result is achieved at the price of an increase
in the duration of p(t) and, consequently, of a longer CP in
the TD (i.e., a higher value of N(TD)

cp ).
The considerations made in this paragraph until this point

refer to the inner structure of the transmitted signal. As
shown in Section II-C3, this structure may be substantially
modified by a doubly selective communication channel. In

FIGURE 4. Representation of ηε (α) (120) (SE) and its lower bound ηlb(α) (121) (LB)
versus α for α ∈ [0.2; 0.45]; ε = 0.05 and M = N = 512 have been selected.

particular, as illustrated at the end of that paragraph, the
complex amplitude ḡm,n associated with the channel symbol
cm,n in Y[m, n] (90) is replaced by ĝm,n(Fτ0 ,Fν0) (see (115))
in the presence of a single path in the communication channel
(i.e., for L = 0). Let us now analyze the impact of this
simple communication channel on the transmitted signal
under the assumption that, once again, P(f ) is expressed
by (16). Some numerical results referring to the considered
scenario are shown in Fig. 5, in which the amplitude of the
complex factor ĝm,n(Fτ0 ,Fν0) versus n is illustrated under the
assumption that: 1)M = N = 512; 2) Ts = 4 μs; 3) path gain
A0 = 1; 4) Fτ0 = 4 ·10−4 (this value corresponds to the path
length R0 = 250 m); 5) Fν0 = 0.0222 (this value corresponds
to the velocity v0 = 250 km/h if the carrier frequency fc = 24
GHz is employed); 6) α = 0.25; 7) m = M/2−1 (this choice
allows us to asses the impact of the Doppler introduced
by the communication channel on a specific row of the
M × N matrix [ĝm,n(Fτ0 ,Fν0)]). Comparing the amplitude
|ĝM/2−1,n(Fτ0 ,Fν0)| with its counterpart |ḡM/2−1,n| referring
to an ideal scenario leads to the conclusion that, in the
considered case, such amplitudes are close; moreover, similar

VOLUME 5, 2024 3353



MIRABELLA et al.: ON THE USE OF A TWO-DIMENSIONAL CYCLIC PREFIX

FIGURE 5. Representation of the sequences {|ĝM/2−1,n(Fτ0 , Fν0 )|} and {|ḡM/2−1,n|}; a
single path doubly selective fading channel characterized by A0 = 1 and (Fτ0 , Fν0 )
= (4 · 10−4,0.0222) is assumed in the evaluation of the first sequence. Here,
M = N = 512 and a roll-off value α = 0.25 are assumed.

results are observed for other values of m. Our numerical
results have also evidenced that limited changes are also
observed in the phase of the sequence {ĝM/2−1,n(Fτ0 ,Fν0)}
with respect to the phase of {ḡM/2−1,n} in the flat region of
its amplitude. Based on these results, we can assume that

ḡp,q
(
Fτl ,Fνl

) ∼= ḡp,q (122)

for any l and (p, q). This approximation, obtained for a
specific pulse, has the following relevant implications: 1) the
SC positions can be unambiguously identified at the RX
side; 2) the approximation

Tl
[
k̃, ñ

] ∼= T
[
k̃, ñ

]
= 1√

MN

M−1∑

p=0

N−1∑

q=0

cp,qḡp,q

· exp

(
−j2π

(
p

M
k̃ − q

N
ñ

))
(123)

can be adopted in the RHS of (109), so that (see (110))

r
[
k̃, ñ

] ∼= T
[
k̃, ñ

]
h
[
k̃, ñ

]
, (124)

where (see (108))

h
[
k̃, ñ

]
�

L−1∑

l=0

hl
[
k̃, ñ

]

=
L−1∑

l=0

Al exp
(
−j2π k̃Fτl

)
exp

(
j2π ñFνl

)
(125)

represents the multiplicative distortion introduced by the
communication channel. Note that, if (124) holds, channel
equalization is tantamount to compensating for the factor
h[k̃, ñ] (125) that appears in the RHS of that equation.

Since the selection of p(t) influences the structure of the
OTFS-DCP signal (62), it should be expected that it has a
major impact on the spectral properties of that modulation
format. In Appendix D, the derivation of the PSD Ss(f ) of
the OTFS-DCP complex envelope s(t;C) (62) is sketched for

the pulse shape considered in this paragraph; in particular,
it is shown that

Ss(f ) =
M/2−1+N(FD)

cpo∑

k=−
(
M/2+N(FD)

cp

)
S
(
f − k�f

)
, (126)

where S(f − k�f ) is the PSD of the signal s(TD)
k (t;C) (64),

S(f ) � σ 2
c

T
(
N + N(TD)

cp

)
∣∣P(f )

∣∣2
Nα∑

l=−Nα

Ssub(f − fl), (127)

σ 2
c is the variance of the adopted channel symbol

constellation,22 Ssub(f − fl) is the contribution of the lth
subcarrier23 to the PSD S(f ) and

Ssub(f ) �
sin2

(
π

(
N + N(TD)

cp

)
fTs

)

sin2(π fTs)
. (128)

It is important to point out that:
1) If the pulse p(t) selected for the OTFS signal is ban-

dlimited, the OTFS spectrum Ss(f ) (126) is also bandlimited
(see (127)).
2) The bandwidth Bs of the OTFS-DCP format proposed

in this manuscript can be approximated as

Bs ∼=
(
M + N(FD)

cp + N(FD)
cpo

)
�f . (129)

A portion of this bandwidth is exploited to transmit the FD
CP and CPO (i.e., N(FD)

cp +N(FD)
cpo OFDM signals); this implies

a loss is spectral efficiency (such a loss is quantified by

cp (61)).

3) In real world communication systems, a causal and
time-limited approximation of the TX pulse p(t) proposed
above (and having a RRC spectrum) need to be used. This
can be generated by first delaying the pulse by LpTs/2 s
and, then, by truncating it to the interval [0,LpTs], where
Lp is an integer parameter. In doing so, it is important to
keep in mind that the tails of p(t) become more and more
pronounced as its roll-off α approaches 0; for this reason,
the duration of its truncation interval has to be increased
if a given fraction of the unlimited pulse energy has to be
captured. Nevertheless, a larger Lp unavoidably results in
a longer TD CP, since, in general, N(TD)

cp is required to be
not smaller than (2Lp + Lh) (i.e., than the overall channel
memory, that includes TX/RX filtering).

4) The superposition of multiple subcarriers in S(f ) (127)
results in the presence of fast oscillations in the overall PSD
Ss(f ) (126) within its lower and upper band limits (see Fig. 7
in Section IV).

22The expression of σ 2
c for different types of constellation can be found

in [7, eq. (3.5.4)].
23This subcarrier is characterized by the frequency fk,l � k�f + l/T =

k�f + l/(NTs) if s(TD)
k (t;C) is considered.
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III. PILOT-AIDED CHANNEL ESTIMATION &
EQUALIZATION
In this section, we first focus on the problem of pilot
arrangement in data-aided channel estimation for the OTFS-
based communication system illustrated in the previous
section. Then, we develop a novel approach to data-aided
channel estimation and equalization; our approach to channel
estimation is based on the observation that, in the considered
system, the communication channel in the DD domain can be
represented as the superposition of 2D complex exponentials.
Finally, the developed technique is compared with two
technical alternatives available in the literature.

A. PILOT ARRANGEMENT FOR CHANNEL ESTIMATION
Our channel estimation algorithm relies on the transmission
of Npil pilot channel symbols in each OTFS symbol.
Moreover, each pilot channel symbol is surrounded by a
rectangular guard, containing multiple null symbols.24 In
practice, if xv and (pv, qv) denote the vth pilot channel
symbol (with v = 0, 1, . . . ,Npil − 1) and its coordinates
within the M × N OTFS symbol matrix C = [cp,q] (with
(pv, qv) ∈ �ε(α); see (119)), respectively, we have that

cp,q = 0 (130)

for any (p, q) ∈ �
(v)
g \ {(pv, qv)}, where

�(v)
g �

{(
RM

[
pv + k

]
,RN

[
qv + l

]); |k| ≤ pτ , |l| ≤ 2qν

}
;

(131)

here, pτ and qν are integer parameters defining the vertical
width and the horizontal width, respectively, of the rectangu-
lar guard. Based on all this, we can state that the allocation
of Npil pilot symbols to the same OTFS symbol entails the
introduction of

Ng � Npil
[
(2pτ + 1)(4qν + 1) − 1

]
(132)

guard symbols. The transmission rate of the considered
communication system can be maximized by: 1) minimizing
Ng as much as possible; 2) exploiting, as guardbands, the
portions of C already zeroed for SC. As far as point 1) is
concerned, it should be kept in mind that pτ and qν cannot be
arbitrarily small, since their values should be selected on the
basis of the maximum delay τmax and the maximum Doppler
shift νmax, respectively, envisaged for the communication
channel.25 More specifically, we should select

pτ = 
τmax/τres� (133)

and

qν = 
νmax/νres�, (134)

24In our communication system, the pilot configuration is assumed to be
time invariant, meaning it does not change over consecutive OTFS symbols.

25Do not forget that the presence of a delay and a Doppler shift results in
a 2D cyclic shift of all the elements of each OTFS symbol. In the following,
we assume that τmax and νmax do not exceed Ts/2 and �f /2, respectively,
in order to avoid any ambiguity in the interpretation of the detected OTFS
symbols.

FIGURE 6. Pilot arrangement in an OTFS symbol characterized by M = N = 32.
Guardbands partially overlap with the portion of the OTFS symbol zeroed because of
SC.

where 
·� denotes the ceiling operator, whereas τres � Ts/M
and νres � �f /N represent the delay resolution and Doppler
frequency resolution, respectively. If these choices are made,
we can extract, from the DD domain matrix Y(C) (111), Npil
distinct P × Q submatrices, each containing a single pilot
channel symbol; here,

P � pτ + 1 (135)

and

Q � 2qν + 1 (136)

are selected in a way that no information symbol has
stepped inside each submatrix because of path delays and/or
Doppler shifts (further details are provided below), so that
the submatrix content depends on a single pilot symbol only.
It is easy to understand that the elements of C that are not

occupied by the Npil pilots or their guards, or that have not
been zeroed for SC (see Section II-C4), can be exploited to
convey information symbols. These concepts are exemplified
by Fig. 6, which refers to an OTFS symbol characterized
by M = N = 32. In this case, Npil = 4 pilot symbols are
transmitted and the guardband associated with each of them
is characterized by pτ = 4 and qν = 1; note also that each
guardband partially overlaps with the portion of the OTFS
symbol zeroed because of SC.
It is important to point out that:
1) In general, the transmission rate loss due to the pilot

arrangement scheme exemplified by Fig. 6 can be quantified
by evaluating the parameter


pil �
Ng
MN

, (137)

that represents the fraction of channel symbols that are not
exploited for data transmission if the presence of SCs is
ignored.
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2) The transmitted pilots can be used not only for channel
estimation at the RX side, but also for target detection and
estimation at the TX side in a wireless system accomplishing
joint communication and sensing (JCAS).

3) The pilot arrangement described above is conceptually
related to that illustrated in [9, Fig. 1], where, however, the
use of a single pilot only in each OTFS symbol is taken into
consideration.
4) In various manuscripts pilot channel symbols are

arbitrarily positioned in the matrix C (e.g., see [28], [29]). In
Section II-C4 we have shown that, actually, pilot positioning
cannot be arbitrary and is influenced by pulse shaping, since
SC can never be ignored.

B. CHANNEL ESTIMATION AND EQUALIZATION
Let us focus now on the problem of estimating the inner
structure of the communication channel. This requires
estimating the L triplets {(Al,Fτl ,Fνl); l = 0, 1, . . . ,L − 1}
and the parameter L; in fact, these provide a full description
of the communication channel, described by theM×N matrix
h � [h[k̃, ñ]] (see (125)).

First of all, let us assume, for simplicity, that the matrix C
conveys a single pilot channel symbol (denoted x0 and having
coordinates (p0, q0) ∈ �ε(α)) and that all the remaining
elements of it form the guardband of that symbol (this
scenario is denoted full guard, FG, in the following). Under
this assumption, based on (122), the element (k̃, ñ) of
the channel matrix h can be approximately expressed as26

(see (123) and (124))

h
[
k̃, ñ

] ∼= ĥ
[
k̃, ñ

]
�

√
MN

x0

· exp

(
j2π

(
p0

M
k̃ − q0

N
ñ

))
r
[
k̃, ñ

]
. (138)

From the last equation it is easily inferred that an estimate
ĥ[k̃, ñ] of the element (k̃, ñ) of h can be easily evaluated
on the basis of the received signal r[k̃, ñ], for any k̃ and ñ
(see (124)). Note that:
1) The set of complex gains {ĥ[k̃, ñ]} does not directly

provide a full knowledge of the communication channel,
since the channel inner structure, in terms of number of paths,
delays and Doppler shifts, cannot be immediately inferred
from that set. For this reason, in the following this set is
considered as a form of partial CSI.27

2) Thanks to (125), the 2D sequence {ĥ[k̃, ñ]} can be seen
as the noisy superposition of 2D complex exponentials whose
parameters (namely, complex amplitude and normalized
frequencies) completely describe the inner structure of
the communication channel. For this reason, the set of
those parameters, that represent a form of full CSI, can
be estimated by applying the 2D sequence {ĥ[k̃, ñ]} to

26The term ḡpv,qv (for v = 0) is absent from the RHS of (138), as its
value is assumed to be unitary for any pair of indices (p, q) ∈ �ε(α) (119).
This assumption extends to all v thereafter.

27Another form of partial CSI is represented by the SDFT of {ĥ[k̃, ñ]},
i.e., its DD domain representation.

an algorithm for multidimensional (and, in particular, two
dimensional) harmonic retrieval (MHR, e.g., see [30] and
references therein).
3) The FG option described above should only be

considered in two distinct scenarios. In the first scenario, a
single OTFS (pilot) symbol is transmitted solely for sensing
purposes. In the second scenario, the OTFS pilot symbol
is included in a frame and is followed by multiple OTFS
symbols carrying data. In this case, the channel estimates
obtained from the pilot symbol are either directly utilized
for channel equalization if channel variations are deemed
negligible over the whole frame, or they serve as initial
values for decision-directed channel tracking if the latter
assumption does not hold.
In the remaining part of this manuscript, we do not take

into consideration the FG option again. In fact, we focus on
a more general scenario, characterized by the transmission of
a single OTFS symbol conveying both information symbols
and multiple (namely, Npil) pilot symbols for improving the
quality of channel estimates at low signal-to-noise ratios
(SNRs); see Section III-A). Moreover, we concentrate on the
problem of estimating the full CSI from the noisy matrix

Z(C) � [Z[p, q]] = Y(C) + WM,N , (139)

where Y(C) represents the useful part of Z(C) (see (111)),
WM,N is a complex M × N noise matrix whose (p, q)th
element W[p, q] is the noise sample affecting Z[p, q] (an
additive white Gaussian noise, AWGN, model is assumed
for the 2D sequence {W[p, q]}; moreover, the variance of
each element of that sequence is denoted σ 2). The channel
estimation method we propose extracts the full CSI from
Npil P×Q non-overlapping submatrices, denoted {Z(v); v =
0, 1, . . . ,Npil − 1}; the vth submatrix Z(v) is generated by:
1) extracting from Z(C) (139) all the elements whose
coordinates (p, q) belong to the set

�(v)
w �

{(
RM

[
pv + k

]
,RN

[
qv + l

]); 0 ≤ k ≤ pτ , |l| ≤ qν

}
,

(140)

where pτ and qν are defined by (133) and (134), respectively;
2) renumbering such elements in a way that the new row
and column indices run from 0 to P − 1 and from 0 to
Q−1, respectively. This allows us to approximate the element
(p′, q′) of Z(v) as (see (112) and (122))

Z(v)[p′, q′] ∼= 1

MN
xv

[
L−1∑

l=0

Al
M
(
p′,−Fτl

)

· 
N
(
q′ − qν,Fνl

)
]

+W
[
p′, q′], (141)

with p′ = 0, 1, . . . ,P − 1 and q′ = 0, 1, . . . ,Q − 1. Note
that the rule defined above for selecting the elements of
Z(C) ensures that the submatrix Z(v) depends on the vth
pilot symbol only, provided that the leakage affecting that
submatrix in the DD domain (see (112)) and originating from
close data symbols is negligible. Moreover, the choice of the
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parameters P and Q (see (135) and (136), respectively) also
implies that pilot channel symbols can not step outside each
submatrix; in other words, each submatrix Z(v) embeds all
the channel effects (i.e., the 2D shifts due to Doppler and
multipath).
Given the set {Z(v); v = 0, 1, . . . ,Npil − 1}, the estimation

of the inner structure of the communication channel can
be accomplished by sequentially executing the three steps
described below (the ith Step is denoted S1 in the following).
S1) The estimate

ĥw � ISDFTP,Q

[
Ĥw

]
, (142)

of the P× Q matrix hw is computed; here,

Ĥw � 1

Npil

Npil−1∑

v=0

Z(v)

xv
(143)

is a P× Q matrix; moreover, the element (p′, q′) of Z(v) is
expressed by (141).
S2) The matrix ĥw (142) is processed by an algorithm

for 2D harmonic retrieval; this produces an estimate L̂ of
L and the estimates {(Âl, F̂τl , F̂νl); l = 0, 1, . . . , L̂ − 1} of
the parameters (namely, complex amplitude and normalized
frequencies) characterizing the L̂ detected complex exponen-
tials.
S3) An estimate ĥ � [ĥ[k̃, ñ]] of the channel matrix h is

evaluated by means of (125) for k̃ = 0, 1, . . . ,M − 1 and
ñ = 0, 1, . . . ,N−1; Fτl = F̂τl , Fνl = F̂νl , Al = Âl and L = L̂
are assumed in this case.
The overall procedure described above deserves the

following comments:

1) The choice of the parameters P and Q (see (135)
and (136), respectively) allows us to extract the channel
parameters on the basis of a P × Q matrix (namely,
hw; see (142)) instead of an M × N one (namely, h).

2) The set {Z(v); v = 0, 1, . . . ,Npil − 1} consists of
Npil submatrices affected by both additive noise and
interference; the last phenomenon is due to the leakage
appearing in the presence of fractional delays and
Doppler frequencies; evaluating the sum that appears
in the RHS of (143) aims at improving the quality of
channel estimates at low SNRs through the construc-
tive combination of multiple submatrices.

3) In our computer simulations, the complex sin-
gle frequency-delay estimation and cancellation
(CSFDEC) algorithm [21] has been employed for 2D
harmonic retrieval in S2. This choice is motivated by
the fact that the CSFDEC algorithm may perform sub-
stantially better than other estimators in the presence
of multiple closely spaced tones and can generate an
estimate of L (i.e., it does not require prior knowledge
about the overall number of superimposed tones).

4) The estimates of the parameters (namely, complex
amplitude and normalized frequencies) describing the
structure of the communication channel computed in

S2 can be employed for target detection and estimation
in JCAS systems.

5) The normalized frequencies generated by the adopted
harmonic retrieval algorithm need to be properly scaled
since this algorithm processes the P × Q matrix
ĥw (142). More precisely, for any l, the normalized
frequencies F̂τl and F̂νl provided by that algorithm
need to be multiplied by P/M and Q/N, respectively,
before being employed in the evaluation of the estimate
ĥ in S3.

The estimate ĥ, made available by S3, can be employed
for channel equalization and symbol detection; the first task
requires sequentially accomplishing the three steps described
below (the ith Step is denoted Ei in the following).
E1) Evaluation of the equalizer gains - The minimum

mean square error (MMSE) gain

Gmmse

[
k̃, ñ

]
= ĥ∗[k̃, ñ

](
ĥ
[
k̃, ñ

]
ĥ∗[k̃, ñ

]
+ σ̂ 2

)−1
(144)

is evaluated for channel equalization; here, k̃ =
0, 1, . . . ,M− 1 and ñ = 0, 1, . . . ,N− 1, and σ̂ 2 represents
an estimate of the noise variance σ 2.
E2) Channel equalization - The estimate

T̂
[
k̃, ñ

]
= r

[
k̃, ñ

]
Gmmse

[
k̃, ñ

]
, (145)

of T[k̃, ñ] (123) is computed for k̃ = 0, 1, . . . ,M − 1 and
ñ = 0, 1, . . . ,N−1. All the estimates {T̂[k̃, ñ]} are collected
in the M × N matrix T̂.
E3) From the TF domain to the DD domain - The M×N

matrix

�̂ = SDFTM,N

[
T̂

]
(146)

is evaluated in order to go back to the DD domain, i.e., to
the domain in which symbol detection is accomplished.
Finally, all the elements of the matrix �̂ (146) associated

with the suppressed channel symbols and/or pilot symbols
(and their guards) are discarded, whereas the remaining ele-
ments28 undergo data detection. This produces the estimate
ĉm,n of cm,n for any (m, n) ∈ �ε(α).
The algorithm illustrated above and dubbed multiple

tone estimation and equalization (MTEE) in the following
deserves the following comments:
1) If the residual parts of all the normalized delays and

normalized Doppler shifts were equal to zero (i.e., if
the quantities Fτl M and Fνl N were integer for l =
0, 1, . . . ,L− 1), the estimate ĥ generated by S3 could
be replaced by the P × Q matrix ĥw (see (142)) in
the evaluation of the equalizer gains (see (144) in E1).
For this reason, in this case, S2 and S3 would not be
executed. Note, however, that the order (P,Q) ISDFT
in (142) would be replaced by an order (M,N) ISDFT.

2) The computational cost of MMSE equalization is
Nmmse = Neq + Ndd, where Neq = O(MN) and Ndd =

28All these elements are associated with the set of indexes {(m, n) ∈
�ε(α)} (see (119)).
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TABLE 1. Computational complexity order of Alg-R, MTEE and Alg-W.

O(MN log2(MN)) are the costs of computing (144)-
(145) and (146), respectively. From the last result, it
can be inferred that the overall computational cost
of the MMSE equalizer is approximately of order
O(Nmmse), where

Nmmse = MN log2(MN). (147)

3) The computational cost of the proposed equalization
method (see E1-E3) is much lower than that required
by the MMSE or zero-forcing (ZF) techniques oper-
ating in the DD domain and adopted in [14], [27];
in fact, these involve matrix inversion (as opposed
to element-wise division in (145)) and thus require
O((MN)3) operations (e.g., see [14, eq. (48)]).

C. COMPARISON WITH OTHER CHANNEL ESTIMATION
& EQUALIZATION TECHNIQUES
The technique for channel estimation & equalization
described in Section III-B is conceptually related to: a) the
threshold-based approach developed by Raviteja et al. [9] and
denoted Alg-R in the following; b) the frequency estimation
algorithm proposed by Wu et al. [17] and denoted Alg-W
in the following. In fact, both these algorithms rely on the
transmission of pilot symbols to extract partial or full CSI.
Despite their similarities, they exhibit various differences
concerning the six specific issues listed below.
1) Assumptions on delays and Doppler shifts - Alg-R has

been developed under the restrictive assumption that the
fractional part of all the normalized delays {Fτl} is equal
to zero. This assumption does not hold, instead, for the
derivation of MTEE algorithm and Alg-W. Keep in mind
that the presence of a fractional part in the normalized delays
makes the problems of channel estimation and data detection
significantly more challenging.
2) Pilot symbol arrangement - In Alg-R and Alg-W, a

single pilot symbol is employed for channel estimation (e.g.,
see [9, Figs. 1-2]); moreover, its position does not take into
account the impact of pulse shaping (see Section II-C4.
The MTEE algorithm, instead, can benefit from the use of
multiple pilot symbols), whose position is carefully selected
on the basis of the adopted pulse shape and the suppressed
channel symbols.
3) Channel estimation method - The channel estimation

technique adopted in Alg-R exploits a threshold-based
approach to extract partial CSI only (represented by the
matrix Ĥw (143)); then, these information are exploited in
an iterative data detection process. On the other hand, a
DFT-based approach initialized through Alg-R is employed
by Alg-W. The last algorithm is able, similarly as the MTEE

algorithm, to estimate both integer and fractional components
of the normalized delays {Fτl} and the normalized Doppler
shifts {Fνl} (see the frequency estimation algorithm described
in [17, Sec. IV-A]).
4) Use of channel estimates for sensing purposes - Even

if the exploitation of the channel estimates generated by
Alg-R for sensing purposes has not been investigated in [9],
the threshold-based approach on which this algorithm is
based paves the way for the estimation of the integer parts
of normalized delays and Doppler shifts; these can be
considered as coarse estimates of target parameters. Alg-W,
instead, has been proposed for sensing only; for this reason,
it does not solve the problems of channel equalization and
data detection. On the other hand, the MTEE algorithm can
be employed for JCAS in the proposed OTFS-DCP-based
communication system.
5) Channel equalization - A message passing detection

and interference cancellation algorithm to be used jointly
with Alg-R has been developed in [13]; it relies on a sparse
model of the received signal. Sparsity entails a significant
reduction in the complexity of iterative detection methods.
However, if the RX signal matrix in the TF domain or
in the DD one is not sufficiently sparse (because of the
presence of fractional components in the channel delays
and/or Doppler shifts [14], [26]), iterative detectors become
infeasible because of their highly increasing complexity,
may produce significant detection errors and may not even
converge. On the other hand, the MTEE algorithm is not
based on a sparse signal model (see (124)); moreover, it
makes use of an MMSE equalizer, fed by the full CSI
(represented by the set {(Âl, F̂τl , F̂νl); l = 0, 1, . . . , L̂ − 1}
and the parameter L̂; see Se2). Finally, in the development
of Alg-W, the problem of channel equalization has not been
taken into consideration.
6) Computational complexity: The computational com-

plexity orders of Alg-R, MTEE and Alg-W are listed in
Table 1, where the partial contributions due to channel
estimation, sensing and equalization steps are also provided.
From the provided formulas, the following conclusions can
be easily inferred:
a) In channel estimation, Alg-R evaluates the matrix

Ĥw (143) under the assumption that a single pilot symbol
is transmitted (i.e., Npil = 1). On the other hand, both the
MTEE algorithm and Alg-W require also the estimation
of the matrix ĥw (142), which is processed by a MHR
algorithm for sensing purposes. The only difference between
the MTEE algorithm and Alg-W is represented by the
fact that the last method uses a single pilot for channel
estimation.
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b) The computational cost of the sensing step of the MTEE
algorithm is given by the sum of different contributions
(see [30, eq. (55)]). The first contribution is the cost
of initialization; this requires the evaluation of the order
(P0,Q0) SDFT of ĥw (142) and its first three derivatives.29

In general, P0 ≥ P and Q0 ≥ Q, since oversampling is
employed along one or both dimensions in order to improve
the sensing accuracy. The second contribution, instead, is
given by the cost of refinements; the cost of each refinement
depends on the overall number of targets L and on the
interpolation technique30 adopted in each refinement step of
the CSFDEC algorithm employed for 2D harmonic retrieval
in S2. Note that the overall refinement step can be run Nref
times.
c) The Alg-W cost (see [17, Sec. IV-B]) also results

from the sum of the costs of its initialization (requiring the
evaluation of a single 2D spectrum) with that of an iterative
refinement step based on DFT coefficients.
d) In accomplishing channel equalization, Alg-R exploits

the sparsity of the channel model proposed in [9]; the
complexity of the proposed iterative equalizer depends on
an integer parameter, denoted S and quantifying the sparsity
of the channel model.31

IV. NUMERICAL RESULTS
Extensive computer simulations have been run to compare
the MTEE algorithm, Alg-R and Alg-W from two different
perspectives. In fact, on the one hand, we have assessed
their ability to accurately estimate the inner structure of
the communication channel and, in particular, to estimate
the delays and Doppler shifts characterizing its paths. This
issue is relevant not only for digital communications, but
also for sensing in JCAS systems. On the other hand,
we have evaluated the error performance achievable on
different doubly selective channels when the considered
algorithms are used for channel estimation and the resulting
estimates are exploited for channel equalization. Ensuring
a fair comparison between the considered algorithms has
required adapting Alg-R and Alg-W to the considered
scenarios. More specifically, the following choices have
been made in the implementation of these last two
algorithms:
1) The same pilot symbol configuration as the MTEE

algorithm has been adopted; this involves Npil pilot channel
symbols. In Section III we have mentioned that, if the
guardbands surrounding pilot symbols are of proper size, the
use of multiple pilots represents a viable way to improve the
quality of the full CSI conveyed by the matrix Ĥw (143).

29The overall number of derivatives to be computed is equal to 12; the
matrices corresponding to the derivatives of order (0, 3), (3, 0) and (3, 3)

of the SDFT of ĥw are not needed (see [21, Sec. III.A]).
30In the following, the interpolation orders employed for the rows

and columns of the spectrum and its derivatives are denoted Ip and Iq,
respectively [21, Algorithm 1, Refinement Step].

31Note that S is usually greater than L.

2) A 2D spline interpolation technique32 has been
employed in Alg-R to increase the number of rows of the
matrix Ĥw and that of its columns from P and Q to P0 and
Q0, respectively. This improves channel estimation accuracy
by enhancing the resolution in both delay and Doppler
domains.
3) In Alg-R, the matrix Ĥw has been processed to detect

its L most relevant amplitude peaks (that are associated
with relevant normalized delays and Doppler shifts); this is
conceptually similar to the peak search in a 2D periodogram
(e.g., see [31, Sec. IV-A]).
4) In Alg-W, sensing consists of the following two

consecutive steps: a) Alg-R is run on the matrix Ĥw (143) to
detect its L most relevant peaks, whose indices are collected
in the set {(p̂l, q̂l); l = 0, 1, . . . ,L−1}; b) a serial refinement
procedure, based on the matrix ĥw (142), is accomplished
for each peak (p̂l, q̂l). This procedure can be repeated up to
Nit times for each detected peak and closely follows what is
described in [17, Algorithm 2], where the input parameters
X̃(p)
n [l], (l̃p, ñp) and Niter are replaced by the element (p′, q′)

(with p′ = 0, 1, . . . ,P−1 and q′ = 0, 1, . . . ,Q−1) of ĥw, the
couple of indices (p̂l, q̂l) and the number of iterations to be
accomplished in each refinement step (i.e., Nit), respectively.

5) The MMSE equalizer described in Section III-B (see
E1-E3) has been also employed by Alg-R and Alg-W.
In our simulations, four different scenarios, denoted SC1,

SC2, SC3 and SC4, have been considered. The first scenario
is characterized by a single path (corresponding to the
presence of a single target in sensing), i.e., by L = 1.
The path amplitude is set to unity, whereas both its delay
and Doppler frequency are generated randomly to ensure
that their fractional parts are usually different from zero
(see comments below (133) and (134)). In sensing, the path
delay τ0 and Doppler shift ν0 can be easily related to target
range R0 and velocity v0 as τ0 = 2R0/c and ν0 = 2fc v0/c,
respectively (here, fc and c denote the carrier frequency and
the speed of light, respectively). In our simulations, R0 and
v0 are generated in an independent fashion and are uniformly
distributed in [Rmin,Rmax] and [vmin, vmax], respectively, with
Rmin = 0, Rmax = 30 m, vmin = −50 km/h and vmax =
50 km/h.

The second scenario, instead, is characterized by a couple
of paths having unitary amplitude. The range R0 and the
speed v0 characterizing the first path are generated in the
same way as the corresponding parameters defined for SC1;
however, Rmax = 26 m, vmin = −90 km/h and vmax =
90 km/h have been selected. The range R1 and the velocity
v1 characterizing the second path are evaluated as

R1 = R0 + (ρ̄r + ρr)Rbin (148)

and

v1 = v0 + (ρ̄v + ρv)vbin, (149)

32In our simulations, the MatlabR2023b spline 2D interpolation has been
used.
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respectively; here, we have that: 1) Rbin = c/(2M�f ) and
vbin = c/(2NTsfc) represent the bin resolutions for range
and velocity, respectively; 2) ρ̄r = 3 and ρ̄v = 3 denote
the normalized range and velocity bin spacing, respectively;
3) ρr, and ρv are independent random parameters, and each
of them is uniformly distributed between 0 and 0.5.

The third scenario is characterized by three paths,
all having unitary amplitude. In this case, the range R0
characterizing the first path is generated in the same way
as the corresponding parameter defined for SC1; however,
Rmax = 25 m has been chosen. On the other hand, the ranges
characterizing the other two paths have been generated as

Rl = R0 + lρ̄rRbin, (150)

with l = 1 and 2; moreover the parameter ρ̄r is set to 2. The
velocities associated with the considered paths have been
generated according to the Jake’s formula (e.g., see [9]), that
is as

vl = vmax cos(θl), (151)

with l = 0, 1 and 2; here, vmax = 250 km/h and θl is a
random parameter uniformly distributed over [ − π, π ].

The fourth scenario is very similar to SC2, the only
difference being represented by the fact that ρ̄r = ρ̄v = 1.4
in the generation of R1 and v1 according to (148) and (149),
respectively.
The selection of the four scenarios defined above can

be motivated as follows. The first scenario allows us to
assess the performance of the considered algorithms in the
absence of interference between different paths; in fact,
in this case, the spectral leakage affecting pilot symbols
originates from data symbols only. In the second scenario,
the contributions due to the couple of paths are adequately
spaced in the DD domain (since the spacing corresponds
to 3 resolution bins for both range and velocity), but
leakage has a random impact because of the presence of
the terms ρr and ρv in (148) and (149), respectively; this
makes the task of channel estimation harder. In the third
scenario, the overall number of paths is larger than that of
the other two and Doppler shifts are randomly distributed
according to the widely adopted Jake’s spectrum (e.g., see
[7, Example 2.2.8]). This scenario allows us to assess how
the considered algorithms perform when we use: a) a couple
of pilots; b) a single pilot surrounded by a guard wide enough
to accommodate a Doppler shift corresponding to twice its
maximum value (with the aim of leakage mitigation). Finally,
the fourth scenario allows us to assess the performance
of the considered algorithms when the contributions of the
two paths are closely spaced in the DD domain (since the
spacing corresponds to 1.4 resolution bins for both range
and velocity).
In our computer simulations, the following parameters

have been selected for the OTFS modulation: 1) M = 512
and N = 512 for the data matrix C; 2) frequency spacing
�f = 250 kHz; 3) TD cyclic prefix size N(TD)

cp = N/32;

FIGURE 7. Normalized PSD of an OTFS signal employing an (untruncated) pulse
p(t) characterized by a RRC spectrum with roll-off factor α = 0.25. The presence of a
DCP (blue curve) and the absence of FD CP/CPO (red curve) are considered.

4) FD cyclic prefix and post-fix sizes33 N(FD)
cp = N(FD)

cpo =
M/32; 5) carrier frequency fc = 24 GHz; 6) roll-off factor
and truncation length for the RRC pulse α = 0.25 and Lp =
19, respectively; 7) gain tolerance adopted in the evaluation
of the overall number of SCs ε = 0.05; 8) cardinality
of the PSK modulation Mc = 4 (Gray coding is used in
symbol mapping). The choice of these parameters entails
that: 1) Ts = 1/�f = 4 μs; 2) the bin sizes along range and
velocity are Rbin = 1.17 m and vbin = 3.05 m/s, respectively;
3) the percentage of overhead due to the insertion of the DCP
is 8.73% (see (61)). The only changes in the parameters listed
above have been made for the evaluation of the PSD (126).
In fact, in this case, to ease the interpretation of numerical
results, the following parameters, different from those listed
above, have been selected for the OTFS modulation: 1) M =
32, 2) N(FD)

cp = N(FD)
cpo = M/8. The resulting PSD (126),

normalized with respect to

1

NTs

σ 2
c

N + N(TD)
cp

, (152)

is represented in Figs. 7 and 8 for the following cases:
1) untruncated p(t) (blue curves in both figures); 2) untrun-
cated p(t), and absence of the FD CP and CPO (red curve
in Fig. 7); 3) truncated pulse p(t) with truncation length
Lp = 19 (red curve in Fig. 8). These results have allowed us
to assess the impact of the FD CP & CPO on the spectral
efficiency (Fig. 7) and the effect of pulse truncation on out-
of-band emissions (Fig. 8). These results show that: 1) the
signal bandwidth Bs (see (129)) is approximately equal to
10 MHz and 8 MHz, in the presence of a DCP and in the
absence of FD CP/CPO, respectively (see Fig. 7); 2) pulse
truncation results in spectral widening and in the generation
of new side lobes, but it does not have a significant impact
on the overall shape of the PSD (see Fig. 8). As far as the
last point is concerned, we have also found out that, for
the given truncation length and roll-off factor, over 99% of
the radiated power remains within the bandwidth Bs.

33This choice entails a small loss in terms of spectral efficiency with
respect to the case FD CP and CPO are not used.
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FIGURE 8. Normalized PSD of an OTFS signal for a system employing: a) an (untruncated) pulse p(t) characterized by a RRC spectrum with roll-off factor α = 0.25 (blue curve);
b) a truncated version of it (characterized by the truncation length Lp = 19; red curve). The right figure displays the same curves for the frequency range f ∈ [4.83, 4.91] MHz.

As far as the transmission of pilot symbols is concerned,
the use of a variable number of pilot symbols (in particular,
Npil ∈ {1, 2, 3, 4}) has been considered in the first two
scenarios. In all cases, the guard of each pilot is generated
according to the criterion expressed by (130). Moreover, the
guard parameters pτ = 26 and qν = 5 have been adopted
in SC1 (so that P = 27 and Q = 11), and pτ = 26 and
qν = 12 in SC2 (so that P = 27 and Q = 25). Note that the
values of pτ and qν have been selected according to (133)
and (134), respectively. In SC3, instead, the guard size is
the same as SC2 when two pilots are employed; however,
qν = 24 has been chosen in the case of a single pilot,
in order to double the guard size along Doppler direction.
Differently from SC2, in SC4 a single pilot channel symbol
has been used, but three different guardband sizes have been
considered. In particular, the first guardband configuration,
denoted GB1 is identical to that of SC2 (therefore, the guard
parameters are pτ1 = 26 and qν1 = 12). In the second
guardband configuration, dubbed GB2, pτ2 = 1.5pτ1 and
qν2 = 1.5qν1 , whereas in the third guardband configuration,
dubbed GB3, pτ3 = 3pτ1 and qν3 = 3qν1 .

Our computer simulations have aimed at assessing: a) the
bit error rate (BER) achieved by the OTFS-based commu-
nication represented in Fig. 1 when each of the considered
algorithms is used at its RX side; b) the root mean square
error (RMSE) achieved in range (RMSER) and velocity
(RMSEv) estimation by each of the considered algorithms.
Note that the first performance index is meaningful in data
communications only, whereas the last two are also relevant
for sensing applications. In generating our numerical results
referring to the three performance indices mentioned above,
the following choices have been made for all the compared
algorithms:
1) The oversampling factors Np = Nq = 16 have been

adopted for all the algorithms. This implies that, for the first
three scenarios, P0 = NpP = 432, whereas Q0 = NqQ = 176
and 400 in SC1 and SC2/SC3, respectively. As far as SC4
is concerned, the couple of parameters (P0,Q0) is equal to
(432, 400), (648, 600) and (1296, 1200) for GB1, GB2 and
GB3, respectively.

2) The overall number of paths (L) has been assumed to
be known at the RX side.
3) In the MTEE algorithm, Nit = 5 refinement steps have

been accomplished for the computation of the normalized
delay and Doppler residuals, the interpolation orders Ip =
Iq = 7 have been selected, and Nref = 2 re-estimations have
been executed.
4) In Alg-W, Nit = 5 refinement steps have been executed.
5) The noise variance σ 2 has been assumed to be known in

all the considered scenarios; consequently, σ̂ 2 = σ 2 has been
adopted in evaluating the gain Gmmse[k̃, ñ] (144), employed
during the equalization step of each algorithm.
Our numerical results are illustrated in the following

figures. In analyzing them, readers should keep in mind that:
1) Simulation results are represented by labels, whereas

solid and dashed lines are drawn to ease reading.
2) In all the figures referring to SC1 and SC2, solid

lines refer to the transmission of a single pilot for channel
estimation, whereas dashed lines refer to the transmission of
4 pilots in the same OTFS symbol.

3) In the evaluation of the SNR per information bit
(Eb/N0), we have taken into account the energy loss
originating from the presence of one or more pilot symbols,
but not that due to the use of the DCP for simplicity (this
results in an Eb/N0 loss equal to 0.085 dB).
Some numerical results referring to SC1 are illustrated

in Figs. 9 and 10. In particular, the RMSER and RMSEv
characterizing all the considered algorithms are shown
for an Eb/N0 ∈ [−13, 27] dB; the Cramér-Rao lower
bound34 (CRLB) is also provided as a reference. The BER
performance achievable in the same SNR range through the
use of each of the considered algorithms is shown in Fig. 10.
Moreover, in that figure, the BER performance achieved by
the coherent demodulation of an uncoded quadrature phase
shift keying (QPSK) over an AWGN channel is also shown
(see [32, Sec. 5.2.7, eq. (5.2.59)]), since it provides a lower
bound.

34The evaluation of this bound is based on the methodology described
in [31, App. A].
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FIGURE 9. Root mean square error performance achieved by Alg-R, the MTEE algorithm and Alg-W in range (left figure) and velocity estimation (right figure) in the first
scenario. The CLRB is also shown.

FIGURE 10. Bit error rate performance achieved by Alg-R, the MTEE algorithm and
Alg-W in the first scenario.

The results shown in Figs. 9 and 10 lead to the following
conclusions:
1) An Eb/N0 threshold can be easily identified in all the

RMSE curves; in all cases, the threshold is lowered by an
increase of the number of pilot symbols from one to four.
2) All the techniques exhibit a RMSE floor at high values

of Eb/N0. This result can be motivated as follows. On the one
hand, Alg-R does not include a refinement step and limits
its estimation to peak searching on the matrix Ĥw (143).
Conversely, for the other two techniques, their refinement
step relies on the input matrix ĥw (142), which ideally should
represent a pure overlap of 2D complex exponentials (this
condition is perfectly met in the FG case only).
3) The MTEE algorithm achieves the best estimation

accuracy in terms of RMSEv, whereas Alg-W achieves it
in terms of RMSER at high SNRs. This can be related to
the fact that the refinement step of Alg-W converges faster,
provided that the 2D tones are adequately spaced.
4) Alg-R and the MTEE algorithm offer the worst and the

best BER performance, respectively. Note also that Alg-W
is outperformed by Alg-R for an Eb/N0 ∈ [2, 17] dB. This
can be related to the fact Alg-R achieves a RMSEv lower
than that of Alg-W in the considered SNR range.
It is also worth mentioning that:

1) The computational complexity for the sensing steps
of Alg-W and the MTEE algorithm is 1.1 and 13.1 times
higher than that of Alg-R, respectively (see Table 1). Even
if the MTEE algorithm exhibits a higher complexity (this is
due to its initialization cost), it achieves a better complexity-
performance trade-off than the other two methods.
2) The percentages of transmission rate loss 
pil (137)

due to pilots in SC1 are 0.44% and 1.76% for 1 and 4 pilots,
respectively.
Some numerical results referring to the RMSE and

the BER performance achieved in SC2 are shown in
Figs. 11 and 12, respectively. From these results it can be
inferred that:
1) The MTEE algorithm achieves the best accuracy in

terms of both range and velocity estimation. This improve-
ment is mainly due to the serial cancellation mechanism
adopted by the CSFDEC algorithm.
2) Similarly as SC1, estimation accuracy improves as the

overall number of pilots increases. However, the performance
gap between the considered techniques is significantly larger
than that observed in SC1. This is due to the presence
of multiple paths, whose fractional delays and Doppler
frequencies generate a stronger leakage (i.e., interference)
that affects not only pilots but also data symbols.
3) The BER performance of all the algorithms is worse

than that observed in SC1. Moreover, Alg-R is outperformed
by the other two techniques and exhibits a high floor even
when four pilots are used.
It is also important to point that:
1) The computational complexity of the sensing step of

Alg-W and the MTEE algorithm is 1.1 and 13.1 times higher
than that of Alg-R, respectively (see Table 1) as in SC1; for
this reason, the considerations illustrated for that scenario
also apply to SC2.
2) The percentages of transmission rate loss 
pil (137)

due to pilots in SC2 are 1% and 4% for 1 and 4 pilots,
respectively.
Other numerical results, referring to SC3, are illustrated in

Figs. 13 and 14. In these figures, solid lines refer to the case
in which two pilot symbols are used, whereas dashed lines
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FIGURE 11. Root mean square error performance achieved by Alg-R, the MTEE algorithm and Alg-W in range (left figure) and velocity estimation (right figure) in the second
scenario. The CLRB is also shown.

FIGURE 12. Bit error rate performance achieved by Alg-R, the MTEE algorithm and
Alg-W in the second scenario.

refer to the use of a single pilot with a guard size doubled
along the Doppler direction. The last results evidence that:
1) All the algorithms exhibit similar thresholds in their

RMSE performance. If one or two pilots are used, the Eb/N0
threshold is approximately 3 dB and 7 dB, respectively.

2) A high floor is visible in the RMSER and RMSEv
curves referring to Alg-R.
3) Alg-W performs better than Alg-R in terms of RMSER,

whereas its performance in terms of RMSEv is comparable
to that achieved by Alg-R.
4) The MTEE algorithm performs substantially better than

all the other algorithms for high SNRs (more precisely, for
Eb/N0 ≥ 12 dB).
5) Increasing the guard size along the Doppler dimension

improves the estimation accuracy in terms of RMSEv. On
the contrary, the use of two pilots with smaller guard size
along the Doppler dimension improves RMSER.
6) The BER performance achieved in the case of a single

pilot with a double guard size is better than that obtained
with a couple of pilots. This is mainly due to the fact that
SC3 is characterized by a significant Doppler spread. On
the other hand, the delay has a weaker impact, even if it
introduces some leakage.
Note that, the percentage of transmission rate loss


pil (137) is 2% in both the cases considered in SC3.

Our last numerical results, referring to SC4, are illustrated
in Figs. 15 and 16; in these figures, solid, dashed and
dash-dotted lines refer to GB1, GB2 and GB3 guardband
configurations, respectively. These results evidence that:
1) All the algorithms exhibit similar thresholds in their

RMSE performance, regardless of the guardband configura-
tion. The threshold is located at Eb/N0 ∼= 2 dB.

2) Despite the RMSE performance improves with increas-
ing guardband sizes, since a higher number of samples
becomes available to the harmonic retrieval algorithm, an
RMSE floor remains visible at large SNRs for all the
considered techniques.
3) Alg-R and MTEE offer the worst and best RMSE

& BER performance, respectively, for the same guardband
configuration.
4) Better RMSE performance usually results in an

improvement in BER performance. However, the price to
be paid for this improvement is the adoption of a wider
guardband and, consequently, a lower data rate.
Finally, based on all the results illustrated above, we

can state that: a) the proposed modulation format (namely,
an OTFS modulation incorporating a DCP and employing
a pulse shape with RRC spectrum), can be considered
as a good candidate for future JCAS systems; b) the
MTEE algorithm outperforms all the considered technical
alternatives over doubly selective fading channels thanks
to its ability to accurately estimate fractional delays and
Doppler shifts; c) the performance improvement provided
by the MTEE algorithm is obtained at the price of a limited
complexity increase with respect to other methods.

V. CONCLUSION
In this manuscript, a novel modulation format, resulting from
the insertion of a DCP in the OTFS modulation, has been
proposed. The impact of pulse shaping on the inner structure
of the modulated signal has been analyzed and a specific
proposal for pulse selection has been made. Moreover, a
receiver architecture for the considered modulation format
has been described and a novel algorithm for pilot-aided
channel estimation, dubbed MTEE algorithm, has been
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FIGURE 13. Root mean square error performance achieved by Alg-R, the MTEE algorithm and Alg-W in range (left figure) and velocity estimation (right figure) in the third
scenario.

FIGURE 14. Bit error rate performance achieved by Alg-R, the MTEE algorithm and
Alg-W in the third scenario.

developed. Our numerical results have evidenced that the
MTEE algorithm is able to estimate the inner structure of
a multipath communication channel with better accuracy
than other technical alternatives at the price of a limited
complexity. For this reason, it represents a good technical
solution for OTFS-based JCAS systems in which channel
estimation is needed at the TX side for sensing and at the
RX side of another device for channel equalization. Our
future research activities concern: 1) the implementation of
the proposed OTFS-DCP system on real hardware; 2) the
development of novel algorithms for channel estimation &
equalization to be employed during the transmission of
multiple OTFS symbols in the presence of doubly selective
fading channels.

APPENDIX
A. DERIVATION OF THE FOURIER COEFFICIENTS OF
THE TRANSMITTED OTFS SIGNAL
In this appendix, the expression (69) of the coefficients
S(TD)
k,q (C) is derived. To begin, we substitute the RHS of (64)
in that of (68); this produces

S(TD)
k,q (C) � 1

T

+∞∑

l=−∞
xk,l

∫ T

0
p(t − lTs)

· exp
(
j2πk�f (t − lTs)

)
exp

(
−j2πq

t

T

)
dt. (153)

The last formula can be rewritten as

S(TD)
k,q (C) � 1

T

N−1∑

n=0

xk,n

+∞∑

l′=−∞

∫ T

0
p
(
t − (n+ l′N)Ts

)

· exp
(
j2πk�f t

)
exp

(
−j2πq

t

T

)
dt, (154)

where l = n+ l′N, n = 0, 1, . . . ,N− 1 and l′ is an arbitrary
integer; moreover, Ts = 1/�f . Replacing the variable t with
t′ � t − (n + l′N)Ts in the RHS of the last formula yields,
after some straightforward manipulation,

S(TD)
k,q (C) = 1√

NTs
Xk,q

+∞∑

l′=−∞

∫ −(n+(l′−1)N)Ts

−(n+l′N)Ts
p
(
t′
)

· exp

(
−j2π

(
q− kN

T

)
t′
)
dt′, (155)

where Xk,q is expressed by (70). Since the sum over l′
in (155) involves the integration interval only, that equation
can be rewritten as

S(TD)
k,q (C) = Xk,q√

NTs

∫ +∞

−∞
p(t) exp

(
−j2π

(
q− kN

T

)
t

)
dt,

(156)

if the variable t is used in place of t′. The integral in the
last formula represents the FCT of p(t) (i.e., P(f ); see (7))
evaluated at the frequency f = (q− kN)/T . Therefore, (69)
can be easily inferred from (156).

B. DERIVATION OF THE RECEIVED OTFS SIGNAL
MODEL IN THE PRESENCE OF AN IDEAL
COMMUNICATION CHANNEL
In this appendix, the expression of the OTFS signal model
r[k̃, ñ] (79) is derived. First of all, we substitute the RHS
of (76) in that of (78); this yields

r
[
k̃, ñ

]
= 1√

N

N−1∑

q=0

[ +∞∑

k=−∞
Xk,q Ĝk̃−k,q

]

exp

(
j2π

q

N
ñ

)
. (157)

In the last formula, the inner sum can be interpreted, for a
given q, as the response, at the k̃th instant, of a discrete-time
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FIGURE 15. Root mean square error performance achieved by Alg-R, the MTEE algorithm and Alg-W in range (left figure) and velocity estimation (right figure) in the fourth
scenario. Solid, dashed and dash-dotted lines refer to GB1, GB2 and GB3 guardband configurations, respectively. The CLRBs are also shown.

FIGURE 16. Bit error rate performance achieved by Alg-R, the MTEE algorithm and
Alg-W in the fourth scenario. Solid, dashed and dash-dotted lines refer to GB1, GB2

and GB3 guardband configurations, respectively.

linear filter, having impulse response {Ĝk,·}, to the periodic
sequence {Xk,·} (whose period is equal to M). Therefore, it
can be expressed as (e.g., see [33, Sec. 7.6.2, eq. (7.28)])

+∞∑

k=−∞
Xk,q Ĝk̃−k,q = 1√

M

M−1∑

p=0

X̄p,q ḡp,q exp

(
−j2π

p

M
k̃

)
, (158)

where X̄p,q and ḡp,q are defined in (80) and (81), respectively.
Substituting the RHS of (158) in that of (157) yields (79).

C. DERIVATION OF THE OTFS SIGNAL MODEL AT THE
RX SIDE IN THE PRESENCE OF A DOUBLY SELECTIVE
FADING CHANNEL
In this appendix, the expression of the OTFS signal model
rl[k̃, ñ] (105) is derived. To begin, we reformulate (100)
replacing the index q with q̃ � q− k̃N; this produces

rk,l
[
k̃, ñ

]
= Al√

N
exp

(
−j2π k̃Fτl

)
exp

(
j2π ñFνl

)

·
+∞∑

q̃=−∞
Xk,q̃ Gk̃−k,q̃,l

· exp

(
−j2π

q̃

N
Fτl

)
exp

(
j2π

q̃

N
ñ

)
, (159)

where

Gx,q̃,l �
1

Ts
P

(
q̃+ xN

T

)
P∗

(
q̃+ FνlN

T

)
. (160)

Then, we replace the index q̃ with the couple of indices
(q, u) such that q̃ � q + uN, with q = 0, 1, . . . ,N − 1 and
u arbitrary integer; this yields

rk,l
[
k̃, ñ

]
= Al√

N
exp

(
−j2π k̃Fτl

)
exp

(
j2π ñFνl

)

·
N−1∑

q=0

Xk,q Ĝk̃−k,q
(
Fτl ,Fνl

)
exp

(
j2π

q

N
ñ
)
, (161)

where

Ĝx,q
(
Fτl ,Fνl

)
�

+∞∑

u=−∞
Gx,q,l exp

(
−j2π

q+ uN

N
Fτl

)

= 1

Ts

+∞∑

u=−∞
P

(
q+ (u+ x)N

T

)

· P∗
(
q+ (

u+ Fνl

)
N

T

)

· exp

(
−j2π

(q+ uN)

N
Fτl

)
(162)

represents the counterpart of the quantity Ĝx,q (77) defined
for the case of ideal channel; note, however, that, unlike Ĝx,q,
Ĝx,q(Fτl ,Fνl) depends not only on the pulse spectrum P(f ),
but also on the normalized delay Fτl and the normalized
Doppler frequency Fνl .

Equation (161) describes the contribution given to the
output of the k̃th RX filter by the lth path of the commu-
nication channel fed by the kth component of s(t;C) (63).
The contribution of all the components of the last signal can
be accounted for by summing over the index k (see (63));
this produces

rl
[
k̃, ñ

]
�

M/2−1+N(FD)
cpo∑

k=−
(
M/2+N(FD)

cp

)
rk,l

[
k̃, ñ

]
, (163)
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which can be rewritten as

rl
[
k̃, ñ

]
�

+∞∑

k=−∞
rk,l

[
k̃, ñ

]
, (164)

thanks to the assumptions made on the cyclic structure of
the transmitted signal. Then, substituting the RHS of (161)
in that of the last equation yields

rl
[
k̃, ñ

]
= Al√

N
exp

(
−j2π k̃Fτl

)
exp

(
j2π ñFνl

)

·
N−1∑

q=0

[ +∞∑

k=−∞
Xk,q Ĝk̃−k,q

(
Fτl ,Fνl

)
]

exp

(
j2π

q

N
ñ

)
.

(165)

The last expression contains the convolution

+∞∑

k=−∞
Xk,q Ĝk̃−k,q

(
Fτl ,Fνl

)
, (166)

that can be interpreted as the response, at the k̃th instant,
of a discrete-time linear filter, having impulse response
{Ĝk,·(Fτl ,Fνl)}, to the periodic sequence {Xk,·} (whose period
is equal to M). Then, following the same line of reasoning
as that illustrated for the derivation of (158), (165) can be
easily reformulated as (105).

D. POWER SPECTRAL DENSITY OF OTFS MODULATION
In this appendix, the derivation of (126)-(127) is sketched.
Our mathematical developments rely on the model (63), that
represents the complex envelope (62) of an OTFS signal as
the superposition of the signals of the set

S(TD) �
{
s(TD)
k (t;C); k = −M/2 + N(FD)

cp ,

−M/2 + N(FD)
cp + 1, . . . ,M/2 − 1 + N(FD)

cpo

}
,

(167)

with (see (64))

s(TD)
k (t;C) �

N−1∑

l=−N(TD)
cp

xk,l p(t − lTs) exp
(
j2πk�f (t − lTs)

)

(168)

for any k. Note also that: a) s(TD)
k (t;C) represents the

frequency-shifted version of the complex envelope of an
OFDM signal (the frequency shift is given by k�f , that also
corresponds to the central frequency of that signal); b) the
use of the TD CP implies that the overall bandwidth �f is
employed to transmit N+N(TD)

cp symbols. In our derivations
we assume that:
1) The useful elements35 {cm,n} of the channel symbol

matrix C have the following properties: a) they belong to
an Mcary constellation; b) they are statistically independent
and identically distributed (in particular, they have zero

35Do not forget that a portion of the elements of C is set to zero.

mean and variance σ 2
c ). The last assumption implies that the

channel symbols {xk,l} are also statistically independent and
identically distributed thanks to the orthogonality property
of the SDFT transform (see (91)).
2) The spectrum P(f ) of the pulse p(t) appearing in the

RHS of (168) is expressed by (16).
Based on these assumptions, it can be proved that the

cross-correlation function

Rk,m � E
{
s(TD)
k+m (t;C)

(
s(TD)
k (t;C)

)∗}
(169)

is equal to zero for any m 	= 0, so that all the signals of the
set S(TD) (167) are statistically uncorrelated. Consequently
the PSD of s(t;C) (63) can be expressed as the superposition
of the PSD of all the signals of S(TD), i.e., as in (126).
Moreover, for any k 	= 0, the PSD Ssk(f ) of s(TD)

k (t;C) can
be obtained from that of s(TD)

0 (t;C) by introducing a simple
frequency shift. Since s(TD)

0 (t;C) represents the complex
envelope of an OFDM signal (see (64)), its PSD is expressed
by [7, Sec. 3.7.3.3, eq. (3.295)]. These considerations lead
easily to (127).
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