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Multi-Rater Consensus Learning for Modeling
Multiple Sparse Ratings of Affective Behaviour

Luca Romeo, Temitayo Olugbade, Massimiliano Pontil, Nadia Bianchi-Berthouze

Abstract—The use of multiple raters to label datasets is an established practice in affective computing. The principal goal is to reduce
unwanted subjective bias in the labelling process. Unfortunately, this leads to the key problem of identifying a ground truth for training
the affect recognition system. This problem becomes more relevant in a sparsely-crossed annotation where each rater only labels a
portion of the full dataset to ensure a manageable workload per rater. In this paper, we introduce a Multi-Rater Consensus Learning
(MRCL) method which learns a representative affect recognition model that accounts for each rater’s agreement with the other raters.
MRCL combines a multitask learning (MTL) regularizer and a consensus loss. Unlike standard MTL, this approach allows the model to
learn to predict each rater’s label while explicitly accounting for the consensus among raters. We evaluated our approach on two
different datasets based on spontaneous affective body movement expressions for pain behaviour detection and laughter type
recognition respectively. The two naturalistic datasets were chosen for the different forms of labelling (different in affect, observation
stimuli, and raters) that they together offer for evaluating our approach. Empirical results demonstrate that MRCL is effective for
modelling affect from datasets with sparsely-crossed multi-rater annotation.

Index Terms—Multiple labels, multitask learning, sparse raters ratings, body expressions, pain behaviour, protective behaviour,
laughter types.
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1 INTRODUCTION

T HE use of multiple raters to label datasets is an established
practice in affective computing [1]. There are two strategies

typically used. Where possible, each rater is asked to label every
instance of the dataset in what we hereafter refer to as the fully-
crossed annotation design. Unfortunately, this strategy is not
usually practical, especially for large datasets. To ensure that
each rater is assigned a manageable workload, labelling tasks
are often designed such that each rater only labels a portion
of the full dataset [2] and there are different sets of raters
across data instances in the dataset. We hereafter refer to this as
sparsely-crossed annotation design. The common challenge for
both scenarios is how to decide the ground truth to train the
learning model. The standard method is majority voting. This
method is limited in its capture of the disagreement between raters.
This limitation becomes even clearer in sparsely-crossed annotated
datasets where the number of raters per instances is small and
hence without a modal label that is representative at the population
level. Other methods aim to predict the rating distribution and
aggregate the predictions. While this approach may gain from the
modeling process of each rater, it may struggle to generalize well
under the condition of small number of instances per rater [3].
Another typical approach has been to avoid the use of a unique
ground truth and instead focus on modeling the distribution of
the labels over an instance [4]. This approach may be interesting
in modeling population perception of an expression; however, it
may be limited in informing the action to be taken in the case
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of technology-based intervention (e.g., how to tailor suggestions
for movement execution on the basis of a distribution of pain
behaviour interpretations).

In this paper, we address the above limitations by proposing
an alternative method specifically formulated for the case of a
sparsely-crossed annotation design. Rather than simply identifying
a possible ground truth, our method creates an affective behaviour
recognition model that is more representative of individual be-
haviour by accounting for each specific rater’s agreement with the
other raters across all the instances that the given rater labelled.

We explore our proposed method using two naturalistic
datasets, pain behaviour detection and laughter type recognition
datasets, with clinician and naive raters respectively. The pain
behaviour dataset was annotated in a sparsely-crossed design
to minimize the burden on expert raters. The laughter dataset,
being instead annotated using a fully-crossed design, allowed for
simulation of various sparsely-crossed subsets to further evalu-
ate the benefits and shortcomings of our approach. Additional
rationale behind the selection of the two datasets is that they
are together representative of the different levels of interrater
agreement observed in naturalistic datasets. The reasons for these
different levels of agreements are mainly due to the difference in
amount of contextual information available to the raters during
the labelling process, and to the level of expertise of and common
ground between the raters.

Our approach makes a methodological contribution, that is the
combination of multitask learning (MTL) with a novel consensus
loss. Specifically, we employ a variance regularizer to model the
dependencies across multiple tasks (where the tasks are raters)
and encourage the model to maximise a consensus loss in the
validation stage. This is unlike standard MTL where the loss
function decomposes across tasks. Our approach is also in con-
trast to standard methods which either only learn the majority
vote across multiple raters or only take into account each rater
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independently without explicitly addressing the consensus among
raters. By simultaneously learning multiple related ratings the
proposed method provides a strategy to alleviate data insufficiency
by aggregating data from multiple raters and improve generaliza-
tion performance. Thus, it represents a viable solution with, and
especially advantageous for, a limited number of raters per data
instance compared with the total number of raters, i.e., a sparsely-
crossed annotation situation.

Contributions. In summary the main contributions of this work
are as follows:

• We propose a Multi-Rater Consensus Learning (MRCL)
method which jointly models each rater by leveraging sim-
ilarities between raters in maximizing a raters consensus
loss.

• With multiple experiments, we demonstrate the effec-
tiveness of the proposed approach for sparsely-crossed
annotation designs. Our experiments are based on two
different naturalistic datasets, and the findings from them
show how well the proposed method generalises to unseen
data subjects.

Paper Organization. In Section 2, we provide a review of
machine learning (ML) approaches used to model multiple ratings
(see Section 2.1) and of MTL approaches used in affective com-
puting studies (see Section 2.2). Next, in Section 3 we describe
our MRCL approach, while in Section 4 we discuss how the
approach is used on the pain behaviour and laughter datasets. The
experimental procedure and metrics used are described in Section
5, while the results are reported in Section 6. In Section 7, we
discuss the implications of our findings. Finally, in Section 8 we
provide a conclusion.

2 RELATED WORK

We review two threads of relevant prior work. One is the state
of the art on modelling of ground truth data from multiple raters
(see Section 2.1). The second focuses on how MTL, which our
proposed method is based on, has typically been used in the
context of automatic affect recognition (see Section 2.2).

2.1 Modeling Ratings from Multiple Raters
The modeling of multiple ratings is a topical problem although
attention has usually been paid to crowdsourcing scenarios. Be-
yond the standard approach, e.g. in [5], [6], of combining the
multiple ratings into a single label using majority voting, weighted
aggregation, or pairwise combinations, there have been other
approaches more geared towards filtering out noisy labels, such
as the eigenvectors-based matrix completion approach of [7].

There are strategies that have aimed at estimating the unknown
true label, for example, using active learning [8], expectation-
maximization [9]. For instance [10], proposed a combinatorial
aggregation model that infers the ’hidden’ ground truth labels by
mapping both the labels provided by raters and the labelled data
instances into a low-dimensional space based on maximization
of information theory metrics. Focusing on ordinal labels in a
fully-crossed annotation design, in [11]’s approach, a unique ag-
gregate label was determined by maximising minmax conditional
entropy. [12] jointly modeled the rating of each data instance by
providing the most likely single true label based on expectation-
maximization. [13] similarly employed a Bayesian generative

probabilistic model for learning a single latent rating for multiple
available ratings. The common limitation of these approaches is
that they require each rater to label every data instance, which is
not always a feasible annotation strategy. They (e.g. [7], [10], [11])
are also typically based on the assumption that the central tendency
of the collective of the multiple ratings is the most reliable label,
to the exclusion of accounting for informative variability that can
exist across different raters. Unlike these methods, our MRCL
strategy aims to model both the consensus between raters as well
as the distinctiveness of each rater. This is particularly important
when it is difficult to quantify the a priori reliability of any single
rater. In doing so, our method overcomes another limitation of
those previous approaches: their inability to retrieve or predict the
rating of each individual rater since they only learn a single global
rating.

More related to our proposed approach is [14] which leverages
the MTL approach to estimate both a global rating and individual
ratings from different raters. However, our approach is different
from their standard MTL where the loss function does not ex-
plicitly address similarities between raters by maximizing a raters
consensus loss. Our MRCL allows the prediction of a specific
rater’s rating while also addressing explicitly the consensus of
the given sample of raters. While they do not use the MTL
mechanism, [15] also has a similar approach to ours with the
modelling of both original multiple ratings and their aggregates.
However, unlike our approach where these two processes are
used to regularize one another through simultaneous modelling,
in [15] the two processes are treated as separate models. They
used a Hidden Markov Model (HMM) for the aggregate label and
dealt with sparsely-crossed annotation for multiple ratings using
imputation. Our proposed approach inherently addresses sparsity
without need for imputation which can introduce noise. For the
individual ratings, they employed a multi-label scheme based on
a Conditional Random Field (CRF) with a multi-label LSTM.
On the contrary, in our approach we directly learn the original
multiple ratings and a global rating based on these, using a single
MTL model where the global consensus among raters is imposed
during training.

2.2 Multitask Learning Approach in the Affective Com-
puting Scenario

MTL is a widely used machine learning paradigm within the af-
fective computing literature. Several works adopt MTL for simul-
taneous learning of different but related phenomena/constructs.
For instance, in the neural network model of [16] for continuous
pain intensity estimation from video and physiological signals,
each cluster of subjects with similar pain response profiles was a
separate output of the network. Similarly, [17] modelled multiple
emotional state indicators and multiple users jointly via a multiple
kernel and multitask approach based on a Support Vector Machine.
In [18], a joint representation learning strategy was proposed for
modelling emotion and identity. [19] also used a MTL approach
for learning both emotion labels and facial action units. Other
examples include the models of [20], [21] (based on Recurrent
Neural Networks) and of [22] (a Deep Belief Network) for
jointly learning activation, valence, and acoustic emotion labels.
These studies highlight the relevance of MTL for the problem of
modelling different but related affective tasks.

The only study we found to have used MTL for modelling
affective labels from multiple raters is the work of [23]. Our
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work in this paper goes beyond their approach by additionally
maximising a consensus among raters. In addition, instead of a
neural network implementation, we use a linear model to ensure
high interpretability of the model. In particular, our MRCL ensures
more direct inferences at feature and rater levels as all raters share
the same feature relevance space and feature relevance character-
izes both individual ratings and the global rating simultaneously.
Further, we evaluate and demonstrate the effectiveness of our
approach on datasets with sparsely-crossed annotation design.

3 THE MULTI-RATER CONSENSUS LEARNING
(MRCL) METHODOLOGY

In this section, we formalize our MRCL method for modelling
multiple labels from different raters. The method can also be
used in the fully-crossed annotated design setting, the method is
especially well suited to sparsely-crossed annotation designs, in
which leveraging rater similarities enables more effective learning
of individual raters.

Let N be the number of raters and J the number of instances
in the given training dataset. We denote the label given by the n-th
rater to the j-th training data instance x j by yn, j ∈ {−1,+1}. Let
mn be the number of instances labelled by this rater. We extend
the binary classification formulation to the case of multiclass
classification in which the rater has to choose a label from more
than two classes (cf. the laughter dataset) using a one-vs-all
paradigm with independent binary classification tasks where each
class is discriminated from the rest.

To learn a single model for all raters, we follow a MTL
formulation which minimizes the penalized empirical loss

min
w1,...,wN

N

∑
n=1

Ln(wn)+Ω(w1, . . . ,wN) (1)

where wn is the model parameter for the n-th rater and Ln(wn)
is the corresponding empirical loss. The regularization term Ω(w)
encourages similarities between raters. In particular, we use the
mean regularization approach [24], [25] and adopt the logistic
regression function as the empirical loss:

Ln(wn) =
N

∑
n=1

mn

∑
j=1

log
(
1+ exp(−yn, j(w>n x j))

)
(2)

Note that we may add one additional component to the input which
is always equal to one to add a threshold in the logistic regression
function.

We follow the regularization formulation proposed by [24]
which encourages the task parameters to be close to their mean.
That is, we choose Ω(w) = λ ∑

N
n=1‖wn − 1

N ∑
N
s=1 ws‖, where

∑
N
s=1 ws is the average of the model parameters and the regu-

larization parameter λ > 0 controls the deviation of each rater
from the mean across the raters. More generally, we consider the
a quadratic regularizer which encourages linear task relationships
and penalizes the euclidean norm of each model, like in ridge
regression,

Ω(w) = ρ0‖wR‖2
F +ρ1‖w‖2

F (3)

where ‖·‖F denotes the Frobenious norm (i.e. the Euclidean norm
of the vector formed by the matrix elements), the hyper-parameter
ρ1 controls the magnitude of the model parameters and the hyper-
parameter ρ0 encourages structure between the models. The matrix
R encodes linear relatioships between the tasks. Notably, in the

mean regularization formulation, the matrix encodes a complete
graph structure as follows:

R = IN −
1N

N
where I and 1 are the identity matrix and the matrix with all ones
respectively.

In the validation stage, we aggregate the individual predictions
of the raters and compute a validation loss that we use to optimize
the hyperparameters ρ0 and ρ1 in the regularizer. Specifically, we
tune the hyperparameters of the MRCL by maximizing prediction
of the consensus among the raters (hereafter referred to as global
rating prediction). We compute the individual rating prediction for
the n-th rater for the i-th test instance as

ŷi = sign(w>n xi). (4)

We then compute the global rating prediction as

ŷG
i = sign

(
N

∑
n=1

sign(wT
n xi)−

N
2

)
(5)

and finally compare it to the global rating ground truth

yG
i = sign

(
Ni

∑
n=1

yn,i−
Ni

2

)
(6)

where Ni is the subset of the N raters that label the i-th test
instance. The global rating prediction is computed as the majority
vote over the individual rating predictions for the given instance.
In the same way, the global rating ground truth is based on a
majority vote of the individual rating ground truth. Where there
is a tie (i.e. no majority), the negative class is assumed. Then,
the validation loss that we aim to minimize in the validation set
reflects the misclassification error between global rating prediction
and global rating ground truth, i.e.

min
ρ0,ρ1

K

∑
k=1

I(ŷG
k 6= yG

k ) (7)

where K is the number of instances in the validation set.
It is worth noting that the proposed MRCL method can easily

be extended to modelling of different but related affective labels.
The natural extension will be to enforce similar weights for
features not only across the different raters (as in our original
MRCL) but also across the different labels. To achieve this, the
R matrix should be structured as composition of two submatrices
that encode the weights across raters and labels respectively. In
such extension, the individual and global rating prediction for a
given label can be computed by considering the subset of tasks
related to the label.

4 DATASETS

We base our investigation on two body movement datasets: a
pain behaviour detection dataset and a laughter type recognition
dataset. First, the datasets are particularly interesting because of
the different forms of annotation and raters (detailed later in this
section) that they offer for evaluating our approach. Second, they
comprise naturalistic expressions, which are subject to higher dis-
agreement between raters than acted and stereotypical expressions.
Further, they present different levels of agreement between raters
possibly because of the knowledge of the raters. The level of
disagreement is critical since it is what calls for new methods for
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addressing the complexity of affect ground truth. Nonetheless, our
approach is general and can be applied to any type of multi-rater
affect dataset regardless of the affect modality.

4.1 The EmoPain Dataset for Pain Behaviour Detection
The EmoPain dataset [26] is a multimodal dataset captured from
people with chronic pain (CP) and healthy control participants
carrying out physical exercises (e.g. one leg raised up while
standing, sitting down) typical of those performed in clinical
settings and representative of everyday movements (e.g. climbing
the stairs). The dataset contains full-body kinematic data and
rectified surface electromyographic (sEMG) signals from upper
and lower back muscles. Both motion capture and sEMG data
are sampled at 60Hz (the sEMG data was originally sampled
at 1000Hz, but resampled to 60Hz for synchronization with the
kinematic data). The kinematic data consists of 3D positions for
26 anatomical joints (see Table 1). We used the 78 (26x3D)
joint positions and 4 sEMG signals averaged (over time) for each
exercise as predictors in our experiments.
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Features Name

X,Y,Z Hip
X,Y,Z Left Upperleg
X,Y,Z Left Lowerleg
X,Y,Z Left Ankle
X,Y,Z Left Heel
X,Y,Z Left Toes
X,Y,Z Right Upperleg
X,Y,Z Right Lowerleg
X,Y,Z Right Ankle
X,Y,Z Right Heel
X,Y,Z Right Toes
X,Y,Z Spine
X,Y,Z Lower Spine
X,Y,Z Left Shoulder
X,Y,Z Left Upperarm
X,Y,Z Left Arm
X,Y,Z Left Wrist
X,Y,Z Left Fingertip
X,Y,Z Right Shoulder
X,Y,Z Right Upperarm
X,Y,Z Right Arm
X,Y,Z Right Wrist
X,Y,Z Right Fingertip
X,Y,Z Neck
X,Y,Z Head
X,Y,Z Crown
EMG Right Lower
EMG Left Lower
EMG Right Upper
EMG Left Upper

TABLE 1: Left - The 26 anatomical joints captured for both the
EmoPain and Laughter datasets. Right - List of the features used
for our experiments on the EmoPain dataset: 3D joints positions
from all 26 joints and sEMG data from the 4 body locations. The
features for the Laughter dataset are in Table 2.

The annotation used from this dataset identifies events of
one category of protective behaviours, guarding [26]. Guard-
ing behaviour is the most prevalent of a larger set of bodily-
expressed protective behaviours [27] and is a term that phys-
iotherapists would generally use instead of more specific terms
(guarding/stiffness, hesitation, abrupt action). The annotation was
done for sit-to-stand, stand-to-sit, reaching forward exercise types
and by 30 physiotherapists based on observations of RGB video
recordings of the exercise sessions. The raters provided labels for
each discrete exercise instance (e.g. one instance of sit-to-stand
movement). This approach was taken rather than time-continuous
labelling for exercise sessions for each data subject in order to
reduce differences in segmentation across raters. Each exercise
instance was labelled by a set of 4 raters randomly selected from
the 30 physiotherapists, creating a sparsely-crossed annotation
design to minimize the workload for each rater. The annotation
procedure is described in more detail in [28] although with a

focus there on self-efficacy labels (which are one of the other
labels rated by the physiotherapists in that study). The guarding
labels captured in that same study have not been published as yet,
but will be made available (on request to the last author) together
with the already open EmoPain dataset.

Figure 1 shows the distribution of exercise instances annotated
across all the 30 raters. Figure 1 further shows the distribution
of each label (guarding versus not guarding) for the exercise
instances seen by each rater. One challenge with the labels is the
presence of very few instances for each rater. As can be seen
in Figure 2, 10 of the 30 raters saw (i.e. labelled) less than ten
exercise instances. Given the low number of instances for these
raters, we exclude them in our modelling and instead focus on the
20 raters with at least ten instances labelled. The rationale behind
that is to have a minimum number of samples (i.e. 10) for each
rater, for a representative performance evaluation.

EmoPain dataset
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Fig. 1: A plot of the EmoPain dataset exercises instances (y-axis)
against the 30 raters (x-axis). Only the selected 20 raters ID are
indicated. Black dashes indicate that the given instance was not
labelled by the given rater; White dashes indicate that the instance
was labelled by the rater as containing guarding behaviour ; Grey
dashes indicate that the instance was labelled by the rater as not
containing guarding behaviour.

EmoPain dataset

1 2 4 5 9 1011 13 15 1718192021 23 2526 282930

Rater ID

0

5

10

15

20

25

#
 o

f 
la

b
e
le

d
 e

x
e
rc

is
e
s

Fig. 2: The number # of labelled exercises (y axis) per rater (x
axis) in the EmoPain dataset (only the selected 20 raters ID are
indicated).The bar displays the number of white and grey dashes
displayed in Figure 1

Figure 3 provides an illustration of our approach for detect-
ing guarding behaviour in a sparsely-crossed annotation design
EmoPain dataset.
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Fig. 3: An illustration of the MRCL approach using the EmoPain
dataset. The MRCL jointly learns ratings from multiple raters
and the final prediction is achieved by maximising the consensus
among raters.

4.2 The Laughter Dataset for Laughter Type Recogni-
tion

The Laughter dataset [29], [30] is a dataset captured during dyadic
activities inducing laughter and during conversation in between
these activities. The dataset contains full-body kinematic data
with sampling rate of 60Hz. Similar to the EmoPain dataset, the
kinematic data consists of 3D positions for 26 anatomical joints
(see Table 1). It further includes 31 features (see Table 2) (e.g.
lower and upper-limb features, energy and smoothness measures)
extracted from these anatomical joints. As the joint positions
data were not available to us, we used the extracted features as
predictors in our study. Although there were 18 participants in
total, only data for one person from each dyad was captured.
So, our investigation was based on data from 9 data subjects.
The data collection protocol was designed to elicit different types
of laughter: hilarious, social, awkward, fake or no-laugh. 126
laughter instances were extracted and categorized based on the
laughter elicitation used (54, 42, 23 and 7 instances of non-laugh,
social, hilarious and awkward respectively).

TABLE 2: List of included features for the Laughter dataset.

Features Name

Min distance between left hand and head minLHandHeadDist
Max distance between left hand and head maxLHandHeadDist
Range distance between left hand and head rangeLHandHeadDist
Min distance between right hand and head minRHandHeadDist
Max distance between right hand and head maxRHandHeadDist
Range distance between right hand and head rangeRHandHeadDist
Min distance between left hand and hip minLHandHipDist
Max distance between left hand and hip maxLHandHipDist
Range distance between left hand and hip rangeLHandHipDist
Min distance between right hand and hip minRHandHipDist
Max distance between right hand and hip maxRHandHipDist
Range distance between right hand and hip rangeRHandHipDist
Min distance between hands minHandDist
Max distance between hands maxHandDist
Range distance between hands rangeHandDist
Frequency Power (4-6Hz) shoulder displacement: mean of left Lfour2sixHzPowerWelch
Frequency Power (4-6Hz) shoulder displacement: mean of right Rfour2sixHzPowerWelch
Azimuthal rotation of shoulders in global space rangeAzShouldLine
Min angle at upper spine joint minSpineCurl
Max angle at upper spine joint maxSpineCurl
Range angle at upper spine joint rangeSpineCurl
Min angle at lower spine joint minSpine1Curl
Max angle at lower spine joint maxSpine1Curl
Range angle at lower spine joint rangeSpine1Curl
Min angle at neck joint minNeckCurl
Max angle at neck joint maxNeckCurl
Range angle at neck joint rangeNeckCurl
Min anterior-posterior component lower spine-upper spine minCompSpineAng
Max anterior-posterior component lower spine-upper spine maxCompSpineAng
Range anterior-posterior component lower spine-upper spine rangeCompSpineAng
Correlation left and right shoulders superior-inferior displacement shouldCorr

In our experiments, we used a second set of labels in the
dataset. These labels were gathered from multiple observers re-
cruited through a crowdsourcing engine. During the crowdsourced
labelling process, each rater was asked to assign one of the
5 laughter types labels to each of the 126 animated avatars
generated from the kinematic data. This dataset is interesting
as the fully-crossed annotation design based on a large number
of raters enabled a more thorough evaluation of our approach
through controlled simulations of sparsely-crossed annotation. To
simulate a sparsely-crossed annotation design from the original
ratings, we randomly selected 4 raters for each data instance in
the Laughter dataset, maintaining the same proportion of labels
(i.e. same ratio of no-laugh, social and hilarious classes) with
respect to the original dataset. The random selection was done
20 times over all data instances. The choice of 4 raters was made
to be similar to the number of raters per instance for the EmoPain
data. We hereafter refer to simulated sparsely-crossed annotation
of the Laughter dataset as Simulated-Sparse Laughter Labelling.
Similar to our approach with the EmoPain labels, we also applied
to the Simulated-Sparse Laughter Labelling dataset the constraint
of retaining only raters with at least 10 instances seen by each
rater. Figure 4 shows the distribution of data instances across all
the 39 raters, for one out of 20 repetitions. Figure 4 further shows
the distribution of each labels (hilarious, social, awkward, fake or
no-laugh) for the data instances seen by each rater. To test our
MRCL approach with the Simulated-Sparse Laughter Labelling
dataset, we exclude awkward and fake labels as those labels
were rarely present in the labels (only 7 and 1 instances were
labelled as awkward and fake respectively). Thus, we solved three
independent binary laughter classification tasks: laugh versus no-
laugh, social versus non-social, and hilarious versus non-hilarious.

Laughter dataset (Simulated-Sparse Labelling)
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Fig. 4: A plot of instances in one Simulated-Sparse Laughter
Labelling data subset (Simulation 1) against the 39 raters. Black
dashes indicate that the given instance was not labelled by the
given rater; Grey shade dashes indicate that the instance was
labelled by the rater as either hilarious, social, awkward, or fake;
White dashes indicate that the instance was labelled by the rater
as no-laugh.

5 EXPERIMENTAL PROCEDURE AND METRICS

We ran two sets of performance evaluation 1:

1. Python code used in the experiments will be made avail-
able at the following Github repository https://github.com/whylearning22/
Multi-Rater-Consensus-Learning
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• Global performance evaluation (GPE) - To understand how
well the MRCL model represents consensus among raters,
we evaluated the global rating prediction (see Equation 5)
against the global rating ground truth (see Equation 6).

• Individual performance evaluation (IPE) - To understand
how well the same model characterizes the different raters,
we evaluated the individual rating predictions (see Equa-
tion 4) against the individual rating ground truth (Yn,i).

For both GPE and IPE, the following metrics were used:

• accuracy: the percentage of correct predictions;
• macro-F1 (F1): the harmonic mean of precision and recall

averaged across all output classes;
• macro-recall (recall): the recall is calculated for each

output classes and the unweighted mean is then taken;
• macro-precision (precision): the precision is calculated for

each output classes and the unweighted mean is then taken;

For both the GPE and IPE, we performed leave-one-subject-out
cross-validation (LOSO-CV). In LOSO-CV, an iterative selection
of one subject for testing and the other subjects for training is
done. The rationale behind the LOSO-CV is the need to account
for individual differences and assess the generalizability of the
model to an unseen subject. A nested LOSO-CV was implemented
to select the best hyperparameters for each classification task by
maximizing the F1 score of the GPE prediction. A list of all
explored hyperparameters is reported in Table 3. For the EmoPain
dataset, we computed the GPE and IPE metrics based on the
sum of the confusion matrices for each cross-validation fold and
the average of the individual F1 scores computed for each rater
respectively. For the Laughter dataset, the metrics were further
averaged across 20 repetitions of the randomly selected Simulated-
Sparse Labelling data subsets from the Laughter dataset.

TABLE 3: Range of hyperparameters for each algorithm.

Model Hyperparameters Range

State-of-the-art

RF number of trees
number of predictors to select

{10,20,50,100,200}
{20,30,40,60,all}

Boosting learning rate
number of learning cycles

{10−3,10−2 ,10−1 ,0.5,1}
{20,50,100,200,300}

Logistic L2-norm regularizer (ρ) {10−8,5 ·10−8 ,10−7 , . . . ,5}

MRCL (ours)

MRCL

structure regularizer (ρ0)

L2-norm regularizer (ρ1)

{10−7,10−6 ,10−5 ,10−4,10−3 ,

10−2 ,10−1 ,1,101 ,2 ·101, . . . ,

102 ,2 ·102 , . . . ,103 ,2 ·103 , . . . ,104}
{10−8,5 ·10−8 ,10−7 , . . . ,5}

The MRCL was compared with state-of-the-art approaches [5],
[6], [31] which only model the global label (hereafter referred to
as Single Rater Learning, SRL). As the MRCL’s global rating
prediction is the most relevant for such comparison, we use the
GPE. Although, the ridge logistic regression (Logistic), which is
part of the formulation of the MRCL (see Section 3) is the most
comparable SRL method, we additionally compare the MRCL
with two other methods, Random Forest (RF) and Boosting.
These comparisons were also motivated by preliminary tests that
showed better performance for both RF and Boosting algorithms
than Naïve Bayes, k-Nearest Neighbors, Gaussian Support Vector
Machine, and Decision Tree.

We take two different approaches for learning the global label
using the SRL methods:

1) Majority voting of individual ratings predictions (Multi-
ple Models SRL) - Here, each individual rater’s ratings
are modelled separately and the majority vote of the
predictions from the different models is then taken as
the SRL’s global rating prediction.

2) Prediction of majority vote ratings (Single Model SRL) -
In this case, the global rating across the individual raters
is modelled. The global rating is specified as the majority
vote across the ground truth labels. The SRL global rating
prediction is taken to be the predicted majority vote.
Unlike with the Multiple Models SRL where aggregation
is done post-modelling, here it is done pre-modelling.

Although the Single Model SRL is the traditional approach (e.g.
[5], [6], [31]), we further performed the ‘Multiple Models SRL’
comparison for the sake of completeness. In the same vein, we
further compared the MRCL’s IPE with the individual rating
predictions of the Multiple Models SRL. These comparisons aim
to demonstrate that the proposed approach is able to model both
the commonalities and distinctions among raters simultaneously as
opposed to the Multiple and Single Models SRL which are limited
in that they only model individual differences or a dominant
consensus respectively.

6 RESULTS

In this section, we first describe the selection of statistical tests
used in evaluating the results (see Section 6.1) and the agree-
ment between raters (see Section 6.2). Afterwards, we report the
classification results in terms of IPE (see Section 6.3) and GPE
(see Section 6.4) for the two sparsely-crossed annotation datasets
(EmoPain and Simulated-Sparse Laughter Labelling). Table 4
shows the IPE and GPE for both EmoPain and Simulated-Sparse
Laughter Labelling datasets in terms of F1 score. Comparisons of
the MRCL IPE and MRCL GPE were reported with respect to
the Multiple Models SRL and Single Model SRL based on RF,
Boosting, and Logistic. Finally, we discuss the potential of this
approach for creating a unique space to consider the relevance of
features across the individual raters and with respect to the global
rating (see Section 6.5).

6.1 Statistical Tests

We used statistical tests to rigorously compare the performances
of our MRCL approach with the SRL methods. For the EmoPain
dataset, we compared F1 scores over: (i) LOSO-CV folds (for
GPE), and (ii) raters (for IPE). Accordingly, for the Simulated-
Sparse Laughter Labelling dataset, we compared F1 scores over
20 repetitions (i.e. different LOSO-CV experiments with raters
randomly selected from the original Laughter dataset) averaged
across: (i) LOSO-CV folds for GPE, and (i) raters for IPE.

The F1 scores for the IPE of the MRCL on the EmoPain
dataset were found to follow a normal distribution according to the
Anderson-Darling test (see Table 5). Similarly, the F1 scores for
the IPE and GPE of the MRCL on the Laughter dataset were also
found to follow a normal distribution. There was deviation from
normality for the GPE of the MRCL on the EmoPain dataset, and
so we used the non-parametric, one-sided Wilcoxon signed-rank
test (α = 0.05) there.
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TABLE 4: Sparsely-crossed annotation dataset evaluation: Individual performance evaluation (IPE) and Global Performance Evaluation
(GPE) for both EmoPain and Simulated-Sparse Labeling datasets in terms of F1, and comparison with the state-of-the-art Multiple
Models SRL and Single Model SRL: RF, Boosting, and Logistic. In bold with ↑ is the best performing algorithm for each column. Stars
indicate whether the F1 of MRCL is significantly higher than state-of-the-art approaches (∗∗= p < .01,∗= p < .05).

EmoPain Laughter (Simulated-Sparse)

IPE GPE IPE GPE
Method No-laugh Social Hilarious No-laugh Social Hilarious

Multiple Models SRL

RF 0.447∗ 0.688 0.505∗∗ 0.476 0.533 ∗∗ 0.589 0.442 0.519∗∗
Boosting 0.416∗ 0.636∗ 0.485∗∗ 0.498 0.490∗∗ 0.585 0.470 0.569 ∗∗
Logistic 0.491 0.700 0.543∗∗ 0.510 0.571∗∗ 0.569∗∗ 0.468 0.594∗∗

Single Model SRL

RF NA 0.677 NA NA NA 0.691↑ 0.459 0.639↑
Boosting NA 0.542∗ NA NA NA 0.672 0.507↑ 0.601
Logistic NA 0.689 NA NA NA 0.598 0.495 0.612

MRCL (Ours) 0.540↑ 0.778↑ 0.566↑ 0.525↑ 0.594↑ 0.605 0.498 0.636

EmoPain dataset
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1,00
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M
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ax
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Rater ID
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(a) IPE for EmoPain for each rater: MRCL vs Logistic (Multiple
Models SRL)

Laughter dataset (Simulated-Sparse Labelling)

0,500

0,550

0,600

0,650

0,700

0,750

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

F1

seed

Logistic MRCL

(b) Averaged IPE for Laughter (Simulated-Sparse Labelling) for each
seed (i.e. each simulation run): MRCL vs Logistic (Multiple Models
SRL)

Fig. 5: Individual Performance Evaluation (IPE) for both EmoPain and Laughter (Simulated-Sparse Labelling).

TABLE 5: Normality Anderson-Darling test (α = 0.05) of the F1
scores for MRCL.

EmoPain Laughter (Simulated-Sparse)

No-laugh Social Hilarious

IPE A = 0.320,
p = 0.522

A = 0.196,
p = 0.885

A = 0.508,
p = 0.180

A = 0.348,
p = 0.451

GPE A = 1.495,
p < 0.01

A = 0.468,
p = 0.228

A = 0.288,
p = 0.615

A = 0.251,
p = 0.726

6.2 Interrater Agreement

Interrater agreement of 0.72, 0.71, and 0.63 was found for the sit-
to-stand, bend, and forward reach exercises in the EmoPain dataset
based on intraclass correlation (ICC) [32]. For the Simulated-
Sparse Laughter Labelling, we obtained an average interrater
agreement ICC(C,1) [32] over the 20 random selections of 0.20.
Although both far from perfect rater agreement (expected in
naturalistic datasets), the EmoPain dataset has a higher level of
agreement than the Simulated-Sparse Laughter Labelling dataset.
The difference in levels of agreement is likely due to difference
in annotation settings. For example, in the EmoPain dataset the

raters were experts that share specific knowledge of movement
behaviour and the observation stimuli were RGB videos, which
provides some contextual information to the rater. The Laughter
dataset, on the other hand, is based on naive observers, typical
for non-clinical or non-expert applications. Further, the rating of
the Laughter dataset was based on observation of minimalistic
animation videos, i.e., stick figures animated using the original
motion capture data from the dataset. Such stimuli is typically
used for labelling when the focus of the study is to understand
how people perceive affect through a specific modality, as well
as when the aim is to ensure that both the human rater and the
machine learning model observe and interpret the same stimulus.

6.3 Individual Performance Evaluation (IPE)
We found that for the EmoPain, the MRCL’s IPE was greater
than the IPE for the Multiple Models SRL. The difference was
statistically significant for the RF (t19 = 2.011; p < 0.05) and
Boosting (t19 = 2.440; p < 0.05) models. Although no statis-
tically significant difference was found for the Logistic model
(t19 = 0.949; p = 0.177), as can be further seen in Figure 5a,
the MRCL outperforms it for 12 out of 20 raters (60 %).
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For the Simulated-Sparse Laughter Labelling dataset, the
MRCL’s IPE was greater than the performance of the individ-
ual rating predictions of the Multiple Models SRL for the no-
laugh/laugh (F1 score = 0.566) and hilarious/non-hilarious (F1
score = 0.594) tasks. In the case of the no-laugh/laugh (t19 =
3.433; p < 0.01) and hilarious/non-hilarious (t19 = 4.231; p <
0.01) tasks, the differences were statistically significant for the
Logistic model. The difference was also significant for the RF
(t19 = 8.566; p< 0.01) and Boosting (t19 = 10.654; p< 0.01) mod-
els in the hilarious/non-hilarious task. This was also true for the
RF (t19 = 10.492; p < 0.01) and Boosting (t19 = 10.705; p < 0.01)
models in the no-laugh/laugh task. As can be further seen in Figure
5b, the MRCL outperforms the Logistic in the no-laugh/laugh
task for 14 out of 20 simulations (70%). The MRCL was not
better than chance level performance (F1 score = 0.525) for
the social/non-social task. The difficulty of solving social/non-
social task classification without any contextual information about
the performed activity is also highlighted in the original data
collection study for this dataset [29].

EmoPain dataset

0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9

1

RF Boosting Logistic RF Boosting Logistic MRCL
(Ours)

Multiple Models SRL Single Model SRL

F1

F1_A F1_P

Fig. 6: Global Prediction (GPE) F1 score computed for each
class of the EmoPain labels, i.e. the presence (F1_P) and absence
(F1_A) of guarding behaviour respectively, showing comparison
of the MRCL global prediction to: (i) Multiple Models SRL and
(ii) Single Model SRL for the baseline algorithms RF, Boosting,
and Logistic.

6.4 Global Performance Evaluation (GPE)
For the EmoPain dataset, with F1 score = 0.778, the MRCL’s GPE
outperforms the global rating prediction of the Multiple Models
SRL. The difference is significant (W = 40.5;Z = 2.075; p < 0.05)
for the Boosting model, but not for the RF (W = 18;Z = 1.468; p=
0.071) or Logistic (W = 21.5;Z = 1.185; p = 0.118). Figure 6
shows that this higher performance of the MRCL holds for
both guarding behaviour classes (presence (F1_P) and absence
(F1_A)). As with the Multiple Models SRL, the Single Model SRL
performs worse than the MRCL. The difference is statistically
significant for Boosting (W = 66.5;Z = 2.120; p < 0.05) but not
for RF (W = 55;Z = 1.217; p = 0.118) or Logistic (W = 43;Z =
1.537; p = 0.062). This performance of the MRCL also holds for
both guarding behaviour classes (see Figure 6).

For the Simulated-Sparse Laughter Labelling dataset, with F1
score = 0.605 and F1 score = 0.636 the MRCL approach outper-
forms the global rating prediction of the Multiple Models SRL in

the no-laugh/laugh and hilarious/non-hilarious tasks respectively.
This difference is statistically significant for the Logistic model,
in both no-laugh/laugh (t19 = 3.814; p < 0.01) and hilarious/non-
hilarious (t19 = 2.969; p < 0.01) tasks. Similarly, the difference
is statistically significant for the RF (t19 = 7.843; p < 0.01) and
Boosting (t19 = 3.545; p < 0.01) models in the hilarious/non-
hilarious task. The difference was not statistically significant for
the RF (t19 = 1.011; p = 0.162) or Boosting (t19 = 1.119; p =
0.139) models in discriminating between no-laugh and laugh.
Neither the MRCL (F1 score = 0.498) nor the Multiple Models
SRL were better than chance level performance for detecting
social laughter. Although no statistical significant differences were
found, the performance of the MCRL was higher than that of
the Single Model SRL in distinguishing between no-laugh and
laughter (t19 = 0.713; p = 0.242) and between hilarious and non-
hilarious (t19 = 1.488; p = 0.077) based on the Logistic algorithm.
The performance of the MRCL was not higher than the perfor-
mance of the Single Model SRL in either the no-laugh/laugh or
hilarious/non-hilarious tasks based on RF. However, in the no-
laugh/laugh task, the MRCL achieved a 22% and 16% increase in
terms of true positive rate compared to RF and Boosting.

6.5 Feature Space Analysis

In order to further understand the MRCL approach, we analyzed
its behaviour with respect to the feature space. We computed
the importance of each input feature by averaging the magnitude
of the MRCL model coefficients of each LOSO-CV fold for
each individual rating prediction. Typical modelling approaches
enforce exploration by congregate level where feature relevance
has been learned for a ground-truth aggregate (such as Figure 7a
and Figure 7b for the average rater in the EmoPain and Simulated-
Sparse Laughter dataset respectively) or at either individual rater
level (such as Figure 7c and Figure 7d for independent models
per EmoPain and Simulated-Sparse Laughter rater respectively).
Such analyses shed light on the importance of features for each
of these levels independently, and so the feature representations
obtained are limited for reasoning about the consensus in feature
relevance both among the raters and between the raters and the
average. We can see in Figures 7a and 7b (for the EmoPain and
Simulated-Sparse Laughter Labelling datasets respectively) that
feature relevance when only the average ground truth is learnt
does not allow one to see how the importance of each feature dif-
fers between raters. In turn, independent modelling of individual
ratings alone, which does not account for commonalities between
raters, cannot provide insight into differences and similarities in
feature importance that might explain the (dis)agreement between
raters. Figures (7c and 7d) show the feature relevance for such
modelling based on the EmoPain and Simulated-Sparse Laughter
Labelling datasets.

Instead, with feature relevance for the MRCL we can, for
example, make more direct inferences at all levels as each rater is
individually represented, all raters share the same feature relevance
space, and relevance characterizes both individual ratings and
the average rating simultaneously. We can notice in Figure 7e
(for the EmoPain dataset) that the optimization of individual
ratings together with their average has led the MRCL to prioritize
the same set of features across raters. This suggests very high
agreement in terms of the features used by the raters, which
diffuses to relevance for the average rating. For the Simulated-
Sparse Laughter Labelling dataset, as can be seen in 7f there is
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disagreement in the relevance of features across raters and min-
imal consensus. While low feature weighting commonly across
raters may simply reflect feature redundancy, the shared feature
relevance space in the MRCL (shared between raters as well as
between individual and average ratings) enables comparison. In
addition, the shared space explicitly enhances consensus in feature
relevance across raters.

7 DISCUSSION

We set out to explore a new approach (MRCL) for simultaneously
modelling aggregate ratings across multiple raters and also repre-
senting individual ratings for sparsely-crossed annotation datasets.
We have compared our MRCL learning algorithm with state-
of-the-art algorithms that learn only aggregate ratings (or one
individual rating at a time) on two very different datasets: different
with respect to the type and context of the rated behaviours, the
type of stimulus labelled, the labels themselves, and the expertise
of the raters. Most importantly, the datasets were different in
levels of agreement between raters. In this section, we discuss
the implication of our findings for interrater variability modelling,
together with a high-level analysis of the MRCL.

We found higher performance for the MRCL in predicting in-
dividual ratings (IPE) for both the EmoPain and Simulated-Sparse
Laughter Labelling datasets compared with the state-of-the-art
models. This suggests that as hypothesized in Section 3, the raters
are indeed different related ‘tasks’, i.e. there are commonalities
among raters although there are also distinctions between them.
The MRCL’s use of both individual judgements as well as the
dominant consensus (majority vote) enables both commonalities
and distinctions to be used in modelling the given construct (e.g.
guarding behaviour in the case of the EmoPain dataset). Studies on
the sources of interrater variability in fact highlight the importance
of strategically integrating multiple ratings, moving away from the
view that variability is only due to rater errors or unwanted biases
[33]. Findings in [33], [34] point to four possible categories of
variability in labelling that affective computing researchers may
find valuable to incorporate in their recognition models, rather
than simply discarding them as aggregation methods [7], [10],
[11] do. We discuss below how a learning algorithm that takes the
approach of the MRCL addresses each source of variability.

7.1 Representing Multiple Truths
Variability may be the result of the existence of more than one
point of view [34]. This is pertinent to affect where there may
be more than one ‘truth’ [35]. Aggregation approaches [8], [9],
[12], [13] give voice to the dominant version of truth alone,
without accounting for minority groups within the ratings. As
findings in [34] show, differences in points of view are not merely
idiosyncratic, but rather there is evidence that there may be clusters
of opinions where multiple raters belong to each cluster. This is
particularly true when the raters have limited access to the data
collection context (e.g., knowledge of the situation, of the person).
Although the MRCL does not explicitly model clusters in ratings,
in its approach multiple points of view are represented and learned.
Further, our findings of better IPE performance of the MRCL show
that the MRCL approach has particular advantage for individual
raters represented by only a small set (about 10%) of data
instances. This is likely because the MRCL brings together data
instances for the different raters thereby increasing the effective
sample size for each rater culminating in improved individual

rating predictions. The performance gain of the MRCL with
respect to state-of-the-art methods is also correlated with interrater
agreement. Simultaneous learning of multiple correlated tasks can
effectively improve generalization performance. The first evidence
of that was found in the high MRCL-GPE for the EmoPain
dataset that mirrors the higher levels of interrater agreement,
higher than for the Simulated-Sparse Laughter Labelling dataset
(ICC=0.63 and 0.20 respectively). Moreover, this outcome is also
confirmed by the high correlation that we found between the ICC
and MRCL’IPE (Pearson correlation = 0.432) and between the
ICC and MRCL-GPE (Pearson correlation = 0.363) for the 20
simulated sparsely-crossed annotation settings for the Laughter
dataset (no-laugh/laugh task).

Beyond the MRCL method, there is also multilabel learning
[15], [29], [36] which preserves multiple truths. However, this
requires fully-crossed annotation while our MRCL method works
for sparsely-crossed designs. Another related approach is uncer-
tainty learning. For example, in [37], the agreement between raters
is predicted and used to regularize the prediction of the consensus.
While such methods model interrater variability, they do not
actually represent the multiple versions of truth, which the MRCL
does. The model of [38] like the MRCL optimizes both individ-
ual ratings and the consensus simultaneously. However, in their
approach, for data instances with lower agreement between the
ratings, higher priority is given to the individual rating prediction.
Meanwhile, for data instances with higher agreement between
the ratings, higher priority is given to the consensus prediction.
While interesting, the approach penalizes individual ratings more
when they deviate from high consensus. This aligns with the view
of noise and bias being the primary (and unwanted) source of
variability in multiple ratings. The MRCL differently does not
bias the characterization of any rater beyond regularization of the
individual rating predictions using the consensus loss. The method
of [38] further assumes same sets of raters across instances.

7.2 Capturing Differences in Focus of Attention & Re-
alising A Consensus

Differences in rater attention focus - Multiple points of view
across raters seems to, at least partially, be a result of different
foci or different weights placed on the multiple aspects of the
observed behaviour [33]. This is true not only for naive observers
but to a certain extent also for experts as in the case of chronic
pain management teams (physiotherapists vs psychologists), or
physiotherapists with different background (e.g., biomechanics
vs neurology) [33]. The MRCL addresses this in its approach in
which individual ratings are not merely represented but rather
each rater is even characterised in terms of common patterns with
others. Indeed, in the EmoPain a space of common features is
identified based on the MRCL, whereas with the Multiple Models
SRL, only individual differences are brought up. Findings of
strong feature relevance similarities for the EmoPain dataset and
weaker similarities for the Simulated-Sparse Laughter Labelling
dataset reflect their levels of interrater agreement (ICC=0.63 and
0.20 respectively) suggesting that the MRCL itself finds different
foci of attention to explain rating differences.

Realising a label by integrating multiple inferences - Raters
seem to make multidimensional inferences that are then integrated
to form their overall impression, i.e. the rating provided [33]. This
rating may itself be formed in parallel with the ‘multidimensional
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(a) Single Model SRL

Laughter dataset
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(b) Single Model SRL

EmoPain dataset
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(c) Logistic (Multiple Models SRL)

Laughter dataset
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(d) Logistic (Multiple Models SRL)

EmoPain dataset
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(e) MRCL (Ours) model

Laughter dataset
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(f) MRCL (Ours) model

Fig. 7: Visualization of guarding and no-laugh behaviour localization in the feature dimension and for each rater for the Single Model
SRL, the Logistic Multiple Models SRL, and MRCL (ours). The feature importance was extracted by averaging the magnitude weights
coefficients of each LOSO-CV and LOLO-CV folds for EmoPain and Simulated-Sparse Laughter datasets respectively.
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inferences’ (low-level judgements). The process of integration
may be an additional source of variability between raters. While
the MRCL does not address this, it mimics this process of
judgement making by learning multiple low-level inferences
(individual ratings from multiple raters) in parallel with a single
high-level score (qualitative or quantitative) that summarizes
them. This highlights the naturalness of the MRCL approach. We
found that this approach led to higher performance in predicting
the consensus (GPE) compared with standard algorithms, although
this was only true for the EmoPain and not the Simulated-Sparse
Laughter Labelling dataset. This may be a result of the lower
interrater agreement in the Simulated-Sparse Laughter Labelling
dataset, which could have caused the MRCL higher confusion in
deducing the consensus. Further, assessment noise (an unwanted
source of variability) may be of significance here due to the type
of visual stimuli (stick figure animations) used for observation in
the Laughter dataset.

Dealing with Ambiguity - Indeed, a fourth source of interrater
variability is ambiguity, e.g., in the assessment criteria [33].
Findings in emotion studies on interactions between language (or
emotion labels) and emotion perception (see [39] for a review)
highlight the pertinence of ambiguity in observer annotation of af-
fective behaviour. It is also known that observer and subject char-
acteristics, e.g. culture and context, influence emotion perception
[40]. The MRCL does not address this variability source, but the
findings discussed above do emphasize advantage in preserving
part of the variability in observer ratings as opposed to discarding
it completely, e.g. with majority voting. Our findings suggest that
when the prediction of the consensus is of more critical importance
than prediction of the individual ratings themselves, the MRCL is
best suited to ratings with medium to high interrater agreement.
Nevertheless, when prediction of individual ratings is at least as
important as prediction of the consensus, the MRCL outperforms
SRL methods regardless of the agreement between the ratings.

7.3 Limitations and Future Work
While the results shed light on the value of our approach for
dealing with sparsely-crossed annotation designs, the optimum
level of sparsity that enables the MRCL achieve competitive
performance need to be further investigated. Future directions may
include active learning methodologies that inform the sampling
strategy to set the optimal level of sparsity for annotation. This
could provided the proposed approach with the optimal annotation
subset. Finally, the proposed approach could be generalized to
other datasets and applications where multiple affect labels are
available, in a sparse setting with different levels of interrater
agreement. It will be valuable for the research community to
contribute naturalistic datasets that reflect real life applications and
enable such development of our approach. Naturalistic datasets
addressing the complex nature of real life labelling are currently
lacking [41].

One significant limitation of the current study is that we do not
model the temporal information within the affective expressions.
Future work could address this with a spatio-temporal MRCL
that models non-linear temporal relationships of the input features
while promoting consensus among raters. This limitation could be
also addressed by representing the input features that belong to
the same subject as a bag of temporal instances and encouraging
an ordinal structure of the instance within each bag (i.e. modeling
the temporal evolution of the trajectory) [42]).

8 CONCLUSIONS

Our work proposes a MRCL for modelling affect in sparsely-
crossed annotation designs. We tested our approach across two
naturalistic datasets with a high total number of raters and with
different levels of agreement between raters. The significant im-
provement obtained with the MRCL suggests that the proposed
approach is a viable solution for increasing performance in the
context of sparse ratings. Although the increase in performance
is more evident at global rating level when the agreement among
raters is high, at the level of individual ratings the MRCL nev-
ertheless outperforms SRL methods regardless of the agreement
between the ratings. Findings of feature space analysis suggests
how MRCL itself finds different foci of attention to explain rating
differences.
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