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ABSTRACT Large-scale graph processing and Stream processing are two distinct computational paradigms
for big data processing. Graph processing deals with computation on graphs of billions of vertices and edges.
However, large-scale graph processing frameworks mostly work on graphs that do not change over time,
while on the other end of the spectrum, stream processing operates on a continuous stream of data in real-
time. Modern-day graphs change very rapidly over time, and finding patterns in temporally evolving graphs
could reveal a lot of insights that can not be unveiled using traditional graph computations.We have proposed
a novel framework called FlowGraph which could find patterns in dynamic and temporally evolving graphs.
Computations on large-scale graphs are iterative and takemultiple steps before final results can be calculated,
which is very different from stream processing which is one-shot computation. Therefore, the most critical
bottleneck of such a system is the time required to process the query. In this work, we have proposed a query
optimization technique that could reduce the time required to process the pattern. The proposed system has
an optimization technique that could reduce the time required to process the pattern, especially those related
to the temporal evolution of the graph. Our method shows for eight clauses the execution time is reduced
by 75%, we also proved that this improvement is not affected by the scaling of the graph or the change of
elements in given clauses.

INDEX TERMS Graph data structures, distributed computations, vertex-centric computations, temporal
pattern recognition, query optimization, and dynamic graph computations.

I. INTRODUCTION
Large-scale graphs are complex data structures that consist
of a set of vertices and edges that connect these vertices.
These graphs represent complex systems or relationships
between entities; some common use cases of large-scale
graphs include social network analysis [1], transportation
networks [2], [3], biological and genetics networks [4], [5],
internet and web searches, recommendation systems [6],
and cybersecurity. In social network analysis, large-scale
graphs are commonly used to represent and analyze social
networks, such as Facebook and Twitter, to understand social
structures and relationships [7], [8]. Another use case is
transportation networks where graphs are used to represent
road networks and airline routes. Given graphs that represent
the network, different algorithms are then used to optimize
routes, reduce congestion, and improve efficiency [9], [10],
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[11]. In biology and genetics, Large-scale graphs are used to
represent complex biological systems, such as protein-protein
interaction networks and gene regulatory networks, to better
understand biological processes and diseases [4], [12], [13].
One of the most used large-scale graph networks is the
internet and web search. Graphs are used to represent the
structure of the internet and web pages which is helpful
in algorithms to improve search results. Similarly, graphs
are employed in recommendation systems to represent user
preferences and item similarities, such as those used by
Amazon and Netflix [6], [14], [15].
The term ‘‘large scale’’ refers to graphs that are so large

and complex that traditional methods for processing and
analyzing graphs are no longer effective. These graphs can
contain millions or even billions of vertices and edges,
making them too large to be stored in memory on a
single computer [16]. As a result, large-scale graphs require
specialized techniques and tools for processing, analyzing,
and visualizing the data. These techniques include distributed
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computing, parallel processing, graph partitioning, and com-
pression algorithms [17]. In the last two decades, specialized
software frameworks have been designed that can handle and
process large-scale graphs efficiently. Several surveys [16],
[17], [18], [19] are published in the field of large-scale graphs
processing, which cover most of the state of the art in the
realm of iterative computation of algorithms on large scale
graphs. Pregel is one of the earliest efforts in 2010 in this
direction, its central idea is based on the Think Like A
Vertex (TLAV) paradigm [16]. In TLAV several distributed
nodes also known as workers coordinate with the centralized
master. The graph is divided into workers while going
through several iterations known as super steps to perform
computations on respective partitions of graphs. TLAV
employs a bulk synchronous parallel programming model
which is a message-passing and synchronous paradigm for
computation. There are also graph processing systems that
are asynchronous and use shared memory models instead of
message passing [20], [21], [22]. The survey [16] provides
a comprehensive review of different TLAV frameworks. The
TLAV approach mostly works on static graphs, or on graphs
that do not change very often. In practice, large-scale graphs
change very often and their structure evolves. Some efforts to
perform computations over large-scale temporally evolving
graphs are Chronos [23], Immortalgraph [24], Tornado [25],
Chronograph [26] and Graphbolt [27].
Large-scale graph processing and stream processing are

two distinct paradigms that are used for different types of
data processing tasks. Graph processing is used to analyze
and manipulate large-scale graphs with billions of vertices
and edges. In contrast, stream processing is used to process
a continuous stream of data [28], [29]. However, there are
some use cases where it may be necessary to combine both
paradigms to achieve certain types of data processing tasks.
Firstly, for real-time graph updates, it may be necessary to
update the graph as new data arrive. For example, in a social
media platform, it may be necessary to update the social
graph as new users join or new relationships are formed.
In this case, a stream processing system can be used to
capture the incoming events and update the graph. Secondly,
graph analytics can be applied to real-time data; in some
applications, it may be necessary to analyze the graph as
new data arrives. For example, in a financial fraud detection
system, it may be necessary to detect suspicious transactions
by analyzing the transaction graph. In this case, a graph
processing system can be used to analyze the graph as new
transactions arrive. Thirdly, graph queries may be necessary
to query the graph in real-time as new data arrives. For
example, in a logistics tracking system, it may be necessary
to query the transportation network graph to find the optimal
route for a package. In this case, a graph processing system
can be used to store and query the graph data in real time.
To mix large-scale graph processing and stream processing,
it is necessary to have a system that can handle both types
of data processing paradigms. Some popular open-source
systems that can handle both paradigms include Apache

Flink, Apache Beam, and Apache Spark. These systems
provide a unified programming model for both batch and
stream processing and can be used to process both graph and
non-graph data. In our earlier research work, a framework
called FlowGraph is proposed [30], [31]. FlowGraph is
a distributed system that can process temporally evolving
large-scale graphs as large-scale graph frameworks and detect
patterns analogous to stream processing. TLAV-based large-
scale graph processing frameworks are iterative and require
several iterations before graph computation can be done;
on the contrary, pattern detection works on streams of data
and requires near to real-time flow of data. Both goals are
distantly different from each other and require a reduction of
time in iterative computation of graph processing. There are
several aspects of the reduction in processing time including
graph partitioning optimization [32], load balancing [33],
graph compression [34], [35], caching and better locality
optimization, speeding up graph traversal having better
communication algorithms, hardware acceleration [36] and
query optimization. This research work is based on efficient
query structuring and optimising overall query processing
time. In literature, query processing has been firstly achieved
using heuristic-based techniques [37], [38], [39]. This
involves reordering graph nodes [37], [39] and predicate
pushdown [37]. The drawback of this group of techniques
is that they need a very specific structure of the query.
Secondly, it is done using operator fusion or a combination
of multiple operators [40], [41], [42], [43]. However, this
group of techniques require operators in which partial results
can be stored between multiple operators. The third type of
technique known as the interpretation-based query model,
[42], [44], [45], translates the query into a data flow graph
(DFG) and then tries to optimize DFGs. These techniques are
slow in performance and need time to translate queries into
DFGs [42], [43]. This work lies in the first category where the
structure of the query is manipulated to reduce the operation
time. The pattern of FlowGraph consists of N clauses where
each clause ends up with the predicate evaluating to True
or False [30], [31]. In FlowGraph some clauses take more
computational time called heavier as compared to others
called lighter. If lighter clauses evaluate to false, the entire
pattern evaluates to false even though other clauses evaluate
to True. The premise of the optimization technique lies in
the fact that if lighter clauses are evaluated before heavier
and checked for if they evaluate to False a computation the
heavier clauses can be skipped. For all possible cases in
which lighter are shifted before heavier computation time
can be reduced by 75%. To summarize our key contributions
are:

• The pattern detection capabilities of the FlowGraph
framework are enriched by adding a construct, called
FollowedBy, which allows users to relate properties of
the graph at different points in time.

• A data structure to incrementally store the changes in the
graph over time has been proposed, it also allows us to
perform graph computations at different time points.
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• A novel optimization technique is proposed for temporal
patterns, that can reduce the total computation time
by 75%.

• It is proved that the proposed optimization technique
is independent of graph size, pattern structure and total
number of clauses in the pattern.

Section II presents existing literature related to optimiza-
tion; Section III introduces the architecture and language
constructs of FlowGraph. Section IV describes the optimiza-
tion technique. Section V, presents the experimental setup
and discusses the results. Finally, Section VI concludes.

II. RELATED WORK
Optimization refers to a group of techniques which enhance
the efficiency or performance of algorithms, data structure
or software pipelines in general. In the context of this
paper, it refers to Query Optimization(QO). QO is defined
as an algorithm that changes a query in a way that the
time required to process a query is reduced. One of the
earliest use cases of QO is in databases, discussed in
subsections II-A. The literature on databases is included since
most of the optimization algorithms draw inspiration from
DB optimization. The literature review of big data regimes
is included such as stream processing and semantic graphs.
Since they are the most related areas to the work and graph
processing, query optimization in stream processing has been
discussed in II-B and semantic graphs in II-C. Finally, large-
scale graph processing optimization has been discussed II-D.

A. OPTIMIZATION IN DATABASES
Database (DB) is one of the earliest and most studied use
cases for query optimization [46], [47], [48]. Optimization
in DB can be broadly classified into indexing methods,
cost-based techniques, join optimization, predicate push-
down, and parallel execution. Indexing methods are one
of the most widely applied query optimization techniques
in DB [49], [50], [51]. Although the creation of indexes
on columns is frequently referenced in queries for filtering
or sorting purposes, DB can promptly pinpoint and fetch
the required rows [52]. This approach reduces the need
for exhaustive scans of entire tables, consequently speeding
up query performance. Cost-based optimization entails
assessing the cost associated with various query execution
plans and opting for the plan with the lowest cost [53], [54],
[55]. This approach takes into account factors such as disk
I/O, CPU utilization [56], and memory usage to identify
the most effective strategy for executing a query. Cost-based
optimization draws upon statistics concerning the distribution
of data within tables to make informed decisions, aiming
to enhance query performance [57], [58]. Join operations
merge rows from two or more tables based on a common
column are bottleneck on the performance of database
systems [59], [60]. Join optimization methods, including
join reordering, selection of join types (such as nested loop
joins, hash joins, or merge joins), and join elimination, are
instrumental in streamlining join operations and reducing

query execution duration [61], [62], [63], [64], [65], [66].
Simplifying join operations in databases can significantly
improve the performance of DB systems [67]. Predicate
pushdown refers to the practice of shifting filter conditions
(predicates) near the data source [68], thereby diminishing
the volume of data necessitating processing in subsequent
stages of the query execution plan. By implementing
filter conditions early in the query execution sequence,
databases can curtail the volume of data transmitted and
processed, ultimately enhancing query performance [69].
Several techniques in literature employ predicate pushdown
methods for optimization [69], [70], [71], [72], [73]. Parallel
execution methods encompass the division of a query into
smaller tasks capable of simultaneous execution across
multiple CPU cores or nodes within a distributed setting [74],
[75]. These approaches harness the collective computational
prowess of numerous resources concurrently [76], resulting
in reduced query processing time, especially for CPU-
intensive workloads. Parallel execution proves particularly
advantageous for queries handling expansive datasets and
intricate computations [77], [78], [79].

B. OPTIMIZATION IN STREAM PROCESSING
Achieving data parallelism in batch processing is very simple,
in the case of stream processing data arrives in a single
sequence, and extracting parallelism in Stream-processing
systems (SPE) is challenging and requires a careful design.
SPE optimisation techniques can be broadly divided into
four groups. Firstly, heuristic-based techniques [37], [38],
[39] form a graph from a query and perform graph
transformation, for example, reordering of graph nodes,
substituting certain graph nodes with others [37], [39].
In the predicate pushdown [37] technique, the filtering
operation is shifted closer to data so that the remaining
operations in the query are reduced. The major drawback of
heuristic-based techniques is that they require a very specific
shape of query such as filtering defined over events of an
input stream. So, a push-down query can not be applied
to filtering following a join operation. Secondly, in queries
based on operator fusion [40], [41], the fusion techniques
store immediate results between two operators in a register
or cache hence reducing the unnecessary movement of data.
The fusion technique can only work if a soft pipeline breaker
(SPB) can be achieved [42], [43]. SPB is a technique that
stores any operator’s partial results before the next operator
can be processed. Thirdly, SPE uses an interpretation-
based query model [42], [44], [45] which translates queries
into a data flow graph (DFG). However, despite being
well-used optimisation regimes such architectures are slower
in performance, the inefficiency is attributed to the conversion
of a query into DFG and data transfer dependencies in
DFG [42], [43].

C. OPTIMIZATION IN RESOURCE DESCRIPTION
FRAMEWORK (RDF) AND SPARQL
Resource Description Framework (RDF) and SPARQL are
the backbones of the Semantic Web. RDF is the standard
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model for representing and exchanging data on the web
and storing information in graph-based format. However,
the graphs used in RDF are quite different from those
used in our work. RDF mostly employ subject-predicate-
object triples rather than standard vertex edge notation.
SPARQL is a query language employed to query and
manipulate RDF data. It provides a standardized way to
retrieve, update, and manipulate RDF graphs stored in
RDF databases or triple stores. Query rewriting involves
transforming SPARQL queries into semantically equiva-
lent forms that are more efficient to execute [80]. This
process can include restructuring the query to leverage
indexes, eliminating redundant operations, or reordering
operations to minimize computational overhead [80], [81],
[82], [83], [84]. For example, replacing certain complex
graph patterns with simpler patterns or breaking down
complex queries into smaller, more manageable subqueries
can improve performance. The authors [85] returned top
k queries sorted by the user-defined scoring function. The
sort, split, and interleave scheme is employed on sorted
k queries and speed up is achieved by selecting the best
query.

Triple/Quad Store Indexing based on subject, predicate,
object, and context enables efficient data retrieval and query
processing. Various indexing structures, such as B-trees
or hash tables, can be used to organize and store RDF
data for fast lookup. Indexing allows the query engine to
quickly locate relevant triples/quads based on query patterns,
significantly reducing query execution time, especially for
large datasets. Materialized Views are precomputed query
results or intermediate graph patterns stored as persistent
data structures [86]. By caching frequently accessed or
computationally expensive query results, materialized views
can accelerate query processing and improve overall system
performance. Materialized views can be updated periodically
to reflect changes in the underlying data or query patterns,
ensuring query results remain up-to-date [87]. Predicate and
Resource Partitioning The RDF dataset based on predicates
or resources involves dividing the data into smaller subsets
that can be processed independently [88]. By partitioning
the data, query execution can be distributed across multiple
processing units or nodes, reducing the size of individual
queries and improving overall performance. Partitioning
strategies may include horizontal partitioning (splitting data
based on predicates) or vertical partitioning (splitting data
based on resources), depending on the characteristics of the
dataset and query workload [88].

D. OPTIMIZATION IN LARGE SCALE GRAPH PROCESSING
Large-scale graph processing can be achieved using several
ways such as partitioning [32], load balancing [33], com-
pression [34], [35], caching, fast graph traversal, inter-node
communication optimization, hardware acceleration [36] and
query optimization. Graph Partitioning means dividing the
graph into smaller partitions based on certain criteria (e.g.,
node properties, connectivity) to distribute the workload

across multiple processing units or machines [32], [89].
Effective partitioning reduces communication overhead and
improves parallelism by ensuring that each processing
unit handles a manageable portion of the graph [90].
References [32] and [91] provide a comprehensive sur-
vey on optimization using graph partitioning techniques.
Load Balancing involves balancing computational workload
evenly across all processing units or machines to prevent
bottlenecks and maximize resource utilization [33]. Load
balancing techniques ensure that each partition or processing
unit receives a comparable amount of work, minimizing
idle time and improving overall system performance [92],
[93], [94]. Employing graph compression algorithms to
reduce the storage space required for representing large
graphs [34], [35]. Graph compression techniques aim to
minimize memory usage and I/O overhead while preserv-
ing the essential structural properties and connectivity of
the graph [35]. Caching and Better Locality Optimiza-
tion store frequently accessed graph data or intermediate
results, reducing the need for repeated computations and
improving data locality [95]. By keeping relevant data
closer to the processing units, caching enhances memory
access patterns and reduces latency during graph traversal
and processing [96], [96]. Optimizing graph traversal
algorithms and data structures to minimize traversal time
and improve overall performance [97]. Techniques such
as parallel traversal, optimized data representations (e.g.,
adjacency lists, adjacency matrices), and efficient graph
search algorithms (e.g., breadth-first search, depth-first
search) can significantly speed up graph traversal opera-
tions [97], [98], [99]. Designing efficient communication
protocols and algorithms for exchanging data and messages
between processing units or nodes in a distributed graph
processing system [100]. Optimized communication algo-
rithms minimize overhead and latency, enabling fast and
reliable data exchange during parallel graph processing tasks.
Hardware Acceleration is leveraging specialized hardware,
such as GPUs (Graphics Processing Units) or FPGAs (Field-
Programmable Gate Arrays), to accelerate graph processing
tasks. Hardware acceleration can significantly improve
computational throughput and reduce processing time for
graph analytics and traversal operations. Optimizing query
execution plans and algorithms to minimize resource usage
and execution time for graph queries and analytics tasks.
Query optimization techniques aim to reduce the number
of I/O operations, minimize intermediate data transfer, and
exploit parallelism to improve query performance on large-
scale graphs.

III. SYSTEM MODEL
This section is a summary of FlowGraph’s architecture
and its execution model, more details can be found in
[30] and [31]. Section III-A provides an overview of the
system’s architecture and the different entities in Flow-
Graph. Section III-B explains the elements of FlowGraph
patterns.
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A. SYSTEM ARCHITECTURE
FlowGraph is a distributed large-scale graph processing
framework. It has one master, a client, and N workers, and
the graph of size K vertices is divided over N workers,
as shown in Figure 1. The client acts as an interface for the
external world, the graph changes, and the pattern is fed to
the client. The following assumptions have been made on
the changes arriving in the system: (i) the external source
will time stamp the messages; (ii) the messages always arrive
in order; and (iii) there is no clock source in FlowGraph,
the timing is fed by messages coming from an external
clock source. The pattern specifies what is to be extracted
or obtained from the given graph or how to modify a certain
graph. The client is connected to themaster, which has several
workers connected to it. The master is responsible for the
orchestration of the entire operation. The graph changes over
time, which means a new vertex or edge could be added,
or removed or its attribute can be modified. Each time the
change is fed into the system it distributes these changes to
the appropriate worker node. Each vertex is assigned a unique
identifier using a suitable hashing algorithm and based on
that each worker gets a particular vertex. The corresponding
edges are assigned to the worker containing the source vertex.
Each worker keeps the data structure that maintains the
key and vertex, along with the time at which the vertex
was added or removed, as shown in Figure 1. FlowGraph
performs graph computations and finds numerous patterns in
the graph. After the client connects to the master node, the
client sends graph changes as well as patterns to be evaluated
on the graph. Section III-B explains different parts of patterns
in FlowGraph. Each worker maintains a data structure for
vertices, as shown below; it includes the vertex name, the time
at which the vertex was added, and the vertex itself. A vertex
can also store several properties as well as computational
results in the key-value pair form. Computational results
are stored after vertex-centric computation is performed.
Similarly, edges are kept in key-value pair form, where the
key contains the name of the source vertex, and the value
contains the time at which the edge was added and the edge
itself. Just like vertices, edges can also store properties—for
example, in a social media graph, an edge might represent
a relationship such as a ‘‘friend-of’’ between two vertices.
In this case, the key would be ‘‘relationship’’ while the value
would be ‘‘friend-of’’. Each vertex and edge is associated
with a set of properties. For example, consider a graph for
the social media use case: the vertex may have properties
such as the name of a person, age, and location, while an
edge would have properties such as ‘‘friend-of’’. As the graph
evolves, each worker stores the current as well as the previous
state of the graph. Since our focus is to develop a proof of
concept of pattern evaluation on a temporally evolving graph,
our system implements a simplistic graph partitioning policy
based on hashing and does not have a fault tolerance or load
balancing policy. In our system, it is assumed that all nodes
are balanced; for the experimental setup, a balanced load is
sent from the client side and uses a basic partitioning scheme.

Our major focus is on how graph computation and stream
processing alongside each other can be handled; and how
the pattern evaluation paradigm of stream processing can be
combined with an iterative graph computation model.

B. EXECUTION MODEL
This section provides an overview of the language offered by
FlowGraph (see [30], [31] for more details). The client sends
a certain set of commands (i.e., a pattern) to the master for
graph computation to be performed and certain attributes to
be detected. The master uses this pattern to send instructions
to the workers step by step. The pattern has a certain set of
operators that defines what workers have to do on the graph
stored on the workers. The worker performs a given operation
on the sub-graph and returns the aggregate information to
the master. A pattern is a collection of certain clauses, where
each clause can be subdivided into clause elements. All clause
elements are evaluated sequentially. There are five types
of clause elements: compute, select, partition, aggregate,
extract, and evaluate. All clauses must end with evaluate,
which is a predicate clause, and either be True or False. In the
rest of this section, each clause’s elements are discussed.
A typical clause would look like the following:

graph.compute(...).selectV(...)
.partitionByV(...).extractV(...)
.aggregate(...).evaluate(...)

In the above snippet compute() is an iterative graph com-
putation, explained further in Section III-B1. The next part is
selectV(), which filters results based on given criteria, further
explained in Section III-B2. Partitioning partitionByV() is
analogous to a group used in databases (more details are
provided in Section III-B3). During all aforementioned cases,
the system is in graph domain; extractV() transforms the
graph into a collection of tuples on which aggregate() could
be applied (extraction is further explained in Section III-B4).
aggregate applies to the tuples extracted by extractV() (see
Section III-B5). Finally, a predicate can be applied (i.e.,
evaluated), which asserts a certain condition and returns the
result of the given clause, which can be True or False (see
Section III-B6 for some details). Multiple clauses can be
joined together using followedBy(), as shown below:

clause1. followedBy("time").clause2

The pattern above has two clauses sandwiched by fol-
lowedBy(), which has a time value passed as an argument.
As a result, clause 1 will be processed at the current time
while clause 2 will be processed at the current time plus the
time given inside followedBy() also known as the end time.
In other words, the current time and the current time plus the
end time define a window interval in which the computation
is performed.

1) COMPUTE
Compute is the central part of graph processing, and it
involves a vertex-centric paradigm. FlowGraph uses an
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iterative computation model, where each step is known as
a super step. After each step, workers wait for neighbour-
ing workers to complete the task; this is known as the
synchronization barrier, and during this waiting window
messages are exchanged between the different workers. After
the synchronization barrier messages are dispatched over the
network without being sent to the master. After completion
of all super steps, the final result is aggregated and sent to the
master.

graph.compute(...)

Several graph computations can be performed on the
graph; as a proof of concept, two computations are used in
this paper as a test case. The first one is triangle identification,
where a triangle is said to be formed if any given vertex
Ai is connected to any other vertex Aj, and the vertex Aj is
connected to Ak , such that the vertex Ak is connected to the
Ai, thus forming a triangle of vertices.

graph.compute("triangle")

The above snippet takes a graph and returns the result as a
list of vertices that form triangles. Similarly, another possible
example could be counting themaximum number of outgoing
edges of the given graph. In this case, the outdegree of each
vertex is measured in the graph and the maximum degree of
the graph is chosen.

graph.compute("maxOutDegree")

In the above piece of code, the input would be the
graph and the output would be the number representing
the maximum outdegree of the graph. Different types of
computations take different amounts of time. For example,
triangle identification is computationally heavy (i.e., it takes
more time to compute) while maximum outdegree is light
since it takes less time as compared to triangle identification.
Indeed, triangle counting is performed by iterating over
triplets of vertices and checking whether the triangle is
formed or not, and its worst-case complexity isO(V 3) (a time
complexity ofO(E×D), where E is the total number of edges
andD is the maximum degree of vertex, can be obtained if an
adjacency matrix is used with some optimizations). The time
complexity for computing the maximum outdegree, instead,
is O(V 2).

2) SELECT
Select is the filtering-like operation in which certain vertices
or edges are selected based on certain properties. For
example, if vertices having an age greater than 30 are
required, the selection would be given as follows:

graph.compute(...).selectV("age" > 30)

In the above code snippet, a computation is performed
(where the ellipsis indicates that the kind of computation
performed does not play any role). After getting the result the
vertices whose age is greater than 30 are filtered. Similarly,
edges can be selected based on certain properties. The select

can be extended to multiple properties using conjunction; for
example, if the age is greater than 30 and the country is Italy,
select can be formulated as a conjunction of both attributes.
As discussed before, each worker has data structures that
store vertices and edges. Once the selection is done, the
vertices and edges are reduced to only those which contain
the given attributes.

3) PARTITION
The partition is analogous to the ‘‘group by’’ operator
in databases. It takes a list of vertices or edges and
groups the vertices or edges based on certain criteria.
For example, consider a graph having a property named
‘‘country’’ on each vertex, and the partitioning by country
is performed. Each group contains a single country such
as Italy, Germany, the USA, etc. Each partition forms a
subgraph, and any operations performed after partitioning
are performed on each subgraph separately. For example,
if compute() is performed after partitioning, the computation
will be performed on each subgraph separately.

graph.compute(...).selectV("age" > 30)
.partitionByV("Country")

In the above code snippet, a computation is performed;
after getting the results, the vertices are filtered whose age
is greater than 30 and then grouped by country.

4) VALUES EXTRACTION
Extraction transforms the graph domain into a set of values,
hence departing from graph processing. In other words,
extraction is a bridge between graph processing and stream
processing. The aforementioned compute(), select(), and
partition() operate on graph data structures; however, once
extraction is applied the graph becomes a set of values or a
flat list. Now the aggregate() discussed in the next subsection
can be applied to this set of values. An extraction can be
considered as a conversion of a graph data structure into
a tuple or flat list. For extraction on vertices and edges,
there are two different operators extractV () and extractE().
A vertex or edge may have several properties, and extractV
and extractE extract all properties stored on vertices and
edges, respectively. However, both extractV and extractE
can specify a subset of properties as an argument; in this
case, only the specified properties will be extracted from
edges or vertices. Let us consider the first example below,
in which a computation is performed on the graph, then
filtering is performed for all vertices whose age attribute
is greater than 30, and finally extractV() is applied to get
the flat list of vertices defined by the previous part of the
clause.

graph.compute(...).selectV("age" > 30)
.extractV()

As another example consider the snippet below, in which
extractV() is applied after partitioning; in this case, the graph
is grouped by country using partitionBy(), then a flat list is
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FIGURE 1. FlowGraph architecture.

extracted. However, once extraction is applied the grouping
done by partitionBy() is unfolded and there are no groups
anymore.

graph.compute(...).selectV("age" > 30)
.partitionBy("Country").extractV()

5) AGGREGATE
The aggregate operation in FlowGraph is similar to stream
processing. aAggregate only works once the extraction has
been performed on the data and the graph is transformed
into tuples. FlowGraph has several aggregate operators such
as max, min, average, filtering, mapping, reduction, and flat
map. The operator might work on each worker or merge
the data into the master. For example, reduce collects the
data from each worker and brings it to the master. In other
cases, data remains on the worker; for example, in the case of
filtering each worker filters data on its corresponding nodes.
The snippet below shows an example of aggregate; after the
computation is performed on the graph, the graph is filtered
by age greater than 30, and vertices are extracted. The flat
list now contains a list of vertices with the ‘‘age’’ property
included, and aggregate() applies the minimum operator on
the list obtained through extractV().

graph.compute(...).selectV("age" > 30)
.extractV("age").Aagregate("min")

6) VARIABLES AND EVALUATION
In the previous sections, several graphs and streaming
transformations have been discussed. Once a clause has
been extracted it is tested against certain conditions using
the evaluate primitive. Each clause in FlowGraph must end
with an evaluation. Evaluation tests the given clause against
some condition and returns True or False. In other words,
evaluation converts the given clause into a predicate. It is
important to note that evaluation can only refer to a certain
variable computed previously in the given clause. Let us
consider the following structure:

graph.compute(...).<graph transformations>
. extractV()<Aggregate operators>
.evaluate()

In the above structure, a compute() is performed on the
graph, and the graph is transformed using graph transforma-
tion operations such as selectV() (filtering) and partitionBy()
(grouping). Once transformed extractV() converts the graph
to a flat list, on which different Aggregate operators could
be applied. Finally, evaluate() returns whether the predicate
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FIGURE 2. Temporal operator and time window in FlowGraph.

is True or False. The snippet below gives a more specific
example:

graph.compute("triangle").
.selectV("age" > 30).extractV("age")
.aggregate("avg").evaluate("age" > 40)

In the above snippet, the triangle identification is done
on the graph, which returns all triangles in the graph; the
obtained triangles are then filtered using selectV(‘‘age’’ >
30), thus reducing the vertices to only those who have
an ‘‘age’’ property greater than 30. The obtained results
are converted to a flat list using extractV(‘‘age’’). The
aggregation operator aggregate(‘‘avg’’) finds the average age
on flat list extract by extractV(‘‘age’’). Finally, the predicate
is checked using evaluate(‘‘age’’ > 40), which tests if the
average age is greater than 40. It is important to note here
that the attribute ‘‘age’’ is referred to repeatedly, so it could
be replaced by a variable, as shown below.

graph.compute("triangle").
.selectV("age" > 30).extractV("age",X)
.Aggregate("avg").evaluate(X > 40)

The above snippet shows variable X , which is used in
extractV(‘‘age’’, X). This variable can referred to later in the
clause as in evaluate(X > 40).

7) TEMPORAL OPERATIONS
As discussed in Section III-A changes arrive at different
points of time in FlowGraph. Any modification, insertion,

or deletion of an edge or vertex is referred to as a change
in the graph. For the sake of simplicity let us assume that the
change is the addition of a vertex. Figure 2 shows that the first
vertex is added at time t1, and other changes occur at times t5,
t8, t12, t15 and t18. Consider the pattern below, which contains
followedBy() sandwiched by two clauses.

<clause1>.evaluate().followedBy("10")
<clause2>.evaluate()

FlowGraph does not evaluate clauses at a single point
in time; instead, it uses a window in which evaluation is
performed, as shown in the temporal window part of Figure 2.
It is important to note that all computations are triggered only
by the new change arriving in the system. In the given code
snippet above the first part is a clause followedBy() by another
clause. The time given in followedBy() provides the size of
the window. The first computation should start from t1 and
adding the time in followedBy() it should go till t11. In this
window, t1 is the start point while t11 is the end point of
the computation. However, since no change has arrived at
time t11, the system will wait until the next change arrives,
which is time t12 in this case. The first red part from t1 to
t12 indicates two points in time across which the computation
will be performed. Since the original computation was to
be performed at t1 and t11, at time t12 FlowGraph will go
back at time t11. As a result, clause 1 will be evaluated at
time t1, while clause 2 will be evaluated at time t11. Once
the computation is performed between time t1 and t11, the
window slides to the next available point in time, t5 in this
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FIGURE 3. Optimization for depth of 3 clauses.

case, and the endpoint of the window is also updated from t12
to t15—i.e., the window starts at t5, and end after the window
size specified by the followedBy(). In this case, Clause 1 will
be evaluated at time t5, while Clause 2 will be evaluated at
time t15; notice that in this case change has arrived exactly
at the end of the window size—i.e. at t15. Similarly, in the
last case the window slides between t8 to t18. All workers
store changes in vertices and edges along with the time at
which the change was made. This means that each worker
has different versions of the graph at any given point in time.
The client sends a timestamp with each change in vertex and
edge. To evaluate a clause at a certain time the worker extracts
vertices and edges at a given point in time.

IV. PROPOSED TECHNIQUE
This section discusses the optimizer design, where the pattern
is optimized at the master level before it is dispatched to
different workers. Optimization refers to the process in which
the given pattern is reformulated so that it can run in a
more efficient form. In this section, the terms ‘‘pattern’’ and
‘‘query’’ are used interchangeably, since most optimisation
problems are referred to as query. Section IV-A explains
the basic idea behind the optimization, while Section IV-B
presents an example of optimization. Section IV-B also
discusses how shuffling the query for the sake of optimization
does not affect the query result.

A. BACKGROUND
Section III-B1 describes the computation in FlowGraph.
It is important to note that not all compute() are equal,
some take more time than others. For example, a triangle
identification operation in a large-scale graph takes a much
longer time compared to computing how many outgoing
edges there are in vertices. The amount of time required to
perform a certain computing operation depends on howmany
iterations and computations are needed to get the final answer.
In Section III-B1 triangle identification and max incoming
edges are explained.

It can be seen that finding triangles requires several
exchanges of messages to assert the formation of the triangle
as compared to finding a maximum number of outgoing
edges. The basic idea of optimization is based on the fact that
if there is any heavy clause and it is executed first, then it
would take a long time before it could be True or False. Let
us assume that the heavy clause is followedBy() the lighter
clause and this evaluates to False. The result of both clauses
would be False, however, the time it took for a heavy clause
to execute gets wasted. For an illustration of the concept, two
types of compute() are chosen i.e. out-degree and triangle
identification arranged in the order from lighter to heavier.

B. OPTIMIZATION OF QUERY
Section III-B introduced the concept of a pattern of two
clauses. However, the pattern is not limited to two clauses;
rather, in general, a pattern consists of N clauses, where all
clauses are separated using followedBy(), as shown below.

<clause1>.evaluate(...).followedBy(...)
<clause2>.evaluate(...) .followedBy(...)
...
<clauseN>.evaluate(...)

Therefore, a single pattern is a set of N clauses C =

{C1,C2, . . .CN }. Each clause has a compute() clause ele-
ment. Every clause Cj consists of different components,
which can be divided into graph-based clause elements i.e.
compute(), select(), partition() aggregate-based clause ele-
ments i.e., extract() and aggregate() and predicate evaluate().

As an example consider the code snippet below, it has two
clauses, where the first one has compute(‘‘triangle’’), which
is heavy, while the second one has the lighter computation
compute(‘‘maxOutDegree’’); both are evaluated with the
window size of 10 since followedBy("10") has 10 as time
value.

graph.compute("triangle").
.selectV("age" > 30).extractV("age",X)
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FIGURE 4. Optimization for depth of 4 clauses.

.Aggregate("avg").evaluate(X > 40).

.followedBy("10")
graph.compute("maxOutDegree","Y").
.extractV("Y").evaluate(Y <= 5)

The above pattern consists of two clauses separated by
followedBy(). The first clause identifies the triangles and
filters out triangles using selectV() whose age property is
greater than 30. Converts the graph into a set of tuples using
extractV(), it only gets age property from each vertex and
gives it a variable name X . Finds the average age using
Aggregate() and applies the predicate evaluate() to check if
the average age is greater than 40. The second clause finds
the maximum out-degree and stores the result in variable Y .
This variable Y is stored on each vertex along with the other
properties of vertices. The graph is converted to a set of tuples
by using extractV() applied on variable Y . Finally, predicate
evaluate() is applied to check if themaximum in-degree of the
graph is less than equal to 5. Each jth compute() has certain
weights assigned to it, Cj → wj. For example, the weight
for the first clause in the snippet above is higher (triangle
identification) than the weight for the second clause, which
is lighter (maximum out-degree). Optimization is defined
as an out-of-order evaluation of N clauses based on their
weights wj, where the lighter clauses are evaluated before
the heavier ones. If a lighter clause is evaluated as False, the
heavier clauses are not evaluated. The major premise behind
this scheme is that even though a heavier clause evaluates to
True, if the following lighter clause is False, then the result
will be False. The optimal scheme would be to check if the
lighter clause is False, and then evaluation of the heavier
clause is not required at all, resulting in less computational
time.

Let us consider patterns made of three and four-clause
as an example of query optimization. The clauses used for
the proof of concept are shown in Figure 3 and Figure 4,
respectively.

1) THE THREE-CLAUSE CASE
For the three-clause case C = {C1,C2,C3} shown in
Figure 3, let compute() of these clauses be c1, c2 and
c3 respectively; there are two levels of clauses, i.e., L = 2.
The optimization algorithm back-propagates from the last
node c3 to c2, and it looks for nodes where c2 > c3. This
means c2 has a higher weight as compared to c3, therefore,
c2 is heavy and c3 is light. If c2 > c3 holds, the optimization
algorithm executes c3—the lighter clause—before c2, which
is a heavier clause. If c3 evaluates to false there is no need
to evaluate c2, since even if c2 is evaluated, the last clause
c3 becomes false and the entire pattern evaluates to false.
If c3 is pre-evaluated it would save the computation time
needed to evaluate c2.

If there is no such node at level c2 > c3, the algorithm
goes to level L = 0 and checks if c1 > c2. In this case, c2 is
evaluated before c1. This means c2 is lighter than c1, so the
same principle applied for c2 > c3 can be used here.

2) THE FOUR-CLAUSE CASE
For the four-clause case C = C1,C2,C3,C4 shown in
Figure 4, let compute() of C1, C2, C3 and C4 be c1, c2, c3 and
c4 respectively; the number of levels is three, so L = 3.
The optimization algorithm performs backpropagation going
from the last compute c4 backwards. It looks for nodes where
c3 > c4 holds. Thismeans c3 has a higherweight as compared
to c4, therefore c3 is heavy and c4 is light. If c3 > c4 holds, the
optimization algorithm executes c4 (the lighter clause) before
c3, which is a heavier clause. If c4 evaluates to false there
is no need to evaluate c4, since even if c3 is evaluated, the
last clause c4 becomes false and the entire pattern evaluates
to false. If c4 is pre-evaluated it saves the computation time
needed to evaluate c3. If there is no such node at level c3 > c4,
the algorithm goes at L = 1 and checks if c2 > c3, as shown
in Figure 4. In this case, c3 is evaluated before c4 in a similar
way as previously explained for c3 > c4. This means c3 is
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FIGURE 5. Increase of clauses versus times in second.

lighter than c4 and the same principle applied for c3 > c4 can
be used here.

3) THE N-CLAUSE CASE
The three and four-clause cases shown in Section IV-B1 and
Section IV-B2, respectively, can be extended toN clauses. For
such a case, the level of the tree will be L = N − 1. The tree
will be parsed from the leaf node containing cN−1 < cN . The
process is repeated for each level j such that j varies from L to
level 1, wherein each case condition cN−(j−L+1) < cN−(j−L)
is traversed backwards.

C. CORRECTNESS OF THE OPTIMIZATION
When the optimization is applied, the lighter clauses are
evaluated before the heavier clauses, which modifies the
order in which the pattern was intended to be executed. For
example, let us consider that clause 2 is lighter than clause
1 in the snippet given below.

<clause1>.evaluate().followedBy()
<clause2>.evaluate()

With the optimization, clause 2 will be evaluated before
clause 1, whereas in the original pattern clause 1 was intended
to be executed before clause 2. But would this flippingmodify
the correctness of the pattern (in other words, are the two
patterns equivalent)?

The best way to answer this question leads us to how
workers store graphs with timestamps. Each vertex is stored
with the time at which it was added, removed, or modified.
This means that graph computation as well as pattern
detection can be performed at any point in time without
affecting the graph at other times. As a result, FlowGraph can
move backwards or forward in history, irrespective of clause
order in the graph. Consider the example of Figure 2, and
assume that the first clause (e.g., triangle identification) is

heavy and evaluated at time t1, and the second is light (e.g.,
max incoming edges) and evaluated at time t11. If the second
clause is evaluated before the first clause at time t11, it would
be run on the graph at instance t11. Since the graph at t11 is
not affected by whether the triangle identification was run
on time t1 or not, evaluation at time t11 is order oblivious.
In other words, changing the evaluation sequence of clauses
does not alter the overall result of the clause. More precisely,
the correctness of the optimization is ensured by the four
principles of evaluation in FlowGraph, which make clauses
position-oblivious.

1) GRAPH STATE INDEPENDENCE
The graph data structure maintains its state independently
of the order in which computations are performed on it.
Each vertex in the graph is timestamped, indicating when
it was added, removed, or modified. As a result, the
evaluation of each clause operates on the graph state at the
time of evaluation, unaffected by the order in which other
computations are performed. Let G denote the graph data
structure, and V represent the set of vertices inG. Each vertex
vi ∈ V is associated with a timestamp ti, indicating its state at
a given time. Consider a clause Ci in the pattern, evaluated at
time ti. Let f (Ci,Gti ) represent the result of evaluating Ci on
graph G at time ti. The evaluation function f operates solely
on the state of the graph at the time of evaluation. Therefore,
for any clause Ci, its evaluation is independent of the state of
the graph at any other time.

2) TEMPORAL EVALUATION
When a clause is evaluated, it operates on the state of the
graph at that specific timestamp. This means that the result
of evaluating a clause is determined solely by the state of
the graph at the time of evaluation, regardless of when other
computations were performed. Given the timestamped nature
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FIGURE 6. Impact of error variance on results.

TABLE 1. Abbreviation used in the simulations.

of the graph, each clause’s evaluation is tied to a specific
timestamp. Let ti be the timestamp associated with clause Ci.
For any clause Ci, its evaluation is solely determined by the
state of the graph at time ti.

3) PATTERN COMPOSITION
The pattern is composed of individual clauses, each rep-
resenting a specific computation or condition. The overall
result of the pattern is determined by the combined
results of evaluating these clauses. Since each clause’s
evaluation is independent of the other clauses, the overall
result of the pattern remains unchanged regardless of
the evaluation order. The overall result of the pattern is
determined by the combined results of evaluating individual
clauses.

4) CONSISTENCY OF RESULTS
The consistency of results is maintained irrespective of the
order in which clauses are evaluated. This is because the
evaluation of each clause is based on the same underlying
graph state, ensuring that the computed results are consistent
regardless of the evaluation order.

V. RESULTS AND PERFORMANCE EVALUATION
This section presents the results obtained after performing
various experiments. The main goal of our experiments is
to validate that our optimization algorithm executes patterns
in less time than the non-optimized algorithm. Section V-A
describes the experimental setup. To validate our algorithm
three experiments are being performed, with varying clause
sizes (Section V-B), types of clauses (Section V-C and
Section V-D), and graph sizes (Section V-E).
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A. EXPERIMENTAL SETUP
The original FlowGraph implementation, which is freely
available [101], was evaluated on EC2 instances of the Ama-
zon AWS cloud [30], [31]. The experiments presented in this
paper were carried out on a server running Ubuntu Linux on
an Intel i7 (12th generation) processor with 128 GB of RAM.1

The three-experiment setup proves that our optimization
algorithm gives a much better time regardless of graph size,
execution order, number of clauses, and clause elements.
The first experiment, described in Section V-B, shows that
the optimized queries take much less time as compared to
non-optimized ones. The second experiment, presented in
Section V-D, shows that varying clause elements do not
affect the optimisation. Different possible combinations of
clause elements have been used, and the results show that the
optimization works regardless of the clause elements chosen.
Finally, Section V-E shows that the optimization works on
graphs of any size. The synthetic graph generator (SGG)
was used to generate the graphs for the experiments. The
SGG application in our framework can generate directed and
undirected graphs of any size.

B. OPTIMIZING QUERIES WITH VARYING CLAUSE SIZES
The first experiment is designed to check the impact of
the variation of the placement of heavy compute clauses
in the pattern. As discussed in Section III-B1 a ‘‘triangle
identification’’ operation is heavy, while ‘‘Max Out-Degree’’
is light. The number of clauses has been increased from
two to eight. For this experiment, we have kept the
injection speed to 5 changes per second (CPS), using
graphs of size 1000k vertices, and 4 workers; also, the
clause has all elements i.e. compute(), selectV(), extractV(),
partitionBy(), aggregate(), and evaluate(). It can be seen in
Figure 5 that in all cases the gap between optimized and
non-optimized computations grows as the number of clauses
increases.

Patterns consisting of multiple clauses, categorized as
either heavy or light based on their computational require-
ments, can be optimized to improve execution time. However,
certain patterns may be non-optimizable, meaning that the
clauseswithin these patterns cannot be rearranged or swapped
to achieve better performance, resulting in the execution time
of the original and optimized clauses remaining the same.
This can be checked by implementing the optimizer and
comparing the execution times of the original and optimized
patterns. By analyzing patterns that are categorized as non-
optimizable, the conditions that prevent optimization can
be determined. Table 2 shows the breakdown of clauses of
Figure 5 from two clauses up to four. A scenario has been
considered where the light clause is False to experiment with
two clauses. For the first case ({Heavy,Light}), evaluating
the pattern without optimization took 10 seconds, while
with the optimization it took 3.5 seconds since in this

1A single-threaded,monolithic version of the optimizer, which can be used
to run FlowGraph on a single machine, is freely available at [102].

case the light clauses are evaluated to False, so the heavy
ones are not evaluated. This is a reduction of one-third of
the total time. However, no optimization is done if both
clauses are either light, heavy or end with heavy. For three
clauses all eight combinations are shown in Table 2, and it
can be observed that the optimization is possible for four
out of eight clauses. For the {Light1,Heavy,Light2} case
two variations have been considered: in the first variation
Light1 is False, in the second variation Light1 is True, while
Light2 is False. In all cases, the optimized computation
takes 1

4 of the time of the non-optimized one. In the
{Light1,Heavy,Light2} and {Heavy,Light1,Light2} cases
the optimized computation takes 1

4 and 1
2 of the time of the

non-optimized one, respectively. Similarly, for four clauses,
there are 11 patterns out of a total of 16 that are optimizable.
Figure 5 shows the average of the total computation time

in each N -clause pattern. The values given in Figure 5
and Table 2 are computed after repeating the experiment
20 times. The execution time of each iteration varies slightly
depending on how busy the processor is during execution.
Columns ‘‘without optimization’’ and ‘‘with optimization’’ in
Table 2 show, between brackets, the minimum and maximum
execution times for each repeated experiment. The times
shown in the Table and figures are the averages over
all iterations. As Figure 6 shows, the difference between
minimum and maximum times is between 0.5s and 1.5s,
independent of whether the pattern was optimized. Hence,
the results given in Figure 7 are consistent, and the variance
in execution time does not change the conclusion that the
optimization reduces the time concerning non-optimized
executions.

C. VARYING CLAUSE ELEMENTS
This section describes themethod underlying the experiments
shown in Section V-D, which concerns the impact of
changing clause elements. Table 1 provides the abbreviations
(explained later) used to label the experiments shown in
Figure 7 and in Figure 8.

1) EXTRACT, AGGREGATE WITHOUT SELECT
In the first variation, the following are removed: selectV()
(i.e., filtering) from the clause, abbreviated as ‘‘without
select’’ (WOS). The clause contains extractV() and aggre-
gate() operations abbreviated as ‘‘extract, aggregate’’ (EA),
as shown below. The combination of ‘‘without select’’ and
‘‘extract, aggregate’’ is abbreviated as WOS-EA.

graph.compute(...)
.extractV(...).aggregate(...)

2) PARTITION, AGGREGATE WITHOUT SELECT
As a variation of Section V-C1, the following are being
included: partitionV(). In this case, graph computation is
performed, and the result is grouped (partition) and then
converted to a list of tuples, abbreviated as ‘‘partition,
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FIGURE 7. Varying number of clauses with different clause elements.

aggregate’’ (PA). The combination of ‘‘without select’’ and
‘‘partition, aggregate’’ is abbreviated as WOS-PA.

graph.compute(...).partionBy(...)
.extractV(...).aggregate(...)

3) SINGLE ATTRIBUTE SELECT, EXTRACT, AGGREGATE
In sections V-C1 and V-C2 the clause without filtering is
applied before tuples are made. In this new case, a single
attribute filtering has been performed, without partitioning,
as shown below and abbreviated as ‘‘single attribute extract
aggregate’’ (SA-EA).

graph.compute(...).selectV("age" > 30)
.extractV(...).aggregate(...)

4) SINGLE ATTRIBUTE SELECT, PARTITION, AGGREGATE
The single attribute select in Section V-C3 is extended
here to incorporate partition, abbreviated as ‘‘single attribute
partition select’’ (SA-PS).

graph.compute(...).selectV("age">30)
.partitionBy(...).extractV(...)
.aggregate(...)

5) TWO ATTRIBUTE SELECT, EXTRACT, AGGREGATE
So far clauses without select have been discussed in
sections V-C1 and V-C2, and single select attribute in
sections V-C3 and V-C4. In these two new cases, the pattern
is extended to two attributes (TA). In the first case below,
the selectV() is applied with partitionBy(), abbreviated as
‘‘two attributes select extract aggregate’’ (TA-SEA), as shown
below.

graph.compute(...)
.selectV("age">30 and"country"="Italy")
.extractV(...).aggregate(...)

In the second case, partitionBy() with two attributes
selectV(), abbreviated as ‘‘two attributes select partition
aggregate’’ (TA-SPA) has been included.

graph.compute(...)
.selectV("age">30 and "country"="Italy")
.partitionBy(...).extractV(...)
.aggregate(...)

D. IMPACT OF VARYING CLAUSE ELEMENTS
For the second experiment, the elements in each clause
have been changed; notice that, in the figures, optimized
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FIGURE 8. Varying graph sizes with different clause elements (For varying clauses).

executions are shown in yellow, while unoptimized one are
shown in cyan. As shown in Figure 7, the first case does
not have any selectV() (without filtering), the second one
has a single selectV() attribute i.e. age, and the third one
has two attributes selectV(), age and country. In each case,
the number of clauses in the pattern is increased from two
to six. The clause without selectV() has two variations, one
with extractV() and one with partitionBy(). In all cases,
a constant rate of change has been used, a graph size of
1000k vertices, and four workers. The number of clauses is
being changed from two to five. Note that the experiments
depicted in Figure 7 have slight variations of execution times
and the figure shows the average duration of 20 executions
per experiment. As shown in Figure 6, the execution time
of each experiment varies between minimum and maximum
values. Nevertheless, the time variance, which is in the
order of the second, does not affect the shape of the graphs
or the overall results of Figure 7. In each case, it has
been considered that clauses do not have: all light, all
heavy, or heavy at the end of clauses. In other words, the

optimizable cases are being selected. For two clauses there
is only one case where optimization is possible, i.e., heavy
followedBy() light. For the three-clause pattern, there are four
cases where optimization is possible, while for four clauses
eleven optimizable scenarios are possible. Results obtained
with varying clause sizes are shown in Table 2. The results
presented in Figure 7 show that the trend for single and two
attributes is the same if the number of clauses is changed from
two to five.

E. IMPACT OF VARYING GRAPH SIZE
The third experiment is designed to check the impact of graph
size on the optimization algorithm. The number of clauses
is changed from two to four and the size of the graph is
varied from 250k to 1000k vertices. For this experiment,
4 workers are used and the injection speed of 5 CPS is
maintained. Along with graph size and the number of clauses,
the number of clause elements is modified (the corresponding
abbreviations are shown in Table 1). It can be seen in Figure 8
that in all cases the trend of the increase in optimization
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time as the graph size increases are similar for two, three,
four, and five clauses. Moreover, comparing different clause
elements in the overlay plots shows that the trends also remain
comparable for varying clause elements. Finally, the gap
between the optimized and non-optimized curves shows an
almost similar deviation for all clause elements. This leads us
to argue that the proposed optimized algorithm is not affected
by the graph size, clause elements or the number of clauses.
As discussed in Section V-D, Figure 8 shows the average
duration computed over 20 executions per experiment. Like
in Figure 7, the slight variations (in the order of the second)
of the execution time do not affect the overall results shown
in Figure 8.

F. LIMITATIONS AND FUTURE WORK
In this paper, the optimizations for pattern detection frame-
works over large-scale graphs are discussed. The results show
a 75% reduction in time in query processing capabilities of
the FlowGraph engine, though the same techniques could also
be implemented for other platforms. However, the technique
also has limitations, optimization is only possible if the
clauses of the pattern occur in a certain order. For example,
optimization is not possible if the pattern has all clauses of
similar weight i.e., all light or all heavy. The second limitation
of this work is that the results are tested over synthetic graphs,
and software is used to generate graphs of different sizes.
In this paper, testing for optimization algorithms is done for
different graph sizes, varying clause types in a pattern, and
clause sizes in a pattern. However, a constant injection rate
for changes of 5 CPS is assumed. In future work, the impact
of variations in the injection rate will be tested. FlowGraph
can not handle deep learning algorithms, as future work is
planned to includemachine learning-based algorithms. In this
case, the algorithm will be trained using offline training data,
once trained the model will be deployed on a FlowGraph
which could asses vertex or edge properties to take certain
decisions.

VI. CONCLUSION
Modern-day graphs are dynamic and they evolve temporally.
Current large-scale graph processing systems do not accom-
modate such temporal changes while evaluating large-scale
graphs. Moreover, large-scale graph processing systems do
not allow pattern detection which has a central place in stream
processing systems. We presented FlowGraph [30], [31],
a large-scale processing framework that can handle graph
computations along with pattern detection for temporally
evolving graphs. Large-scale graph processing uses an
iterative computation paradigm known as TLAV; however,
pattern detection requires a data pipeline that can process
data in a very short time. In this paper, we presented a
query optimization for FlowGraph which can reduce query
processing time and enable more efficient pattern detection
for large-scale graph processing. Our results proved that 75%
of optimization can be achieved, independent of graph size,
clause elements, and number of clauses in the pattern.
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