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Abstract: 
Physical reservoir computing is a brain-inspired computational framework that allows information 
processing by exploiting the complex dynamics of high-dimensional physical systems. In this context, 
self-organizing memristive systems composed of interacting nano-objects have been proposed as 
multipurpose platforms for the hardware implementation of reservoir computing (RC). Here, we 
report on Mackey-Glass time series prediction with memristive nanowire (NW) networks. Besides 
showing that emergent memristive dynamics of these networks modeled through a graph theoretical 
approach can be exploited for time series prediction, it is shown that the accuracy of the system can 
be tailored through appropriate configuration of the multiterminal NW network. Results show that 
NW networks can be exploited for in materia implementation of reservoir computing paradigm 
towards the realization of brain-inspired neuromorphic systems based on low-cost self-organizing 
nanomaterials. 
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Introduction 
In the era of Big Data and machine learning, the ever-growing demand of computing power 
is hampered by current computing technologies. In this scenario, neuromorphic computing 
architectures inspired by biological concepts associated to the human brain have been 
proposed as energy-efficient alternatives to conventional computing architectures. [1], [2]. 
Indeed, neuromorphic architectures could enable to overcome the von Neumann bottleneck, 
i.e., the continuous and intensive exchange of data in between memory and processing units 
that is responsible for a large part of the power consumption. 

While neuromorphic chips were originally associated to analogue silicon technology [3], 
current neuromorphic computing devices are exploring a wide range of emerging materials 
and concepts [1]. Among such new technologies, memristive devices are emerging as ideal 
candidates for biologically inspired neuromorphic architectures and in-memory computing 
systems. These are two terminal devices where the internal resistance state can be 
analogically tuned depending on the history of input voltage and current [4]. Similarly to any 



biological system but differently from common solid state electronic devices, the dynamics 
of such memristive states is ruled by ionic transport, while electronic motion typically plays 
a minor role. By coupling ionics with electronics, these devices have been demonstrated to 
be able to emulate a wide range of functionalities typical of biological neurons and 
synapses [5], [6]. For this reason, large arrays of memristive devices organized in the so-
called crossbar architecture have been exploited for hardware implementation of brain-
inspired computing [7]. 

As an alternative to memristive crossbar architectures, self-assembled memristive 
nanonetworks have been demonstrated for in materia implementation of neuromorphic type 
of data processing [8]–[17]. Differently from crossbar architectures where a fine tuning of 
each single element composing the network is required, functionalities of self-assembled 
systems rely on the collective emergent behavior due to the non-linear interaction of a huge 
number of nano objects [18]. In this context, nanowire (NW) networks have been 
demonstrated to possess typical brain-like functionalities like homo- and heterosynaptic 
plasticity [8]. 

On the other hand, progresses in neuromorphic hardware have been accompanied by the 
development of new computational models and computing paradigms inspired by biological 
neural networks. Derived from recurrent neural network models such as echo state networks 
(ESNs) [19] and liquid state machines (LSMs) [20], reservoir computing (RC) has recently 
attracted a growing attention as a bio- inspired unconventional computing paradigm able to 
perform temporal/sequential information processing with fast learning and reduced training 
cost. At the same time, RC is more and more employed as hardware implementation in a 
wide range of physical systems and devices [21], [22]. Thanks to their non-linear complex 
emergent dynamics, self-assembled memristive networks have been proved as ideal 
platforms for such so-called “physical” reservoir computing [23]–[27]. 

Here, we report on the simulation of physical reservoir computing in memristive NW 
networks for Mackey-Glass time series forecasting. The simulation framework is composed 
as follows: the NW network topology is modelled through graph theory, while the memristive 
interaction in between nano objects is analytically defined through a potentiation-depression 
rate balance equation deduced from physical arguments. In this framework, the emergent 
spatio-temporal memristive dynamics of NW network is revealed and exploited for the 
realization of a “physical reservoir” for in-materia implementation of time-dependent 
computing tasks. In particular, the influence of the multiterminal NW network configuration 
on computing performances has been analyzed by implementing Mackey-Glass time series 
forecasting. Results show that memristive NW networks represent suitable substrates for in-
materia implementation of reservoir computing, towards the realization of neuromorphic 
computing base on self-assembled systems. 

 

 

  



Results and Discussion 
 
A. Physical Reservoir Computing 
A schematization of the physical RC concept is reported in Figure 1. Here, a physical system 
or device acts as a “reservoir” able to nonlinearly project an input signal u(t) into a feature 
space x(t) that represents the reservoir internal state. After this nonlinear transformation 
enabled by internal complex dynamics of the physical system/device, features can be 
analyzed by a readout algorithm, where output weights Wout are the only weights to be 
trained by comparing the output y^(t) with the desired output. Since training occurs only at 
the readout and the training phase is typically the most expensive in terms of runtime and 
power consumption, this computing paradigm is usually associated to low -cost training and 
fast learning [21], [22]. 
 
B. Memristive Nw Networks as Physical Reservoirs 
NW networks are complex systems of highly interconnected NW s, characterized by 
macroscale electronic paths supported by the high number of memristive NW 
junctions [28], [29]. Under electrical stimulations, emerging spatiotemporal memristive 
dynamics of NW networks in multiterminal configuration has been demonstrated to be 
exploitable for the realization of a physical reservoir able to process multiple input 
signals [23], [24]. The emergent behavior of these networks can be modeled by means of a 
graph-theoretical approach [13], [30]. For this purpose, the process of NW network self-
assembly can be mimicked by randomly dispersing 1D objects on a 2D surface [13], [31]. 
According to experimental results obtained with Ag NW networks, where the morphology 
was assessed by SEM imaging [13], the length of simulated NWs was chosen from a normal 
distribution with mean value of 40μm and a standard deviation of 14μm. These NWs were 
randomly dispersed on a 170×170μm2 plane, as reported in Figure 2a. Here, red dots 
correspond to the geometric NW center, while blue dots represent a junction formed at the 
interconnection among NWs. The obtained network can be then mathematically represented 
as a graph G=(V,E) where V and E are the set of nodes and edges, respectively. In this 
framework, each NW is mapped as a node, while each junction is mapped as an edge. 
Figure 2b reports the graph representation of the NW network topology simulated in Figure 
2a. 

 
Fig. 1. 
Conceptual schematization of the physical RC paradigm where a physical system/device acting as a reservoir projects an 
input signal u(t) into a feature space x(t) that is then analysed through a readout function to give the predicted 
output y^(t) after training of readout weights Wout. 
 

https://ieeexplore.ieee.org/mediastore/IEEE/content/media/10405419/10405547/10405786/10405786-fig-1-source-large.gif


The dynamics of the system is provided by the memristive interaction between NWs (nodes) 
responsible for a reconfiguration of the network under external electrical stimulation. In this 
context, the graph representation of the NW network can be represented as an electrical 
circuit where edges are represented by memristive elements, as schematically represented 
in Figure 2c. 

More in particular, the NW network can be mathematically represented as a memristive 
graph where the conductivity of edges evolves over time depending on the spatial location 
and temporal sequence of external electrical stimulation [32]. Memristive dynamics of 
memristive edges have been modeled with one equation for memory state and one for 
electron transport, as detailed in ref. [33]. 

The memory state gij of the edge connecting nodes i and j is represented by the normalized 
edge conductance and is described by means of a physics-based potentiation-depression 
rate balance equation that models short-term memory effects: 
 

 
 
 
where κP,ij and κD,ij are the potentiation and depression coefficients, respectively, of the 
edge ij. These coefficients are defined as a function of the applied voltage through the 
relationships: 
 
 

 
 
 
 
 

 
 
Fig. 2. 
Memristive NW network as a memristive graph. (a) NW network topology simulated by dispersing 1D objects on 
a 2D plane. 500 NWs with an average length of 40 μm (standard deviation of 14 μm) are randomly dispersed on 
a 170×170μm2 plane. Red dots represent the NW geometrical center while blue dot represent NW junctions (b) Graph 
representation of the NW network reported in panel a where each NW is represented as a node while NW junctions are 
represented by edges. (c) Conceptual schematization of the memrsitive edge interaction in between NW nodes. 
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Fig. 3. 
NW network as a multiterminal memristive reservoir. (a) Mackey-Glass input voltage signal obtained by transforming and 
normalizing the time series signal in the range 1–6 V. (b) NW network reservoir where the Mackey-Glass input voltage 
signal is applied at terminals A of resistances (R=82 Ω) connected at terminals B to multiple input nodes Ni (red nodes). 
Reservoir outputs are collected at terminals B of resistances (R=82 Ω) connecting reading nodes Nr (black nodes) and 
ground. Hidden nodes of the NW network are represented in grey. The schematization refers to a NW network with 500 
NWs, Ni=50 and Nr=150(c) Reservoir output voltage signals. 
 

Where κP0 and κD0>0 are constants, ηP,ηD>0 are the transition rates while Vij is the 
voltage across the junction. The rate balance equation with this exponential voltage 
dependance typical of ionic transport can be analytically solved through a recursive method, 
as detailed in ref. [33]. Electronic transport can be modeled through the equation: 
 

 
 
where Gmin and Gmax are the minimum and maximum of conductance of each edge, 
respectively. Model parameters were extracted from experimental data [23]. Modified 
voltage analysis was exploited to calculate voltages at each network node and current 
flowing in network edges at each timestep. In agreement with experimental results, this 
modeling approach allows to simulate the emergent short-term dynamics of memristive NW 
networks, as detailed in ref. [13]. 
 
 
 
 
C. Mackey-Glass Time Series Forecasting 
The time series prediction task was implemented by considering the Mackey-Glass time-
delayed differential equation: 

 

 
 

with parameters β=0.2, γ=0.9, n=10 and τ=18 corresponding to chaotic dynamics. In this 
case, the equation represents a chaotic system that has a deterministic form but is difficult 
to predict with standard machine-learning techniques [34]. In a preprocessing step, the time 
series was normalized and transformed to an input voltage signal in the range 



1 −6V (Figure 3a). As schematized in Figure 3b, the time-dependent input signal is applied 
to a set of input network nodes (Ni) through series resistances R (terminals A), while the 
reservoir output is represented by voltages measured on resistances R (terminals B) 
connecting a set of reading nodes (Nr). A resistance value of 82 Ω was considered for 
simulations. A detailed description of the RC implementation strategy can be found in 
ref. [24]. Figure 3c reports temporal evolution of reading node voltages representing 
nonlinear transformations of the input signal. These multiple outputs are then passed to the 
readout that perform autonomous forecasting by exploiting the virtual node method for 
delayed feedback systems [35]. 
 
Initially, a teacher signal was applied to the set of input nodes Ni while output dynamics was 
exploited to train the readout. Training of the readout was performed by linear regression. 
Figure 4a reports the target and the predicted signal by considering a network with 500 NW, 
Ni=50, Nr=150 and a set of 20 virtual nodes. As can be observed, the target and predicted 
values well matches with an accuracy of  ≈95%, revealing that the trained readout can 
forecast the next time step signal based on reservoir outputs. Note that the accuracy was 
evaluated as 1- RMSE, where RMSE is the root mean square error. After training, 
autonomous and continuous prediction can be performed by feeding a new input to the 
reservoir in a closed feedback loop. Because of the chaotic time series dependence on the 
initial conditions, an initialization step was needed: a true input (without training) was sent 
to excite the network from its pristine state. After that, the readout output is sent as reservoir 
input in a closed feedback loop to perform autonomous forecasting, as reported in Figure 
4b. As shown, an accuracy of 88 % over 100 time steps is achieved during the autonomous 
forecasting with the expected ground truth plotted as a reference. As prediction goes 
forward, accumulation of small errors in the forecasting results in phase shifts with 
consequent deviations from the ground truth, even if main features of the Mackey-Glass 
time series are maintained in the output signal. However, the unavoidable divergence from 
the ground truth with time can be mitigated by periodically updating the reservoir with the 
truth signal, allowing to achieve long-term time series forecasting [23]. 
 
To better elucidate the computing capabilities of the system as a function of the number of 
reservoir outputs, the system accuracy evaluated by considering 100 time steps of time 
series prediction is reported in Figure 5 for different values of Nr/N ‘ Here, a multiterminal 
NW network with 500 NW, a set of input nodes Ni=50 and a set of 20 virtual nodes have 
been considered, where box plots have been realized by considering results obtained on 10 
different NW topologies realized by dispersing NWs with a different random seed. 
 

 
Fig. 4. 
Mackey-Glass time series prediction with a NW network physical reservoir. (a) Training and (b) autonomous forecasting of 
the Mackey-Glass time series. Results have been obtained by considering a NW network with 500 NWS, Ni=50, Nr=150, 
and 20 virtual nodes. 



 

 
Fig. 5. 
Accuracy of the system for Mackey-Glass time series prediction as a function the the percentage of reading nodes Nr. The 
accuracy was evaluated by considering 100 timesteps of autonomous time series prediction after training of the readout 
mathrmin a NW network with 500 NWs, by fixing Ni=50 and by considering 20 virtual nodes. Box plots were obtained by 
considering 10 different NW topologies, where midline represent median value, boxes the 25th and 75th percentiles and 
whiskers the 10th and 90th percentiles. 
 

As can be observed, the median accuracy of the system tends to increase by increasing the 
percentage of reading nodes up to about 30 %, while saturation of median accuracy can be 
observed by further increasing the reading node percentage. Notably, a larger distribution 
of accuracy values can be observed for lower values of Nr/N suggesting that the peculiar 
network topology in this case plays a more relevant role in determining the network 
accuracy. In this context, it is worth noticing that an appropriate tailoring of the network 
topology allows to achieve even larger values of accuracies for lower values of Nr/N. For 
example, results shows that a peculiar network topology can achieve an accuracy of 91% in 
case of Nr/N =20, even if the median value of accuracies over different network topologies 
is in this case lower than median values obtained with higher Nr/N percentages. In this 
context, it is worth mentioning that the model does not considers i) junction-to-junction 
variability of the memrsitive response experimentally reported by considering single NW 
junction devices [8] and the possible presence of inhomogeneous areas over the network 
experimentally discussed through electrical resistance tomography [28], [29]. Despite the 
effect of these unavoidable non-idealities will require further investigation, it is worth 
mentioning that variabilities that can led to different nonlinear responses of different network 
areas can be even beneficial for the extraction of relevant features of the input signal [36]. 
In this context, further work will be necessary to elucidate the relationship in between 
peculiar network topologies and computing capabilities. 

 
Conclusions 

In conclusion, we reported on the implementation of physical reservoir computing in NW 
networks through simulations based on a graph theoretical approach. Results show that the 
NW network in multiterminal configuration acts as a physical reservoir able to map the input 
time series signal in a high dimensional feature space that, after readout training, can be 
exploited for autonomous time series prediction. Besides showing that the accuracy of the 



system can be tailored by appropriate selection of reservoir reading nodes, results suggest 
that computing capabilities rely also on the network topology. More generally, simulations 
reveal that randomly dispersed NW networks can be exploited for the realization of 
neuromorphic systems capable of performing computing tasks involving time series 
forecasting. 
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