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Abstract
Modern reality and the environments in which we live are characterized by technology components geared toward automatic
management through pervasive services. Thanks to the advent of the Internet of Things, such environments can provide
information such as pollution levels, public transport conditions, efficiency of energy distribution networks, and identification
of suspicious activities by generating complex scenarios. The profitable management of such scenarios can be performed
through context modeling and methodologies that can extract and understand environmental information by preventing
certain events through artificial intelligence techniques by increasing Situation Awareness. This paper focuses on developing
a methodology with predictive capabilities and context adaptability for managing complex scenarios. The use of semantic and
graph-based approaches, unlike many approaches used, leads to better integration of knowledge, resulting in improved system
performance. In addition, such approaches allow understanding of what is happening in the system at a given time, enabling
manipulation and integration of semantic information. Graph-based approaches chosen for this purpose are Ontologies,
Context Dimension Trees, and Bayesian Networks, which are able to support the end-user or expert user in handling complex
scenarios. The proposed methodology has been validated and applied to real complex scenarios based on the IoT paradigm.
The proposed approach validation was conducted using open data from the city of London; a practical scenario case study
was conducted in the field of automated management of a Smart Home. In both cases, the system achieved promising results.

Keywords Artificial intelligence · Bayesian network · Complex scenarios · Internet of Things · Ontology · Situation
awareness

1 Introduction

Modern reality is characterized by a vital technological
component oriented to providing intelligent and pervasive
services. Through modern smartphones, people are always
connected to the Internet, accessing and exchanging consid-
erable information. Even the environments and the services
are managed, sometimes autonomously, through technolog-
ical and pervasive systems. This concept has led to modern
complex environments, one of which is represented by Smart
Cities. Smart Cities are designed to optimize resources for
economic growth, environmental efficiency, and stability by
utilizing integrated technological solutions. Contemporary
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settings use various data sources, including traffic conges-
tion metrics, power usage figures, and records of public
safety incidents, to enhance urban services [1]. A crucial
concept that drives the creation of these intricate environ-
ments is the Internet of Things (IoT) [2–4]. The term IoT
denotes the concept that objects, or “devices,” are con-
nected and able to exchange information among themselves
and humans. Through data acquisition and exchange, these
devices improve the awareness of the entities and envi-
ronments in which they are located. Specifically, the IoT
allows for the characterization ofmonitored environments by
describing their main features through acquired data [5]. In
this sense, IoT permits to reach a digital copy of the environ-
ment in which devices are located. However, this paradigm,
oriented toward exchanging information, allows information
generation according to the Big Data phenomena. In fact,
ever-increasing digitization and the attempt of IoT to rep-
resent those complex scenarios involve producing specific
data that conventional methods cannot process. It is possible
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to define a scenario as a set of conditions in which systems,
humans, and the environment interact [6]. Usually, systems
work to support humans in performing a task; therefore, it
is used for decision-making. A scenario became complex
where the interaction among these three entities requires a
significant effort to decide because of the number of variables
involved in the decision process. Therefore, complex scenar-
ios can involve more different entities, requiring systems to
expend additional effort to support humans [7].

This development poses several questions regarding using
this data and the capacity to process it to enhance the quality
of living spaces. Could this information be leveraged to turn
scenarios from complex to useful for humans?

Properly filtered data can be used to achieve the Context-
Awareness [8–10].An in-depth comprehension of the context
is critical to choosing or designing a suitable framework,
which allows extracting relevant information to process data,
model reality, and provide answers. However, describing the
context is not enough since performing actions to improve
the environment’s livability is necessary. For this reason, it
is possible to exploit the Situation Awareness paradigm [11,
12]. This concept refers to systems able to extract and under-
stand environmental information and predict the occurrence
of certain events. This paradigm can be improved by artificial
intelligence techniques oriented to machine learning mod-
els, leading systems to perform autonomous decisions.Many
approaches in the scientific literature address the manage-
ment of complex scenarios inwhich severalmachine learning
and deep learning techniques are employed. However, many
of these approaches are complex. In many cases, even if the
algorithms provide understandable results, it is difficult for
users to visualize and understand the processes that lead to
the resolution of the problem. Therefore, it would be inter-
esting to introduce a methodology that integrates contextual
data andmanages analysis and prediction processes available
to users.

This paper focuses on methodology development with
predictive capabilities and context adaptability for manag-
ing complex scenarios. The added value of the proposed
approach lies in integrating contextual analysis into semantic
values using graph-based techniques, as detailed subse-
quently. Specifically, leveraging context to manage domain
knowledge significantly facilitates a probabilistic analysis to
enhance systemperformance [13, 14].Additionally, adopting
selected graph methodologies enhances the explainability of
the decision-making process. Graph-based approaches allow
anunderstandingofwhat is happening in the systemat a given
time, allowing the manipulation and integration of semantic
information. The graph approaches chosen for this purpose
are Ontologies [15], Context Dimension Trees (CDT) [16],
and Bayesian Networks [17] Ontologies, which facilitate the
formal representation of specific domains, enabling collabo-
ration between humans andmachines. Specifically, they offer

an explicit specification of conceptualizations, abstractions,
and simplifications of the environments in which systems
are designed to assist humans [15]. Ontologies should be
explicit, coherent, and extendible to reach this goal. This
study leverages task ontologies designed around applica-
tion domains, which could provide enhanced support and
improve system performance [18]. A Context Dimension
Tree is a specificmodel for context representation, represent-
ing all possible contexts. Bayesian networks are probabilistic
graph models that can predict the occurrence of specific
events. In summary, the proposed approach, defined as the
Multilevel Graphic or MuG approach, exploits three graph-
ical approaches: Ontology, Context Dimension Tree, and
Bayesian Networks. The system aims to provide answers and
applications that can impact the real environment, helping the
end-user or expert user manage complex scenarios. Themain
contribution of this work is the introduction of a method-
ology based on the three graphs (Context Dimension Tree,
Ontology, and Bayesian Network) to manage contextual data
to achieve situation awareness. In particular, by integrating
the context identified through the CDT with the semantic
relations of the Ontology, we can model the structure of
the Bayesian Network to fit complex scenarios. In addition,
this work includes the proposed methodology in an archi-
tecture that allows humans to be supported through services
developed through data elaboration. The proposed method
has been validated and applied to several case studies based
on the IoT paradigm, obtaining promising results. There-
fore, this work’s main contribution combines three graph
approaches to manage complex scenarios and support users
in the decision-making phase.

The document is organized as follows. The next section
reports related works based on the Internet of Things
approach to achieve Situation Awareness; Sect. 3 focuses
on the proposed approach; Sect. 4 reports an experimental
campaign designed for the proposed approach testing; Sect.
5 presents the conclusions.

2 Related works

This section outlines the progression of the Internet of Things
(IoT), exploring attaining Context and Situation Aware-
ness via IoT and applying graph-based methodologies like
Ontologies, Context Dimension Trees (CDT), and Bayesian
Networks in research.

The IoT concept encapsulates the interaction and data
transfer between devices and humans over networks. This
constant data flow catalyzes a prominent phenomenon in
managing intricate scenarios: Big Data. Crafting algorithms
and solutions to decipher and engage with this extensive data
corpus is a crucial contemporary challenge [19]. Data man-
agement has expanded across three axes: volume, velocity,
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and variety, collectively known as the 3Vs, which are pivotal
in definingBigData infrastructure characteristics [20].Merg-
ing IoTwith Big Data paradigms profoundly impacts various
facets of daily life and user behavior. This integration aims
to harness and interpret data to meet critical human-centric
goals like enhanced quality of life, economic progress,
and improved environmental sustainability and resilience.
These objectives are furthered by designing urban spaces
that leverage integrated technologies and optimize resources,
advancing crucial areas such as mobility, communication,
economy, employment, environment, and governance.More-
over, in the contemporary landscape of Industry 4.0, the
adoption of IoT has prompted a reevaluation of all manufac-
turing processes. Mainly, sensors are employed to monitor
and control processes in real-time, deriving valuable insights
for supply chain, maintenance, and production enhancement
[2, 21].

The concept of context has been extended to all aspects
that characterize the user concerning the capabilities that
information systems can deliver. For this reason, complex
and general context models have been proposed to support
context-aware applications, which leverage them, for exam-
ple, to adapt interfaces, tailor a set of application-relevant
data [8], increase the accuracy of information retrieval,
discover services, and compose services [9], make user inter-
action implicit, and create intelligent environments [22].
Several other examples of context-aware systems leverage
different technologies for context management. In particu-
lar, Sarker et al. [10] examine the context in mobile services
by proposing a comparison of supervised machine learning
with the goal of classification with graphical techniques for
context representation. Thiswork emphasizes the importance
of context-aware systems in providing personalized services
to users exploiting mobile devices capable of managing con-
textual domains through acquired information. Ranganathan
andCampbell [23] propose an infrastructure that obtains con-
textual information through sensors. The system processes
information through ontology,which allows themanagement
of the information acquired. The proposed model allows,
therefore, not only the acquisition of contextual information
but also the automatic processing of the context. Gu et al. [24]
consider contextmanagement using ontologies. In particular,
the goal is to provide personalized services to users based on
processed contextual information. The planning of SOCAM
(Service-Oriented Context-Aware Middleware) architecture
exploits an additional property introduced in the ontology
and uses of contextual information, distinguishing them into
sensed, defined, and deduced. Sensed refers to the context
acquired through physical smart devices such as sensors.
Defined refers to tailoring a user and designing to meet his
specific needs. Finally, processing the direct context allows
for obtaining the deduced context. Instead, Yoon et al. [25]

propose a Bayesian context-based approach to handle multi-
object tracking. Stenneth et al. [26] also exploit a Bayesian
methodology for transportationmode detection. The location
context allows them to obtain better accuracy for detecting
external services, e.g., public transportation. Kooij et al. [27]
exploit context-awareness computing to model a Dynamic
Bayesian Network that aims to predict the path per pedes-
trian.

The Situation Awareness concept covers many applica-
tion areas, and diverse scenarios exploit it. The use cases
are usually complex; one of the most popular consists of
aviation. In particular, in the aviation field, SA assumes a rel-
evant role in the training of pilots [28]. Theymust adequately
acquire information from the surrounding environment, pro-
cess information, and predict what will happen in the short
and long term. Indeed, the aviation field conceives the most
widely used formal models developed for SA. Gluck et al.
[29] propose a concurrent verbal protocol supported by eye
movement data to determine the degree of identifiedSituation
Awareness.Other application areas, such as road driving, also
take advantage of this approach [30]. Liu et al. [31] propose a
model for quantitative analysis of SituationAwareness utiliz-
ing probability theory, focusing on conditional probabilities
in the context of Bayes’ Theorem. This model, determined as
the attention allocation model, also proposes a quantitative
analysis of SA. The advent of the Internet of Things (IoT)
[3] contributes to environmental monitoring, allowing for
a more efficient determination of SA. Situation awareness
is a significant advantage when working with the Internet
of Things paradigm. The increasing use of smart devices
and the development of wireless technology can represent an
essential advantage for achieving the first two levels of SA
naturally and efficiently. Many approaches in the literature
leverage the potential of IoT in SA; for example, [4, 32] pro-
posed systems that can combine graph approaches for context
representation, such as Ontologies, for knowledge construc-
tion. In this domain, other approaches can exploit Ontologies
for user-defined role construction to increase SA. In detail,
after acquiring heterogeneous information provided by sen-
sors, the data is processed and integrated into the ontology
that allows the system to provide personalized alerts based
on user-defined rules [33]. In an attempt to support users in
risk scenarios, Krytska et al. [34] propose an IoT-based sys-
tem that can handle dangerous scenarios by suggesting safe
sites to people during an emergency. The system takes advan-
tage of IoT technologies integrated with the SA process. In
this way, Glowacka et al. [11] propose a model in which IoT-
based Smart Devices can acquire Situation Awareness and be
ready to react to possible threats. This model exploits several
modules: The information acquisition and analysis module,
the inferencemodule that evaluates objects based on observa-
tions and recommendations, the classification module aimed
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at the final evaluation, and the Reaction module that exploits
previous modules to enable possible reaction threats.

Other recentworks related to employing graph approaches
are present in the literature. Moreover, the objective and
the application fields are various. For instance, the authors
[35] in the paper exploit Ontologies and Bayesian Networks
for introducing a methodology that exploits a probabilis-
tic approach to model knowledge. Instead, Ellouze and
Belguith [36] takes advantage of an ontology to improve
the dependence among variables of a Bayesian network in
an application to social media. This application field usu-
ally integrates social context to improve semantic analysis
through ontology, as reported in [37]. Riali et al. [38] incorpo-
rate fuzzy logic for ontological and Bayesian analysis in the
medical field. Finally, in [39], authors exploit a probabilistic
ontology for supporting people by developing an intervention
system. In particular, they consider several factors that enrich
the ontology that exploits Bayesian networks. As reported
in the scientific literature, there are various proposals capa-
ble of leveraging the IoT paradigm to attain Context and
Situation Awareness for event management. Some of the
proposed articles also utilize graph-based approaches such
as Ontologies and Context Dimension Tree and probabilistic
graph approaches like Bayesian Networks or other Artificial
Intelligence techniques. Indeed, developing a methodology
that combines these tools to gather contextual information
and make predictions to navigate modern complex scenarios
remains challenging.Therefore, this study aims to introduce a
method for integrating three graph-based approaches, incor-
porating representationmethodologies for context awareness
(via a Context Dimension Tree), Ontologies, and Bayesian
Networks (Table 1). The following section will detail the
proposed method, which, harnessing data from sensors, can
model context by exploiting three graph-based approaches.
The acquired information, in conjunction with probabilistic
graph-based approaches, enables the support of various user
profiles, thereby facilitating themanagement of complex sce-
narios.

3 The proposed approach

This paper aims to introduce a new methodology that can
support users in managing complex scenarios based on IoT
using graph approaches. This section focuses on presenting
a methodology and its architecture that is adaptable to the
context and situation and able to perform predictions to assist
humans. The architecture provides the structural basis for
applying the novel methodology in real complex scenarios
to achieve situation awareness and provide predictions that
enable decision-making.

Table 1 Related work using Context-Awareness, Ontology, and
Bayesian Network approaches comparison

Paper Context-awareness Ontology Bayesian
network

Sarker et al.
[10]

X

Ranganathan
and
Campbell
[23]

X X

Gu et al. [24] X X

Yoon et al.
[25]

X X

Stenneth et al.
[26]

X X

Kooij et al.
[27]

X X

Mozzaquatro
et al. [4]

X X

Kolbe et al.
[32]

X X

Freedman
et al. [35]

X X

Ellouze and
Belguith
[36]

X X

Ben Fraj and
Nouri [37]

X X

Riali et al. [38] X X

Gueddes and
Mahjoub
[39]

X X

Many approaches in the scientific literature rely on
machine learning techniques to manage complex IoT sce-
narios. Among themost usedmethodologies include Support
VectorMachine,K-NearestNeighbors,ArtificialNeuralNet-
works, and all the types related to Deep Learning [40–42].

However, these approaches often do not adequately
exploit contextual information from the environment and use
methodologies that can usually be represented as black boxes
where the user cannot intervene in decisions and choices
[43–45]. The paradigms presented in the previous chapters
related to the Internet of Things, Context Awareness, and
Situation Awareness are crucial in this field. In fact, smart
devices belonging to the Internet of Things paradigm can
acquire a wide range of information related to a user, domain,
and environment. Context Awareness could exploit the spe-
cific conditions acquired through the 5W + 1H model to
personalize further needs and actions related to the user.
Finally, the models associated with the Internet of Things
and Context Awareness are integrated into perception and
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understanding phases typical of Situation Awareness. The
latter provides the prediction assumptions to the system.

In summary, the proposed methodology aims to exploit
the IoT paradigm to monitor the reference environment
and approaches based on Context-Awareness and Situation
Awareness, which are able to formally map the reference
domain and provide answers in terms of predictions to sup-
port users in managing complex scenarios.

Environments for managing information, or in general
pervasive data models, can benefit from context depiction
strategies and be further augmented through probabilis-
tic methods like Bayesian Networks (BN) [46–48]. BNs
present an analytical structure that proficiently aids users
by modeling data. The merits of probabilistic methods
include the capability to depict intricate systems, forecast
outcomes, diagnose issues, assess event probabilities, update
predictions with new data, handle diverse variables, and
provide a comprehensible, concise graphical format [49].
Additionally, enhancing these benefits through context rep-
resentation methods, such as the Context Dimension Tree
(CDT), is noteworthy. The CDT is instrumental for applica-
tions that select specific areas of interest [50]. Context-aware
strategies generally lead to more effective organization and
personalized data distribution [51]. Ontologies are another
prevalent method for reflecting reality and significantly sup-
port pervasiveContext-Aware systems [52]. There’s a notable
synergy betweenOntology andBayesian networks [53], with
possibilities to constructBNs usingOntologies [54] and, con-
versely, to automatically generate Ontologies through BNs
[55].

Considering the context, as mentioned earlier, depiction
techniques, and the capabilities of BNs to identify potential
events through experimental data and probabilistic methods,
it’s essential to introduce strategies that can dynamically
manage context to enhance complex scenario handling. This
study aims to detail and elucidate a Multilevel Graph (MuG)
Approach, merging Ontologies, Context Dimension Trees,
and Bayesian Networks. This fusion seeks to assist expert
and everyday users in addressing their needs and providing
recommendations to augment the quality of life in complex
scenarios. In particular, the contextual data acquired through
IoTdevices enables theContextDimensionTree to determine
the context in which the system works. Therefore, Ontol-
ogy allows the representation of the knowledge domain [56]
and takes advantage of the context to identify the appro-
priate semantic relations in the specific context. Identifying
concepts, attributes, and relations exploits the application
domain and allows the definition of the Ontology. Experts in
the application field support these steps in this phase. Thus,
the Ontology is constructed, configured, and validated. The
role of ontology is crucial, and it represents the application
field by consultingdomain experts.Ontology relations enable
the construction of constraints on the possible or impossible

dependency among variables, namely, the Bayesian Network
(BN) nodes. Therefore, the system improves performance by
integrating structural learning algorithms with the identified
constraints.

The following subsectionwill present the general architec-
ture for including the given system in real complex scenarios.
Then, the formalization of the proposed MuG Approach will
be reported. In particular, the theoretical description will
focus on introducing context acquired through IoT devices
and managed through the Context Dimension Tree (CDT) in
the semantic analysis of the Ontology. The system will use
the first two graphs to enhance the Bayesian Network struc-
ture, taking advantage of semantic-contextual constraints.

3.1 A proposed architecture

Developing an architecture based on IoT systems that
integrates context and situation awareness approaches for
managing complex scenarios is challenging. Based on IoT
systems, the architecture must be supported by typical IoT
paradigm multilayer architectures. In this case, the proposed
architecture will be based on the most generic and high-level
architecture consisting of three layers: Perception, Network,
and Application [57]. The proposed architecture must be
scalable, interoperable, distributive, and able to operate with
low-resource devices [58]. In addition, itmust be able toman-
age Big Data coming from different heterogeneous sources.
Moreover, it must extract and manipulate semantic informa-
tion using context and situation management tools. To this
end, it is possible to refer to Endsley’s model shown in Fig. 1
[59], which represents a fundamental starting point concern-
ing the characteristics of the presented system. The purpose
of the system, in fact, is to acquire data from the surround-
ing environment, store, process, and use data by making it
available to different categories of users. In particular, users
can obtain applications from the system for data visualization
and interactionwith the system and the external environment.
Enclosing the features of the proposed system in a general
architecture can be represented in Fig. 1.

The proposed architecture provides several blocks with
different functionalities. The top layer of the system is the
Environmental Data Acquisition Layer. This layer collects
methodologies and techniques for retrieving data from var-
ious sources. At this stage, the purpose is to store and filter
as much data as possible, homogenize them, and make them
available to the system and users. IoT sensors and actuators
and API or Open services form data acquisition sources. IoT
sensor nodes are capable of acquiring information from the
reference domain; these data are acquired by specific sen-
sors that can report information about general environmental
conditions or the asset under consideration, depending on
the application cases. In the IoT sensor network, actuators
can also interact with the environment, i.e., interacting with
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Fig. 1 General system architecture

environmental conditioning systems, triggering alarms, and
activating security actions remotely. The system is able to
interact with API and Open data services, integrating data
acquired from IoT sensors. These data enrich the system in
different aspects, i.e., services that can provide information
on events, weather, booking ticketing services, and descrip-
tive insights into the assets under study. All data stored in the
top layer are acquired, pre-processed, and transferred to the
next layer: the Knowledge Database. In order to define the
proper use of the acquired data, the information is structured
in the Knowledge Database, making it valuable and ready for
processing.

The knowledge database represents the information core
of the proposed architecture. In fact, the three phases of Sit-
uation Awareness proposed by Endsley [59] are performed
inside this layer. The KDB collaborates with the Inference
Engine to construct and extract knowledge from the graph
structures included in the database. In particular, the per-
ception phase is developed through the mentioned graph
structures, representing the structured knowledge base. In
addition, the comprehension phase is performed by building
and exploiting graph structures that are able to interpret and
manage context, such as Ontologies and Context Dimension
Tree (CDT).

Ontologies facilitate the detailed illustration of a particular
field by establishing a formal, shared, and distinct represen-
tation. Precisely, they form an axiomatic framework that is
articulated using descriptive logic. In their graphical format,
ontologies can effectively communicate with instruments
like the Context Dimension Tree (CDT) and Bayesian Net-
works [60]. The CDT is adept at organizing all conceivable
contexts within a hierarchical tree structure. This tree cate-
gorizes nodes into two types: dimensional and conceptual.
Dimensional nodes outline the potential dimensions within
the application field, while conceptual nodes accumulate all
the possible values a dimensionmight take. This arrangement
allows for efficient interfacing and querying of databases to
select appropriate services based on the chosen context.

The third stage of Situation Awareness, the projection
phase, is executed using probabilistic graphical structures
like Bayesian Networks. These networks endow the system
with a vital feature: the capacity for prediction. These mod-
els utilize Bayes’ Theorem to forecast the likelihood of an
event’s occurrence by representing a collection of stochas-
tic variables and their conditional interdependencies via a
Directed Acyclic Graph (DAG). Additionally, due to their
structured nature, Bayesian networks can aptly connect with
both the CDT and Ontologies, creating a robust framework
for data analysis and decision-making [61].

To understand in detail the interaction between the graph
structures for the MuG Approach operation, it is possible to
refer to Fig. 2, where the workflow of the proposed method-
ology is shown. The workflow starts from the data from the
domain of interest provided by the sensors spread in the
environment. A Task Ontology can be developed from the
information collected and through the contribution and com-
parison with experts [18, 62]. Subsequently, a CDT must be
designed to describe all the possible contexts within the ref-
erence domain. At this point, the Ontology and the CDT are
combined to obtain semantic relations, constituting semantic
constraints valuable for building the Bayesian Network. The
semantic constraints, in combination with structural learning
algorithms [17] and the available data, develop the Bayesian
Network to predict events. To summarize, in this way, the
need to perform a decision in a given context can be satisfied
by using the correct information provided by the architecture.
This information is characterized by innovative elements
based on knowledge management and organization, formal
context representation, and inferential approaches.

After the knowledge construction and organization
phases, in which the KDB and the Inference Engine are
involved, the Application block exploits the acquired infor-
mation. The application layer contains all the possible
applications that users can use. Different applications suit-
able for various user categories can coexist in this layer. In
detail, expert users can benefit from the technical and specific
information provided and are able to interact with the system.
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Fig. 2 Multilevel graph approach
workflow

In contrast, standard users can only access selected contents
and cannot interact with the system to perform actions; how-
ever, on particular occasions, to enrich the KDB, the system
can ask for feedback from standard users.

All operations between the KDB, Inference Engine, and
Applications layer are performed through the Services Mod-
ule. This module collects all the services that are able to
communicate through the different blocks, allowing the var-
ious operations of the system to be processed between the
different layers within the KDB, providing predictions, rep-
resenting information through applications, etc. In addition,
this module allows user interaction through actuators.

The following section will detail the formal definition of
the proposed Multilevel Graph Approach.

3.2 Amultilevel graph approach: formal definition

This paragraph allows the formalization of the Multilevel
Graph Approach. In particular, it will show howMuG devel-
ops the lists of semantic relations to correct the structural
learning algorithm to obtain the Bayesian network. In the
following, we will deepen the theoretical treatments for
Ontology, Context Dimension Tree, and Bayesian Network.

Defined the generic Ontology O

O � {C , A, H , R+, R−} (1)

with C set of concepts, A set of attributes, H hierarchical
relations, and the sets R+ and R− sets denote the relations
of axiomatic type (Ax ), semantic (RT ) or non-semantic (R)
relations, which constitute a dependency or independence
link, respectively, among the ontology concepts.

This allows defining the GO �< NO , EO , r > asso-
ciated with the ontology, where r is the root of the graph,
NO � C is a set of graph nodes and coincides with the set
of Ontology concepts, EO � {(n1, α, n_2) : n1, n2 ∈ NO ,
α ∈ H ∪ R+ ∪ R−} set of arcs. It contains all links among
nodes. These links can be hierarchical or specify dependency
or independence between concept nodes. From the definition
of the set EO the labels of the arcs are defined by the relations
of the given Ontology.

The previous paragraphs formally presented the Context
Dimension Tree (CDT) graphical approach. In particular, the
CDT consists of a graph:

GCDT � 〈NCDT , ECDT , r〉. (2)

In the case of the proposed approach, the Context Dimen-
sion Tree provides nodes that are in common with the
constructed Ontology. Therefore, both the domain d and the
sets of concepts C and attributes A of the Ontology, the fol-
lowing sets are defined:

Cd ⊆ C , Ad ⊆ A (3)

such that

ND ∪ NC � Ndef ∪ Cd , NA � Ad (4)

with Ndef � {who, why, when, how, . . . } of predefined
dimension nodes necessary for creating the CDT. We note,
therefore, that the set of nodes of the CDT is generated
through the ontology and the analysis of the domain d.

NCDT � Ndef ∪ Cd ∪ Ad (5)

Moreover, the non-default dimension nodes and the con-
cept nodes of the CDT are chosen among the set C elements
of theOntology. In contrast, the parameters are chosen among
the attributes A of the Ontology.

The set of CDT arcs is partitioned into three sets:

ECDT � Edef ∪ EC ∪ EA (6)

where Edef the set of arcs connecting the root to the prede-
fined dimension nodes Ndef and the arcs connecting the latter
to the related concept nodes, EA is the set of arcs connecting
the concept nodes with the relative attributes evaluated in the
specific contextual domain, while EC it is the set of the arcs
for which there is a connection of hierarchical type between
two nodes in the Ontology O .

EC � {(n1, α, n2): n1, n2 ∈ φPr
1 (C), α ∈ H} (7)
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Thus, the Context Dimension Tree defined via the Ontol-
ogy takes the following form:

(8)

GCDT �< NCDT , ECDT , r

≥ 〈Ndef ∪ Cd ∪ Ad , Edef ∪ EC ∪ EA, r〉

In Ontology O � {C , A, H , R+, R−} specific roles
have been assigned to concepts, attributes, and hierarchical
relations. At this point, instead, a role will be assigned to
the relationships of dependence R+ and independence R−
between ontological concepts. In particular, those relation-
ships will play a key role in designing the lists of semantic
relations. To this end, some preliminary definitions are pro-
vided, preparatory to formalizing their use.

Definition Let m1→α1m2→α2 · · ·→αt mt+1 a path. We
define in the graphGO associatedwith theOntology a depen-
dency path, a path that enjoys the property

∃! j ∈ {1, . . . , t} :α j ∈ R+, αk ∈ H ′′ ′′∀k ∈ {1, . . . , t}−{ j}
(9)

Instead, a path of independence is defined as a path that
enjoys the property

∃! j ∈ {1, . . . , t} :α j ∈ R−, αk ∈ H ′′′′∀k ∈ {1, . . . , t}−{ j}
(10)

Finally, a classpath is defined as a path that has the property

αk ∈ H ∀k ∈ {1, . . . , t} (11)

For convenience, it is possible to denote the set of depen-
dency paths P(D) and the set of dependency paths P(I ). At
this point, it is necessary to define the concepts of depen-
dence and independence between the nodes of the ontology
O .

Definition Let m1, m2 ∈ C distinct concept nodes of the
Ontology, such nodes of define dependent nodes if and only
if ∃v ∈ C such that m1 e v are connected by a dependency
path and m2 e v are connected through a classpath or vice
versa.

Instead, nodes are defined to be independent if ∃v ∈ C
such that m1 e v are connected by an independent path, e m2

e v are connected by a classpath or vice versa.
At this point, through the relations just introduced, it is

possible to define the sets

R(D) � {(m1, m2) :m1, m2 dependent nodes} (12)

of dependent nodes and

R(I ) � {(m1, m2) : m1, m2 independent nodes} (13)

of independent nodes. The first one constitutes the list of
semantic dependence relations, while the second one consti-
tutes the independent ones. Building the Bayesian network
involves analyzing the O ontology along with the Context
Dimension Tree. The graph that represents the network is
denoted with:

GB � 〈NB , EB〉 (14)

where NB is the set of nodes, EB is the set of the edges. The
nodes of the network are identified through the analysis of
the specific context using the CDT, i.e.

∃ψd NB � ψd (C) (15)

The generation of the nodes happens through the action
of both the Ontology and the Context Dimension Tree. In
fact, the latter shares some of the Ontology nodes, as shown
above.

The set NB contains a finite number of nodes, and each
can assume a known value within the dataset. This statement
is supported by the very construction of the set of nodes of the
Bayesian network, carried out through the synergy between
ontology and context dimension tree.

The following assumptions are met according to Cooper
et al. [63]:

• Hypothesis 1: The variables in the database Z are discrete
since the construction is done through the dataset and the
work done between ontologies and CDT.

• Hypothesis 2: Given a belief-networkmodel, the cases are
independent.

• Hypothesis 3: There are no cases where the variables have
unknown values since the nodes are selected through the
information provided by the dataset and processed by the
preliminary graph approaches.

An in-depth analysis has to be performed on the possi-
ble belief networks through the relations introduced among
the nodes. In fact, the goal of the proposed approach is to
reduce the number of belief networks to be evaluated and
to select, among those left available, the most consistent
with the dataset exploited through the analysis performed
by ontology and context dimension tree. In particular, the
Bayesian network B of which the nodes are already known
NB must be determined through the identification of the set
of arcs EB which will include the arcs obligatorily joining
the dependent nodes of the list of dependency relations R(D)

and must not present arcs connecting the independent nodes
R(I ) of the list of independent relations. In particular, by defi-
nition, the dependency list R(D) represents the set of oriented
arcs joining the dependent nodes, while the independence list

123



Journal of Reliable Intelligent Environments

R(D) represents the set of arcs connecting the independent
nodes.

The target network B will be determined among the belief
networks belonging to the set:

Q � {Bi � 〈NB , Ei 〉: ND ⊆ Ei , I N ∩ Ei � ∅} (16)

On this set, the assumptions are assumed to be valid:

Hypothesis 5 It is possible to determine an order for the
variables.

Hypothesis 6 The probability P(Bi ) are equal ∀Bi ∈ Q.

Once determined the conditional probabilities, set a priori
through the list of semantic dependency relations, and elim-
inated the impossible conditional probabilities through the
tabu list, the remaining vectors of the possible conditional
probabilities BP can be chosen to respect the conditions set
through Ontologies and Context Dimension Trees. For all
the possible choices for BP we assume that the following
hypothesis is valid:

Hypothesis 4 The density function f (BP , Bi ) which links
the vector of conditional probabilities BP to the belief-
network structure Bi is uniform.

Denoted with (πh) the instance of the relatives of the
randomvariable Xh , this instancewill respect both the depen-
dence and independence semantic relations list. In fact, the
aleatory variables X1,…,Xt connected through an arc to the
aleatory variable Xh will respect the following conditions:

{(X1, Xh), . . . , (Xt , Xh)} ∩ R(I ) � ∅ (17)

� j /∈ {1, . . . , t} : (X j , Xh) ∈ R(D) (18)

In particular, the second relation emphasizes that the rela-
tives (πi ) of the aleatory variable Xh include all dependency
relations set via the list of semantic dependency relations.

Recalling that P((π s
h ) → Bi ) represents the probability

that in the belief-network Bi variable Xh has as relatives (π s
i )

and that we have previously defined the function

g(h, πh) �
∏qi

j�1

(rh − 1)!(
Nhj + rh − 1

)
!

∏ri

k�1
Nhjk! (19)

The Bayesian network will be determined such that

max
Bi∈Q

P(Bi , D) �
∏n

h�1
max
πh

P
(
πs
i → Bi

)
g(h, πh) (20)

In the proposed approach, this computation is performed
by modifying the heuristic procedure used by Cooper et al.
[63]. In particular, the following pseudocode is executed in
which amaximum number of relatives are fixed, and an order
on the nodes of the set NB is set. The set of possible relatives’
nodes (πi ) is constructed to exploit the list of the relations
of independence. Therefore, in the inputs, it is requested the
insertion of the set R(I ) even if in the pseudocode, it is not
used explicitly.

Algorithm
Input: , ND, ID, node order, u
Output: a printout of the node’s rela�ves for each node.

1 for = …  do
2 π = {( ) ∈ } ⊆

3 (ℎ, ℎ)

4 - - ≔

5    while ( - - = ) (| | ≤ ) do
6       Let be ∈ ( ℎ) and be ℎ which maximizes (ℎ, ℎ ∪ { })
7 (ℎ,πℎ ∪ { })

8       if >  do
9 ≔

10 ℎ = ℎ ∪ { }

11       else
12 - - ≔

13 write (‘Node: ‘, ℎ, ‘Parents of this node: ‘, ℎ)
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Once the belief network has been determined based on
the lists of dependence and independence relations, it will
be possible to perform the training phase of the network to
determine its weights. In particular, through the dataset, it is
possible to calculate the conditional probabilities associated
with the dependence relations that identify the Bayesian net-
work built through the synergy work of the Ontology GO

and Context Dimension Tree GCDT .

4 Experimental results

This section reports the case studies developed using the
proposed Multilevel Graph Approach. The first subsection
shows a case study used for model validation; the case study
is related to the Smart City of London, chosen for reasons
of data availability. The second subsection provides another
case study related to real life, which concerns supporting
users in managing services and resources within a Smart
Home.

In particular, the experiments in both study cases exploit
IoT devices for acquiring data that enables individuating
context through the Context Dimension Tree and improving
the construction of constraints through the relations of the
ontology. Therefore, the system can identify the appropriate
Bayesian Network (BN) structure by integrating constraints
with the structural learning algorithm, as suggested by Algo-
rithm 1. This BN allows decision-making. Therefore, this
section aims to estimate the system’s dependability through
accuracy measures and user evaluations. Accordingly, the
experimental phase evaluates the introduced methodology
overall through the system’s reliability in supporting users.

4.1 Model validation: London Smart City

This subsection reports the case study that validates the pro-
posed approach. For data availability, this pilot case study
is focused on London Smart City, in which, due to open
data availability policies, it was possible to obtain a large
amount of information. Based on the collected data, theMuG
Approach is exploited in this scenario to predict different
events, such as traffic accidents, rainfall, and bike-sharing
service availability. Several steps are necessary to validate the
proposed model. In particular, this section aims to compare
the performance of the proposed approach, which involves
predicting phenomena throughBayesianNetworks built with
the support of semantic information derived from the context.
The results will be compared with traditional approaches,
such as constructing Bayesian Networks with the support
of experts in the field or through structural learning algo-
rithms. In detail, the proposedmethodology will be validated
in an attempt to predict three phenomena in the Smart City

scenario: traffic accidents, rainfall, and bike-sharing service
availability.

The chosen study area is the city of London; in particu-
lar, the complete dataset of information collected refers to
the neighborhoods of Islington, Westminster, Hammersmith
and Fulham, Lambeth, and Tower Hamlets. Only for these
boroughs is it possible to collect enough data to provide an
example that allows us to show the ability of the system to
predict different events. Depending on the phenomena to be
predicted and according to data availability, all areas or only
some correspond to London’s central areas. The data come
from different sensors, providing information in various for-
mats and time intervals. The data is aggregated at different
time intervals for the analysis, depending on the event to
be predicted. The full dataset contains 12 variables and sev-
eral records aggregated from 2017 to 2019. The one-year
observation period exceeds 35,000 instances. In detail, the
information acquired is related to whether information such
as Evapotranspiration, Pressure, Radiation, Rainfall, Rain-
Rate, Temperature, UV Index, Wind Direction, Wind Speed,
and others related to public transport information, such as
the use of bike sharing service and vehicle road accidents.

As mentioned above, the Multilevel Graph Approach
exploits the semantic relationships that arise from Context-
Awareness. Considering the Situation Awareness (SA)
paradigm defined by Endsley, through this phase, SA 2,
namely, the Comprehension phase, is reached through con-
text description, performed by graph structures such as
Ontologies and CDT. These graph structures are designed
with expert domain supported by scientific literature-defined
approaches. In order to pursue the objective of evaluating
the proposed approach, it is necessary to deepen the study
of the two graph approaches by focusing on scientific litera-
ture desk research to design Ontologies and CDTs that meet
the specific needs of context representation. This represen-
tation will allow the system to integrate semantic relations
functional to build constraints between the data. Due to this,
it will be possible to design more reliable Bayesian Net-
works. The experimental results regarding the first case study
are performed to predict three phenomena within the city of
London. The phenomena to be expected were road accidents,
rainfall, and the availability of bicycle-sharing services.

In all three cases, the proposed method is compared using
about 75% of the dataset available as a training set and about
25% as a test set and through the three phases exposed in
the paragraph on the experimental approach. In particular,
the predictions related to a Bayesian network structure built
by a group of experts were evaluated. Using the K2 algo-
rithm [64], the Bayesian network built by machine learning
is evaluated, and then analysis is conducted using the pro-
posed methodology.

However, each application preserved its peculiarities. In
the case of traffic accidents, an attempt is made to predict the
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Table 2 London Smart City Case of Study: System performance in
Accident prediction

Low (%) Medium (%) High (%)

Step 1

Precision 79.02 87.77 77.44

Recall 91.52 74.37 71.43

F1-Score 84.81 80.52 74.31

Step 2

Precision 77.25 54.32 16.23

Recall 61.38 53.74 63.64

F1-Score 68.41 54.03 25.86

Step 3

Precision 82.78 89.40 83.51

Recall 93.87 78.92 75.94

F1-Score 87.98 83.83 79.55

probability of accident occurrence by classifying it as Low,
Medium, and High risk. In this case, the analysis is con-
ducted by observing the data collected for all areas available
by collecting aggregate instances every three hours. In par-
ticular, among the 7920 events analyzed, 5960 (about 75%)
were used for the training set and 1960 (about 25%) for the
test set. The results obtained using the test set, in terms of
Precision, Recall, and F1-Score, are reported in Table 2

In the case of rainfall prediction, the variable under con-
sideration, which measures the accumulation of rain during
a rainfall event, defines the event itself. For this reason, the
parameter is summarized in a Boolean variable (Yes/No).
Moreover, in this case, the prediction is improved using data
correlation techniques, which allow us to find relationships
between data with different observation times. This process
increased the system’s reliability concerning a difficult-to-
predict event, such as rainfall forecasting, by exploiting
cross-correlated data as precursors or indicators.

The results were obtained through the dataset from all the
central zones aggregated at hourly intervals. In particular,
among the 23,760 events analyzed, 17,850 (about 75%) were
used for the training set and 5910 (about 25%) for the test
set. The results obtained in terms of prediction, recall, and
F1-Score are reported in Table 3.

In the third case, the system is tested based on the fore-
cast for using the bike-sharing service in the city of London.
In this case, two variables representing the beginning (Bicy-
cle Rental) and the end (Bicycle Return) of the service’s use
are considered to provide users with the probability of avail-
ability or unavailability of the service aggregated into three
ranges: Low, Medium, and High. In this case, the results
were obtained using data from the Westminster area only at
30-min intervals. In particular, among the 47,520 events ana-
lyzed, 35,747 (about 75%) were used for the training set and

Table 3 London Smart City Case of Study: System performance in
Rainfall prediction

Yes (%) No (%)

Step 1

Precision 59.96 88.77

Recall 73.47 81.05

F1-Score 66.03 84.73

Step 2

Precision 45.90 63.17

Recall 42.06 66.71

F1-Score 43.90 64.89

Step 3

Precision 85.17 91.06

Recall 83.84 91.85

F1-Score 84.50 91.45

11,773 (about 25%) for the test set. In terms of precision,
recall, and F1-Score, the results are reported in Table 4

As can be seen from the experimental results shown in
Tables 2, 3, and 4, the system can predict the variables with
varying degrees of accuracy. In particular, the first and the
third steps bring higher accuracy to the second one, repre-
senting the limits of automatic learning algorithms. The step
that achieves better results is based on the proposed approach
in all three cases. In particular, in all cases, due to graph struc-
tures used for context modeling, the proposed methodology
is able to correct any associations learned by the automatic
structural learning algorithms that work exclusively on data
and possibly highlight new hidden semantic relationships.

From the results obtained, it is possible to observe that,
thanks to the innovative approach used, the number of
instances classified correctly has increased, and the cases
classified incorrectly have decreased. Moreover, it is possi-
ble to infer that the MuG Approach application increases the
Bayesian Network’s reliability. The tables show that the Pre-
cision, Recall, and F1-Score results related to the proposed
approach (step 3) in all cases are better than the others. These
results were obtained with a few seconds of training time,
which is perfectly comparable to the other steps and could
represent an advantage in the dynamic training of the sys-
tem. This encouraging result confirms the MuG approach’s
benefit in constructing more reliable Bayesian networks.

4.2 Smart Home case study

This case study concerns the management of a Smart Home.
In recent years, IoT applications and technologies have
become increasingly within people’s reach, interfacing with
their daily activities and occupations, even in the home envi-
ronment.
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Table 4 London Smart City Case
of Study: System performance in
Bicycle usage prediction

Rental Return

Low (%) Medium (%) High (%) Low (%) Medium (%) High (%)

Step 1

Precision 87.07 90.08 83.64 87.82 90.52 80.66

Recall 93.84 85.49 75.87 93.41 86.16 76.02

F1-Score 90.33 87.73 79.57 90.53 88.29 78.27

Step 2

Precision 82.19 71.43 52.94 82.38 74.05 53.41

Recall 77.64 72.09 61.76 81.55 69.54 63.42

F1-Score 79.85 71.76 57.01 81.96 71.72 57.99

Step 3

Precision 92.33 92.78 86.53 93.66 92.70 86.20

Recall 95.69 91.34 81.18 95.58 92.34 81.78

F1-Score 93.98 92.05 83.77 94.61 92.52 83.93

To be defined as such, smart homes must own specific
technological characteristics. The architecture of such sys-
tems is based on a communication network between different
components and smart devices that allow control, action, and
acquiring information for data management. Smart Devices,
such as home appliances and various sensors (i.e., tempera-
ture and humidity sensor, motion sensor, etc.) able tomonitor
the environment, and actuators able to perform actions are
interconnected in a virtual component that generates aDigital
Twin of the System [65]. This environment can integrate data
processing andmanagement algorithms, allowing the various
elements to interact with each other, and also allowsmanage-
ment and control via interface [66] The smart component can
address one or more features of the home. The most com-
mon are kitchen equipment, lighting, temperature control,
and infotainment systems [67]. Another emerging field of
application concerns energy and comfort management [68];
this area is growing due to interaction through voice assis-
tants. In this scenario, designing a system that improves the
quality of life by optimizing available resources is interest-
ing. Some services allow scheduling tasks and activities and
remotely defining routines for smart systems, helping save
time in daily home management. Such systems can also help
optimize the use of energy resources and help to improve
security through more effective control of the environment.
This case study focuses on applying the MuG approach in
the Smart Home field. Due to the ability to understand con-
textual information, the proposed method could support the
sensor network by defining rules and triggering actions that
allow the devices to intervene proactively in the occupations
and lives of users and suggest activities tailored to their pref-
erences.

This case study facilitates the evaluation of the MuG
approach via an experimental phase, focusing on assessing

two critical facets of the suggested method: the system’s
capacity to aid users in managing home environments by
offering recommendations and making independent choices
and its ability to display information effectively. To achieve
this objective, a prototype featuring both server and client
components accessible via the web and applications is uti-
lized. For the server aspect, particularly concerning the
inference engines, technologies based on Python and the
Django REST framework were implemented. Additionally,
the development of the mobile application is realized using
the Flutter framework, founded on the Dart language.

This application allows the system to support users inman-
aging a smart home. Its development aims to show users
an overview of all the main parameters monitored in the
application to choose System actions. In addition, the appli-
cation design enables assisting users by providing helpful
information about household activities, home care, and food
preparation.

For experimental purposes, the proposed system takes
advantage of Raspberry Pi 4 and Pi 0, connected with various
indoor sensors and installed into two rooms of a corporate
building. Raspberries enable the obtainment of a smart envi-
ronment. A similar typology of board (Raspberry Pi 4) allows
monitoring weather parameters through aWeather Station as
an integration of the collected data. A small solar system for
experimental purposes also enables monitoring of electrical
absorption. In particular, sensors can collect data related to
Air Temperature, Air Humidity, VOC, Luminosity, Weather
Description, Voltage,Wind Speed,Wind Direction, Rainfall.

The monitored parameters allow the building of a dataset
through which the system can acquire indoor-outdoor envi-
ronmental parameters such as weather conditions, humidity,
indoor temperature, air quality, and the presence of people.
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Table 5 Results related to energy
saving and ventilation Yes No Yes No

Energy saving Ventilation

Yes 136 18 Yes 189 11

No 22 774 No 19 731

Overall Accuracy: 95.79% Overall Accuracy: 96.84%

Table 6 Smart home experimental results

Yes (%) No (%) Overall accuracy
(%)

Energy saving
mode

Precision 89.42 98.36 95.79

Recall 88.17 98.12

Ventilation

Precision 95.15 98.05 96.84

Recall 91.48 97.99

This experimental campaign aims to foresee the need to
control the lighting system and ventilate the building when
necessary. This experiment was preliminary and aimed at
evaluating the system’s effectiveness in reduced actions to
allow its eventual use in a real environment.

The initial stage of the experimental phase is cru-
cial for determining the system’s ability to support users
autonomously. This experiment utilizes data gathered by the
system over six months, including weather parameters (such
as temperature, humidity, and rainfall), indoor environmental
factors (like temperature, humidity, and occupancy), con-
ditions of the solar panel system’s energy production, and
actions implemented to enhance these conditions (such as
lighting and room ventilation), all recorded from May to
November 2021. The dataset comprises over 4000 entries
and is split into a training set (75%) and a test set (25%)
to facilitate the MuG approach in learning the structure of
the Bayesian network. The evaluation focuses on the sys-
tem’s ‘on’ and ‘off’ phases to discern whether the deduced
BN structure could autonomously identify necessary actions.
Specifically, it predicts parameters related to energy conser-
vation and ventilation. Energy conservation involves dim-
ming lights when rooms are unoccupied or when natural light
renders additional illumination redundant. Ventilation, exe-
cuted via exhaust fans, aims to aerate and purify the space.
Despite the limited data volume, experimental findings, as
depicted in Tables 5 and 6, indicate the system consistently
achieved Overall Accuracy rates above 95%, along with
promising Precision and Recall metrics.

In the second stage of the experimental phase, the focus is
on the system’s capability to effectively present information

acquired via an application, as illustrated in Fig. 3, which
displays images of the developed App. To assess this, 15
participants were engaged and introduced to a prototype of
the application. This App consolidates all the details the sys-
tem can furnish regarding indoor and outdoor environmental
conditions, alongwith recommended actions, includingman-
aging lighting, heating, and ventilation systems.

To evaluate the system, participants are provided with
a questionnaire following their interaction. This question-
naire is segmented into five distinct parts. All individuals
involved possessed a mobile device and ranged in age
from 25 to 58 years. Each statement within a particular
section was accompanied by five potential responses: “I
totally disagree”—TD, “I disagree”—D, “Undecided”—U,
“I agree”—A, “I totally agree”—TA.

Section A: Recommendation.

1. Did the recommendations align with your specific needs
and preferences in the given context?

2. How effectively did the system modify its recommenda-
tions based on environmental changes?

Section B: User Engagement.

1. How intuitive were your interactions with the applica-
tion?

2. Was the application’smethod of communication straight-
forward and uncomplicated?

Section C: Display.

1. How suitable did you find the presentation of content and
services?

2. Was the information provided detailed and easy to under-
stand?

Section D: User Experience.

1. How would you rate the navigability and friendliness of
the system’s interface?

Section A: Recommendation.
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Fig. 3 Images related to the
developed App

1. Did the recommendations align with your specific needs
and preferences in the given context?

2. How effectively did the system modify its recommenda-
tions based on environmental changes?

Section B: User Engagement.

1. How intuitive were your interactions with the applica-
tion?

2. Was the application’smethod of communication straight-
forward and uncomplicated?

Section C: Display.

1. How suitable did you find the presentation of content and
services?

2. Was the information provided detailed and easy to under-
stand?

Section D: User Experience.

1. How would you rate the navigability and friendliness of
the system’s interface?

2. How satisfactory were the system’s response times dur-
ing usage?

Figure 4 presents the consolidated results by category.
Reviewing all feedback indicates a high level of user con-
tentment. The system was evaluated for its reliability and
effectiveness, its capability to showcase services, and the
App’s user-friendliness, yielding valuable insights into the
system’s interactive prowess.

0

5

10

15

20

25

A B C D
TD D U A TA

Fig. 4 Results related to the questionnaire

Even in its initial stages, the systemdemonstrates a notable
index of user acceptance, effectively suggesting the right
actions at the appropriate times. This was particularly evi-
dent in sections A and B, which underscored its proficiency
in delivering accurate information and facilitating user inter-
action.

This case study aims to assess the effectiveness of theMuG
Approach in helping users navigate a Smart Home environ-
ment. This approach entailed a two-step experimental phase,
which involved developing a prototype and enabling the sys-
tem to adapt and learn from the gathered data. Despite being
in the early stages, the experiments yielded optimistic results,
demonstrating the system’s capacity to learn and assist users.
The application has shown promising potential, indicating its
suitability for managing individual and cooperative settings.
Considering recent global health concerns, the system could
be adapted to ensure cleanliness and safety in communal
workspaces with a suitable increase in sensors and proper
data handling.
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5 Conclusions

The increase in technology leads to the creation of increas-
ingly complex and sophisticated scenarios that bring advan-
tages to modern society if managed efficiently. In particular,
in literature, several applications exploit context awareness,
ontologies, and Bayesian networks (BN) in different applica-
tion fields without combining all of them. This work aimed
to deepen the technological aspects, degree, and probabilistic
approaches to propose amethodology formanaging complex
scenarios based on IoT and able to exploit context-awareness,
ontologies, and Bayesian networks. In particular, the main
contribution of our approach consists of exploiting contex-
tual data acquired by IoT devices and modeled through the
Context Dimension Tree to integrate the semantic analysis
of the Ontology through the context. Thus, the next step
involves the identification of constraints that can improve
the Bayesian network structure learned through data. In par-
ticular, Algorithm 1 describes the process of discovering the
appropriate structure of theBN, combining available data and
constraints. Moreover, the proposed approach is contextual-
ized in an architecture that gives consistency to the developed
methodology. Finally, the experimental phase exploits two
study cases to validate the theoretical formalization intro-
duced. In particular, the proposed method is tested through
accuracy measures and evaluation of users, proving the abil-
ity to make decisions in complex scenarios.

The added value of the proposed methodology consists
of exploiting graph approaches that are able to include and
manage semantic information. Such approaches permit users
to perform better while allowing users to understand the rela-
tions between entities, providing a greater understanding of
data processing and improving performance as the available
data increases. In addition, a further advantage of the sys-
tem lies in interfacing with other systems based on the same
formalisms to improve its performance further. However,
future developments involve integrating the ability to adapt
the Context Dimension Tree and the Ontology construction
with data. In particular, the proposed approach depends on
the structure of the graphs built a priori and specific for the
application domain. In addition, the proposed approach can
benefit from integrating other inference engines based on dif-
ferent machine-learning techniques to improve its reliability.
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