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Abstract
The pursuit of creating empathetic social robots that can understand and respond to human emotions is a
critical challenge in Robotics and Artificial Intelligence. Social robots, designed to interact with humans
in various settings, from healthcare to customer service, require a sophisticated understanding of human
emotional states to resonate and effectively assist truly. Our research contributes to this ambitious goal
by exploring the relationship between natural facial expressions and brain activity in these human-robot
interactions, as captured by electroencephalogram (EEG) signals. This paper presents our initial steps
towards this attempt. We want to find which areas in the participant user’s brain are most activated and
how these activations correlate with facial expressions. Understanding these correlations is essential for
developing social robots that recognize and empathize with various human emotions. Our approach
combines neuroscience and computer science, offering a novel perspective in the quest to enhance
the emotional intelligence of social robots. We share some preliminary results on a new multimodal
dataset that we are developing, providing valuable insights into the potential of our work to improve the
personalization and emotional depth of social robot interactions.
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1. Introduction

Customizing the interaction experiences with social robots [1] has become increasingly im-
portant in recent years [2, 3]. This trend echoes the shift in museum personalization that
emerged with the “new museology” movement in 1997 [4], which moved the focus from the
institution to the visitor experience. Similar to how museums began to explore personalized
visitor experiences, the field of social robotics is now exploring customized interactions based on
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user preferences and reactions [5]. In this paper, we aim to contribute to advancing social-robot
interaction by exploring the potential of using natural facial reactions and electroencephalo-
gram (EEG) signals to gauge user emotions and preferences. To extend beyond basic expression
analysis, in this paper, we explore the possibility of a novel approach that utilizes EEG signals
in conjunction with facial reaction analysis to predict user preferences and emotional responses
that may help adapt the interactions between humans and social robots. Through this research,
we aim to significantly elevate the sophistication of social robot interactions. Our exploration
into the intricate relationship between human emotions, facial expressions, and brain activity
paves the way for the development of empathetic social robots. These robots, equipped with a
deeper understanding of human emotional and cognitive processes, promise to transform the
landscape of human-robot interaction, making it more intuitive, responsive, and, importantly,
more human-like in its sensitivity and adaptability.

2. Key Concepts

This section delves into the key concepts and methodologies that underpin our interdisciplinary
project, which aims to advance the field of social robotics by integrating psychological models,
neuroscientific techniques, and facial expression analysis.

At the heart of our approach is the Circumplex Model of Emotions, proposed by Russell in
1980 [6]. This model is pivotal in psychology for understanding and categorizing emotional
responses, organizing them along two primary axes: valence and arousal. Valence measures
the positivity or negativity of an emotion, while arousal gauges its intensity. In social robotics,
this model is a foundational framework for our research. It is employed to interpret explicit
feedback from users interacting with robots, providing a structured way to assess and categorize
the emotional responses elicited by these interactions.

Electroencephalography (EEG) plays a crucial role in our study. This technology records the
brain’s spontaneous electrical activity, offering insights into the cognitive processes triggered
during human-robot interactions. Particularly in social robotics, EEG can reveal how users
cognitively and emotionally engage with robots [7]. The EEG’s ability to facilitate Event-
Related Potential (ERP) analysis is precious [8]. ERP, derived from averaging EEG signals in
response to repeated stimuli, sheds light on the cognitive processing steps involved in stimulus
recognition and processing, such as attention, memory, and perception. This analysis enables
us to understand the brain’s reaction times and the specific regions engaged during interactions,
providing a deeper understanding of the user’s emotional and cognitive state.

Lastly, the Facial Action Coding System (FACS) [9], developed by Ekman and Friesen in 1978,
is integral to our methodology. FACS breaks down facial expressions into individual components
known as Action Units (AUs). These AUs are critical for emotion recognition, representing the
fundamental movements composing facial expressions. By integrating FACS with EEG data and
the Circumplex Model, we aim to meticulously analyze and identify users’ most relevant facial
expressions while interacting with social robots. This comprehensive approach allows us to
decipher the most significant natural reactions from a neurological and emotional standpoint,
thus providing an objective basis for understanding and enhancing user experience in social
robotics.



3. First Findings

At this stage of the research, we still have a limited number of participants, and consequently,
it will only be possible to show some preliminary results on their analysis. To date, we have
six participants, four females and two males, between the ages of 20 and 23. All participants
finished the trial successfully following the procedure described in [10].

An analysis of the correlation between users’ explicit feedback (Fig. 1) reconfirms the results
already found in the literature [11], namely that there is a strong correlation between the
following pairs: likability-rewatch, arousal-rewatch, likability-arousal. Next, the face recordings

Figure 1: Pearson correlation matrix on explicit feedback.

were processed through OpenFace [12]. Features (i.e., average, max, mean, and skewness) were
calculated for each video and AU. We then sampled the responses according to stimulus type,
and correlations, calculated with phi-k [13] shown in Figure 2 (their significance in Figure 3)
were identified. We thus note that for positive images, there is a correlation between the values
of two AUs (i.e., Brow Lowerer-AU04 and Lid Tightener-AU07) and arousal. Therefore, we can
already hypothesize that given certain types of stimulus, there are portions of the face that
are more activated. These correlations reaffirm the intricate relationship between emotional
engagement and behavioral intentions, which could have significant implications for social
robotics. Finally, we want to show two other interesting results. The first is a particular trend,

Figure 2: Correlation matrix with phi-k of max values for each AU for the set of positive stimuli.



Figure 3: Significance matrix of the correlation matrix in Figure 2.

Figure 4: Trend on the mean value of AU07-Lid Tightener.

Figure 5: ERP analysis: the black line is related to negative stimuli, blue to positive, and red to
neutral.

shown in Figure 4 but also detected for other AUs, in which we can see that the works rated
high or low arousal turn out to be less activating than the others. Also, from an initial ERP
analysis (see Fig. 5), a strong activation of P300 can be seen for the negative image set.



4. Conclusion and Future works

In conclusion, our study has embarked on a fascinating journey to unravel the intricate relation-
ships between facial reactions, EEG signals, and user preferences. We have illuminated several
critical aspects of this multidisciplinary research through a detailed experimental protocol.
Our preliminary findings are particularly promising, offering a new perspective on how users
emotionally and cognitively respond to stimuli, with a specific focus on the cultural heritage
sector. The potential implications of our findings extend beyond the realm of museums and art
appreciation. They hint at intriguing possibilities in the field of social robotics. If a correlation
between EEG signals and facial expressions is established, it could revolutionize how social
robots interpret and respond to human emotions. The use of advanced camera systems in
social robots could enable them to assess deeper feelings and reactions of individuals based
solely on facial expressions. This capability would significantly enhance the quality of inter-
action between humans and robots, making it more intuitive, empathetic, and personalized.
Looking to the future, our research could lay the groundwork for developing social robots
adept at understanding complex human emotions. Such robots could be employed in various
settings, from education [14] to assistance [15], from telepresence [16] to entertainment [17],
offering support and interaction that are deeply attuned to the individual’s emotional state.
This advancement would represent a technological leap and a profound step towards more
humane and responsive AI systems. While our study currently focuses on the intersection of
art, neuroscience, and user experience, its ramifications could be far-reaching, influencing the
evolution of social robotics and the way we envision interactions between humans and machines.
The ability to discern individuals’ emotions from facial expressions can also bring benefits in
other domains. Consider, for instance, recommender systems [18] where inferring implicit
levels of appreciation for items remains a notable challenge awaiting conclusive resolution.
Within the SOCIALIZE context, the recommendation of points of interest [19] and the creation
of itineraries connecting them [20] have the potential to foster social and cultural inclusion for
individuals with diverse backgrounds. For example, implementing recommender systems in
museums [21] can transform these spaces into invaluable hubs for social and cultural interaction.
This transformation can be facilitated by acquiring visitor-related information [22, 23, 24] and
integrating multimedia content [25, 26]. The journey toward understanding and leveraging
these complex interconnections is just beginning, and the future holds immense potential for
enhancing social-robot interactions [27].
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