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Abstract
The increasing digital transformation of society in recent decades has resulted in a number of new data 
sources for the social, behavioural, and economic sciences� Among many others, they include unstruc-
tured	data,	which	are	characterised	by	not	being	available	in	a	fixed	data	format	and	are	therefore	not	
easy to process for data analysis (e�g�, Facebook posts, Instagram images, YouTube videos, Twitter1 
messages).	The	use	of	unstructured	data	is	linked	to	specific	challenges,	which	arise	precisely	because	the	
data	are	not	typically	collected	as	part	of	a	controlled,	scientific	study	but	are	often	created	in	people’s	
natural	environments.	Building	on	the	results	of	an	expert	workshop,	we	describe	the	specific	challenges	
of generating and using unstructured data and formulate recommendations for their use� Our recom-
mendations	are	based	on	the	total	error	framework	and	take	into	account	data	generation	(definition	of	
the units of analysis, coverage and sampling error, non-response, and missing data error), post-collection 
processing	(specification	error,	validity,	measurement	error,	and	error	in	terms	of	content),	and,	lastly,	data	
analysis (record linkage and processing errors, modelling errors, analytical errors)� Finally, we discuss open 
questions and challenges to research using unstructured data� This output paper is aimed at students and 
researchers in the social, behavioural, and economic sciences on the one hand, and everyone working 
with unstructured data and drawing inferences from them for practical applications on the other�

1 During the translation process, the platform Twitter was renamed to X� However, for consistency with the original German 
text, we continue to use the term „Twitter“ in this document�
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1	 Introduction	
1.1		 	 Definition	of	unstructured	data	and	distinction	from	other	terms		
The increasing digital transformation of society in recent decades has resulted in a number of new data 
sources for the social, behavioural, and economic sciences� What these data often have in common is that 
they	are	not	available	in	a	fixed	data	format	(e.g.,	a	rectangular	matrix	with	cases/observations	in	rows	and	
variables in columns) and are therefore not easy to process further for data analysis (Eberendu, 2016)� In 
the following, we group these data sources under the term unstructured data and distinguish them from 
traditional survey data� Figure 1 presents examples of unstructured data� Unstructured data are often 
characterised by high volume and require extensive processing to make them available to social, behavi-
oural,	and	economic	research.	By	contrast,	structured	data	are	available	in	a	fixed	data	format	(e.g.,	tables,	
datasets, databases) (Tanwar et al�, 2015)� Semi-structured data occupy an intermediate position between 
the	two.	Unlike	structured	data,	they,	too,	are	not	available	in	a	fixed	format.	However,	they	may	contain	
structuring elements and may be exchanged easily (Eberendu, 2016; Tanwar et al�, 2015)� An example of 
semi-structured data is Extensive Markup Language data (XML data; Tanwar et al�, 2015)� XML data have 
a partial structure (e�g�, hierarchical) and have some structural elements, including tags (Nyhuis, 2021)� 
Documents using Hypertext Markup Language (HTML documents), for example, which many will know 
from the internet, are special types of XML documents (Bosse et al�, 2021)�

Figure	1:	Selected	examples	of	unstructured	data

Social media Facebook posts, Instagram images, YouTube videos, Twitter messages

General media Text, images, video, voice recordings, music

Geodata GPS data

Log data Visits to websites, time spent on websites, email behaviour

World wide web Websites, messages, blogs

General documents Text,	PDF	files,	scanned	files

Financial data Bank transactions, stock market data

Health data Patient records, radiographs, scanner images

Source: Adapted from Eberendu (2016) and Taleb et al. (2018)

Unstructured data are similar to other types of data� Thus, unstructured data can be grouped under the 
term big data, whereby the term big data	itself	is	not	clearly	defined.	The	term	big data is typically under-
stood to mean data that are characterised by high volume and high variety and are generated at a high 
velocity (Gandomi & Haider, 2015; Lazer & Radford, 2017; Tanwar et al�, 2015)� High variety is characterised 
by structural heterogeneity and by the fact that it can include structured data as well as semi-structured 
and unstructured data (Gandomi & Haider, 2015)� 

Unstructured data often encompass data that are generated using new information technology (RatSWD, 
2020)	(e.g.,	on	the	internet	or	from	smartphones)	and	that	represent	people’s	digital	lives	(e.g.,	Facebook	
and Twitter data) (Lazer & Radford, 2017)� They can capture aspects of the so-called digitalised life, which, 
according to Lazer and Radford (2017), represents the aspects of digital life that are not actively produced 
by a person (as opposed to aspects that a person actively produces, e�g�, tweets) but were generated as 
a side product of digitalisation (e�g�, capturing social closeness via Bluetooth)� The distinction between 
digital and digitalised life corresponds to the distinction between intentional and non-intentional (Hox, 
2017) or between traces of participation (active initiative) and transactional data (e�g�, metadata on digital 
behaviour	such	as	one’s	location)	(Menchen-Trevino,	2013),	respectively.	Lastly,	 it	 is	possible	to	record	
digital traces (record data) that are left behind when using digital devices� Lazer and Radford (2017), 
for example, referred to records of phone use in this regard� However, unstructured data are not to be 
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equated with data generated by new information technology because the latter also captures structured 
data, and unstructured data can also be collected through other means� Extensive text data could be 
mentioned here (Grimmer et al�, 2022)�  

Unstructured data are often data that were obtained using non-reactive data collection methods� Data 
collection	is	considered	reactive	if	the	values	it	produces	can	be	influenced	by	either	the	survey	respon-
dents or the investigators due to the nature of the data collection method (Fritsche & Linneweber, 2006)� 
When unstructured data are generated, the people who are providing the data are often not aware that 
they are participating in a study or that their data are being used for such purposes (unobtrusive measures; 
Webb et al�, 1966)� This lack of awareness prevents data biases that may result from data collection or at 
least makes such biases highly unlikely to occur� However, unstructured data should not be equated with 
non-reactively collected data because structured non-reactive measurements also exist (e�g�, structured 
observation of behaviour), and it is also possible for such data to be produced in contexts in which the 
people are aware that their data may be subjected to further use (e�g�, the use of search engines)� In the 
social sciences, the distinction between found data and designed data is also common (Biemer & Amaya, 
2020)� Found data	are	data	that	were	not	collected	purposefully	for	a	scientific	study	but	were	found	
instead (e�g�, archival data), whereas survey data are an example of designed data because they were 
designed	and	collected	for	scientific	purposes.	Found	data	are	often	unstructured	data,	which	must	be	
prepared	first	before	they	can	be	analysed	statistically.

Unstructured	data	are	typically	data	that	were	created	in	people’s	natural environments (naturalistic 
data,	fieldwork)	rather	than	in	a	laboratory.	However,	they	are	not	identical	to	naturalistic	data	because	
they can also refer to structured data (e�g�, capturing moods using Ambulatory Assessment)�

1.2  Relevance of unstructured data 
There are various reasons why unstructured data are of great importance to the social, behavioural, and 
economic sciences� First, unstructured data are generated in many life areas; they depict many important 
parts of human life that could not be depicted in the same way using structured data� A large portion of 
these data are not yet being analysed (Eberendu, 2016)�

As laid out in the introductory section, unstructured data are often data that are collected or created 
non-reactively	 in	people’s	natural	environments.	This	 lack	of	 reactivity	helps	prevent	biases	that	may	
occur when data are collected in a reactive or laboratory setting� By the same token, naturally occurring 
phenomena can be captured with high ecological validity� They are potentially able to depict the reality 
of natural environments, social groups, and organisations to a high degree� 

As unstructured data often mirror concrete behaviour, they partly circumvent problems linked to 
self-reporting in classic survey studies (e�g�, response styles, social desirability, self-deception and the 
deception of others) (Borkenau, 2006)� Unstructured data can therefore be useful in complementing 
traditional	survey	studies	by	offering	a	means	for	validating	survey	data	(Jürgens	et	al.,	2020),	enriching	
survey data with other data sources (e�g�, behavioural data) to explain certain social phenomena, and thus 
increasing the explanatory power of survey studies (Reveilhac et al�, 2022)�



1.3  Goals and addressees of this output paper
Unstructured data open up new perspectives for social, behavioural, and economic research� However, 
the	use	of	unstructured	data	is	also	linked	to	specific	challenges,	which	arise	precisely	because	the	data	are	
not	typically	collected	as	part	of	a	controlled	scientific	study.	We	illuminate	these	particular	challenges	in	
the following and – as much as possible – formulate recommendations on how to tackle these challenges�  

This output paper is aimed at students and researchers in the social, behavioural, and economic sciences 
on the one hand and everyone who works with unstructured data and draws inferences from them for 
practical applications on the other�

1.4  Short report on the survey and the workshop
A questionnaire on the quality assurance of unstructured data was developed on the basis of the Total 
Error Framework (TEF) for big data (Amaya et al�, 2020) as part of the creation of this output paper� 
It consisted of a total of 32 questions, and, in addition to more general technical information about 
the participants, it included questions about the generation, preparation, and analysis of unstructured 
data,	 as	well	 as	 a	 final	question	 in	an	open	 format.	Nineteen	 scientists	 from	different	 relevant	areas	
of science (business administration, educational research, computational social science, communication 
studies, political science, psychology, sociology, and economics) answered the questionnaire� These 
scientists reported using a broad spectrum of various types of data for their research: Social media data 
(e�g�, Twitter, Facebook), smartphone data, audio data, traditional media (e�g�, newspapers), and text 
documents (e�g�, parliamentary speeches, company agreements, accounting)� 

The main results of the survey were discussed with the scientists at a two-day online workshop on 13 and 
14 October 2021� The workshop was divided into four thematic sessions: Data generation, post-collection 
processing, data analysis, and open questions about the availability of new types of data� The output 
paper at hand summarises the results of the survey as well as the discussion and embeds them into the 
TEF�

1.5	 	 Brief	introduction	to	total	error	frameworks	for	evaluating			 	
   data quality 
Many	different	versions	of	total	error	framework	approaches	that	focus	on	different	kinds	of	data	are	
currently being created� For the purpose of discussing the quality assurance of unstructured data, we 
present Amaya et al.’s (2020) TEF as a concrete example� The TEF extends the error framework principle 
to the context of big data and builds on the total survey error (TSE) framework (Groves & Lyberg, 2010) 
that is commonplace in survey research� The TSE framework helps summarise all sources of error that have 
a	possible	influence	on	the	results	of	an	empirical,	survey-based	study.	In	total,	the	TEF	considers	eight	
error sources that aim to cover the entire process of data generation, post-collection processing, and 
data analysis� Figure 2 presents the TEF (Amaya et al�, 2020)� The boxes on the left side (survey process) 
highlight	steps	that	are	specific	to	survey	research,	whereas	the	ones	on	the	right	side	(big	data	process)	
highlight	the	steps	that	are	specific	to	handling	big data� The middle part is common to both approaches 
and	independent	of	the	data	source	or	data	structure.	The	TEF	offers	a	useful	way	to	initially	structure	
research	for	discussing	methodological	challenges	when	using	unstructured	data	for	scientific	purposes.	
The report at hand is divided into the chapters Data generation, Post-collection processing, and Data 
analysis and is guided by the challenges addressed in Figure 2�
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Figure	2:	Total	Error	Framework	(TEF)

Source: Amaya et al. (2020)

The Data generation	chapter	addresses	definitions	of	units	of	analysis	and	the	closely	related	coverage 
error, which arises because the target population and survey population are not identical� Moreover, 
classic sampling errors are addressed and distinguished from errors that are caused by non-response at 
the unit level (unit non-response) or at the item level (item non-response)� The Post-collection processing 
chapter	looks	at	specification	error	and	thus	examines	possible	deviations	between	the	concept	that	was	
meant to be captured by the research question and the concept that was measured empirically� These 
deviations include limitations relating to the available data as well as distortions that can be the result 
of technical errors or the individual settings of devices� In the social sciences and psychometrics, these 
aspects are grouped under terms such as the validity and reliability of measurements (Eid & Schmidt, 
2014)� The Data analysis chapter looks at processing errors and thus addresses possible biases resulting 
from the input, transformation, and coding of variables� Processing errors can also result from linking 
different	data	sources	for	one	unit	of	analysis	(record linkage)� Other sources of errors that occur in data 
analysis include the treatment of missing data in statistical analyses (modelling error) and biases that 
result from an incorrect application of statistical models and interpretation of results (analytical errors)� 
According to the TEF, the special challenges that come with working with unstructured data can be found 
in the areas of data generation and post-collection processing (see Figure 2), whereas possible sources 
of error in data analysis are similar in nature to those in traditional survey research�

In	conclusion,	the	report	at	hand	should	be	seen	as	a	mere	first	step	towards	a	common	understanding	of	
quality standards for working with unstructured data� The primary aim is to carve out particular challenges 
that arise from working with them as compared with working with data from traditional survey research� 
To	identify	these	challenges,	the	TEF	offers	useful	guidance	in	a	rapidly	developing	research	field.	The	
explicit formulation of standards should be done in view of concrete types of data� The basic idea of error 
frameworks	 is	currently	being	further	differentiated	and	applied	to	various	types	of	data	(e.g.,	Twitter	
data, see Hsieh & Murphy, 2017; data from online platforms, see Sen et al�, 2021; metred data, see Bosch 
& Revilla, 2022)�

 



2	 Data	generation	

This	chapter	carves	out	the	specifics	of	data generation and presents both special problem areas 
and challenges and recommendations for handling unstructured data during the generation 
process.	First,	we	discuss	the	definition	of	the	units	of	analysis,	then	coverage error and sampling 
error,	and,	finally,	non-response and missing data error with regard to unstructured data�

2.1		 	 Definition	of	units	of	analysis	and	data	structure
Very different units of analysis can be chosen when working with unstructured data� Even when looking 
only	at	social	media	data,	the	unit	of	analysis	could	be	defined	as	the	individual,	the	account,	the	content	
of a post (e�g�, the post itself or a comment), or the interaction (e�g�, between followers in a network)� 
Furthermore, entire texts in archives could be chosen as units of analysis, or individual sequences in visual 
or	audio	material.	The	definition	of	the	unit	of	analysis	has	far-reaching consequences	for	the	classifi-
cation of various sources of error, especially when working with unstructured data� Coverage error and 
sampling error,	which	we	discuss	in	the	following	section,	are	measured	by	defining	the	unit	of	analysis	
and the population (e�g�, people in general vs� users/accounts)�

Data often have a multi-level structure� For example, tweets are clustered in accounts (Fischer et al�, 
2019),	observation	times	in	individuals,	and	individuals	in	spatial	aggregates.	Depending	on	the	definition	
of the units of analysis at each respective level, error-free information about the structure of the clustering 
is not always available� It may be possible, for example, to correctly assign tweets to accounts but not 
necessarily	 to	 individuals.	One	person	can	use	multiple	accounts	 (e.g.,	a	teenager	may	have	different	
social media accounts for friends and parents/family), or multiple individuals can operate one Facebook 
account (e�g�, in a business context)� This partially opaque data structure, or improper assignment of units 
of	analysis	at	Level	1	to	the	superordinate	Level	2,	will	have	adverse	effects,	at	the	latest,	when	choosing	
adequate modelling, which should take into account the violation of the assumption of independence 
of cases (by applying, e�g�, multi-level or panel data analysis or robust standard errors) (see also Chapter 
4�2)�

2.2			 Coverage	error	and	sampling	error	
The TSE framework clearly distinguishes between coverage error and sampling error� Coverage error refers 
to	differences	between	the	statistical	population	to	which	the	results	of	the	research	are	to	be	genera-
lised, and the sampling plan, the list, or the procedure for how the sample elements should be drawn� 
Sampling error	refers	to	differences	between	the	sampling	plan	and	the	sample	drawn	on	the	basis	of	the	
plan.	When	such	differences	are	random,	they	are	considered	sampling	error,	or	they	can	be	systematic.	
Both the expert survey and the workshop that were conducted as part of this paper suggested that, 
in many cases, this distinction between the sampling plan and the actual sampling could not be made 
for	unstructured	data.	This	inability	to	make	a	distinction	can	have	different	causes:	In	many	cases,	the	
sampling plan and the actual sampling are identical because – unlike in surveys – there is no economic 
necessity to limit the number of units of analysis by using a sample� At the same time, there are cases in 
which data providers deploy samples directly through an application programming interface (API), leaving 
researchers without access to the sampling plan and putting the plan beyond separate investigation� 
For this reason, we jointly investigated selections made at the level of the sampling plan and the actual 
sampling in the following�

A distinction should be made between studies that can extract data from platforms without the consent 
of the participants (e�g�, the people who created accounts) (Type A) and studies that can collect data only 
with the consent of the participants and, possibly, with extensive participation (e�g�, installing a smart-
phone app) or the use of their own hardware (e�g�, wearables) (Type B)�
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For Type A (studies without	 the	 consent	 of	 participants),	we	 identified	 the	 following	problems and 
challenges:

1. Adjusting the population to match data availability (‘availability research’): The problem that 
the users of certain services (e�g�, Facebook, Twitter) do not represent the entire population (e�g�, of 
a country) can be solved, in principle, only by declaring that the users for whom data are available 
are the statistical population� When doing so, however, no inferences should be drawn about larger 
populations without addressing the selection problem�

2. Opaque algorithms: Data providers use proprietary and opaque algorithms to select samples, and 
such	algorithms	are	made	available	to	researchers	through	APIs.	These	algorithms	can	affect	both	
selection	and	sorting.	For	example,	the	free-of-charge	1%	sample	of	Twitter	data	differed	from	the	
purchased	10%	sample	(Morstatter	et	al.,	2013).	Researchers	who	want	to	work	with	the	provider’s	data	
often do not have a choice but to use data selected by opaque algorithms� 

3. Paywalls: The fact that many text documents are not openly available and therefore cannot be used 
by	researchers	in	many	cases	plays	a	significant	role,	especially	in	the	analysis	of	text	documents.	It	is	
safe	to	assume	that	the	features	of	these	documents	differ	from	the	openly	available	ones.

4. Personalised Content: The content displayed (e�g�, when visiting a website) may depend on the 
characteristics and previous behaviour of the users and thus cannot be determined objectively� This 
problem	has	a	strong	effect	on	the	replicability	of	research.

5. Deletion of content: Content or accounts on platforms are frequently deleted if, for example, they 
violate	a	platform’s	terms	and	conditions,	or	other	users	request	it.	The	population	of	all	‘posts’	made	
on a platform may already be unavailable after a very short time� The longer the gap between when 
the post was made and the extraction of the sample, the more the sample is distorted in favour of 
rule-compliant contributions� Such changes can be a massive problem if rule violations are the subject 
of research� In other cases, technological change can also be a cause for the unavailability of content 
(e.g.,	outdated	data	formats).	This	problem,	too,	has	a	large	effect	on	the	replicability	of	research.		

6. Overcoverage through bots (automated accounts): A considerable part of accounts and posts on 
online platforms can be traced back to automated accounts, so-called bots, and can therefore not be 
included in the population of most research endeavours� If bots are not recognised as such, results 
can	be	significantly	biased.

7. Selection error in samples: If samples are taken from the total stock of a platform for research 
purposes, for example, by selecting posts containing certain keywords, selection error at the level 
of posts as well as at the level of user groups can result� This kind of selection error can occur, for 
example, when certain age groups have a preference for a certain terminology or when ethnic groups 
use	different	languages	(Sen	et	al.,	2021).

8. Data protection: Restrictions based on data protection and research ethics can also be a reason why 
selective access to part of a data stock is not possible� Additionally, data protection policies often 
prevent researchers from sharing the data used in a publication, thus limiting their reproducibility�

9. Duplication: Duplicates of content are commonplace� However, software is usually able to easily 
identify only exact duplicates�

10. Uncertainty regarding affiliation with a population: Researchers might lack the information needed 
to judge whether a case belongs to a population (e�g�, creation date and location of a document)�

For Type B (studies with	the	consent	of	participants),	we	identified	the	following	problems and challenges:

1. Missing sampling plans: Due to a lack of sampling plans (e�g�, for users of a certain technology), 
arbitrary or deliberate selection or snowball sampling is often used� In such samples, biases are 
quantifiable	only	for	items	that	(a)	were	surveyed	during	the	study	and	(b)	are	available	in	an	unbiased	
form for the population from other sources� 

2. Difficulty in distinguishing sampling error from non-response error: With this type of sample, 
sampling error cannot be neatly distinguished from non-response error because there is no sample 
available beyond the individuals who take part voluntarily� It is often only a very small portion of the 
population that consents to this type of participation�
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3. Matching individuals to devices: Devices can be used by multiple individuals (clustering), or indivi-
duals may own several devices (duplication)� If this lack of one-to-one matching is not surveyed and 
taken into account in the analyses, biases can result�

4. Commercial access panels: Commercial access panels are now sometimes used for data collection 
and recruiting, and such panels are also not based on samples with known or estimable errors�

2.3			 Non-response/missing	data	error	
Whereas it is relatively easy to make a neat distinction between unit non-response (a respondent fails to 
take part in a survey at all) and item non-response (a respondent does not answer a certain question) in 
survey research, this distinction is much harder to make for unstructured data� There are many causes of 
missing data in unstructured data as the following examples illustrate:

1. Later deletions of user-generated content can be responsible for missing data as well as hidden 
content or blocked users�

2. Privacy concerns can lead to systematic unit non-response, especially in surveys that require the 
respondent’s	consent	but	also	more	generally	for	social	media	use.

3. Technical problems can be the cause of missing records as well as dropouts�

4. With textual data, changing the character encoding can cause problems�

5. Systemic failures that are correlated with variables that were supposed to be measured (e�g�, deviant 
behaviour)	are	a	particularly	 serious	problem.	Respondents	may	decide	 to	switch	off	 tracking	 for	
specific	behaviours,	thus	temporarily	interrupting	data	collection.

6. The cause of missing data is then often unclear� When data are generated with smartphones and 
wearables, it might not be possible to distinguish whether the device was forgotten and is possibly 
recording	the	sounds	of	a	different	environment,	whether	the	respondent	is	asleep,	and	the	device	is	
not recording because of that, or whether there is a technical problem�

Moreover, non-response in unstructured data is often confounded with undercoverage� For example, 
when	analysing	Twitter	data	over	a	 set	period	of	 time,	categorisation	could	differ	depending	on	 the	
definition	of	the	unit	of	analysis	(tweets	vs.	the	individual):	When	the	unit	of	analysis	is	the	individual,	
undercoverage could be the result of a missing Twitter account or non-response in the sense of tweets 
that do not occur during that period� If the unit of analysis is a tweet, all missing tweets can be considered 
undercoverage (Amaya et al�, 2020)� 

2.4			 Recommendations	
Due to the dynamic development and variety of types of data, developing standards to handle most of 
the	abovementioned	problems	in	data	generation	is	a	difficult	task.	This	professionalisation	runs	in	parallel	
or with a time lag across disciplines� In our workshop, we deduced the following recommendations:

1. Procedures/software for identifying bots should be deployed when using platform data� There is an 
urgent	need	for	further	research	on	the	quality	of	existing	procedures	(Rauchfleisch	&	Kaiser,	2020)	
and on improving detection�

2. The limitations of studies with unstructured data, especially regarding certain selectivities, should 
be extensively discussed in publications�

3. If very large samples or even the entire population are available for analyses, we recommend using 
effect size measures	(and	their	confidence	intervals)	in	addition	to	or	instead	of	the	reported	statis-
tical	significance	of	the	results.	

4. We recommend power analyses to determine sample size, especially when the costs per unit of 
analysis are high�

5. Checking for duplicates should take place when analysing documents� Fuzzy String Matching can 
be applied to detect documents that are not identical (Leskovec et al�, 2020)� 

6. A promising approach for facilitating the replicability of results on the basis of privacy-sensitive data 
despite the requirements of data protection is the differential privacy approach (Dwork et al�, 2006; 
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Dwork & Roth, 2014)� This approach has already been applied, for example, by Evans & King (2022) to 
a Facebook URL dataset (Evans & King, 2022; see also the possibility of Remote Execution Solutions by 
van Atteveldt et al�, 2021)�

7. There are studies on mobile devices that require that participants using smartphones or wearables 
actively participate� If it is not possible to use random samples for data availability, data protection, or 
economic reasons, we recommend that such studies take measures to increase the generalisability 
of research results� The following measures could be considered: 

a. Recruiting from and linking with existing studies (e�g�, longitudinal studies) (Kreuter et al�, 2020) 
to facilitate a comprehensive analysis of selectivity� If the respective questions are available, a 
distinction can also be made between non-coverage (who does not have the appropriate devices) 
and non-response (who does not participate despite having the device) (Keusch et al�, 2020; 
Keusch et al�, 2022)� Moreover, the questionnaire can help clarify issues of jointly used devices or 
multiple devices per participating person�

b. For hidden populations, the application of, for example, respondent-driven sampling (Hecka-
thorn, 1997) facilitates estimates of the probability of inclusion�

c. Effective weighting can be achieved by collecting participant information that is as meaningful 
as possible and is correlated with target variables (not merely demographic information) that are 
also	known	for	the	population	(e.g.,	by	using	official	statistics).

8. Technical causes for missing values can be limited, for example, by using high-frequency monitoring�
It is possible to validate missing values by comparing different sensor data�

9. Coverage bias and non-response bias should, in principle and not just for unstructured data, be 
evaluated together (Eckman & Kreuter, 2017)� 

10. The causes of sources of error should be named and categorised, the categorisation should be made 
transparent,	and	the	resulting	errors	should	be	quantified	and	compared	with	other	data	sources	
(Amaya et al�, 2020)�
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3	 Post-collection	processing	

In classic survey research, instruments are explicitly developed to capture constructs� These are 
often items or questionnaires (see Design Questionnaire in Figure 2) that are formulated or 
selected, driven by theory, in relation to the construct that is to be measured� However, research 
with unstructured data draws on data that already exist but were not generated explicitly for 
research purposes� This creates special challenges for assessing the quality of measurements, 
which we address in the following chapter�

3.1		 	 Specification	error	and	validity			
Specification error occurs when the construct that the research question refers to is not aligned with 
the construct represented by the data (Amaya et al�, 2020)� This part of the TEF thus refers to construct 
validity� Construct validity is given when the inferences drawn about the underlying construct on the 
basis of the data are adequate and appropriate (Eid & Schmidt, 2014; Messick, 1989, 1995)� Ensuring 
construct validity in social, behavioural, and economic research usually begins as early as when tests or 
questionnaires	are	being	constructed.	Typically,	the	construct	is	first	defined	in	theoretical	terms.	Then,	
on the basis of theoretical deliberations, items that are designed to cover the construct in a valid way 
are formulated or selected (Eid & Schmidt, 2014)� As part of extensive investigations of validity, resear-
chers then empirically test whether the data, which are collected using the constructed measurement 
instrument, follow theoretical expectations� Due to its primary recourse to already existing data, empirical 
research	using	unstructured	data	often	differs	from	this	prototypical	approach	in	social,	behavioural,	and	
economic research:

1� Construct-related data selection and construct adaptation: Assuming that a researcher wants to 
study an a priori construct, they are faced with the problem of selecting and processing unstructured 
data in such a way that the data provide the best possible match to the a priori construct� Depending 
on the data situation, this matching can be more or less successful, and it may require the original 
construct of interest to be adjusted (Sen et al�, 2021)� 

2� Determining the construct through the data: Research using unstructured data can also be designed 
in such a way that it does not begin with an a priori construct� Instead, it may investigate available data 
in an exploratory manner, seeking out interesting concepts and constructs that could be researched 
on the basis of the available data (Sen et al�, 2021)� The research questions and constructs of interest 
are thus inferred from the data and determined by the available data�

3� Defining new constructs: Working with unstructured data could also introduce entirely new const-
ructs	into	the	scientific	community	because	new	collection	methods	may	also	result	in	the	definition	
and establishment of new constructs (e�g�, analogous to the distinction between explicit and implicit 
attitudes in social psychology by considering reaction times)� 

This use of unstructured data implicates specific problems and challenges to securing construct validity 
and the manner in which validation strategies are chosen:

1� Lack of validity studies: Ideally, an investigation of the construct validity of a questionnaire or other 
measurement instrument is undertaken as part of an independent research programme in which, 
driven by theory, hypotheses are tested in relation to the behaviour of the measurement instrument 
(Eid & Schmidt, 2014)� For unstructured data, there are no such comprehensive validity studies� The 
validity	of	specific	inferences	may	therefore	be	compromised.

2� Lack of gold standard in convergent validity: Concerning convergent validity, it is possible to examine 
whether measures of constructs obtained with unstructured data are theoretically related to other 
measures of constructs that were obtained using other methods of data collection or other types 
of data� Survey data, interview data, and ethnographic data, for example, may be used to validate 
conclusions that were made on the basis of unstructured data (Reveilhac et al�, 2022; Tufekci, 2014)� 
However, there will not always be a gold standard measurement of a construct available to which the 
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unstructured data can be related� Further, by using unstructured data, researchers are aiming to avoid 
the kinds of problems that occur with other methods of data collection (e�g�, self-reporting) and arrive 
at more valid conclusions� Lastly, there is also the question of whether the constructs captured using 
different	methods	really	represent	the	same	construct	or	different	constructs.

3� Securing content validity: When taking texts, images, videos, or other data that have been found 
and using them to make inferences about constructs (e�g�, the attitudes of the individuals under 
investigation), one question that arises is how representative the data are of the construct of interest 
(e.g.,	the	attitudes).	Typically,	this	representativeness	can	be	verified	only	by	using	additional	data	and	
sources of information�

4� Analysing discriminant and incremental validity: When the concepts and constructs under investi-
gation	are	adjusted	to	the	available	data	or	when	defining	new	data-driven	constructs,	a	question	that	
arises	is	how	they	are	related	to	established	constructs.	It	is	necessary	to	ask	whether	they	are	suffici-
ently distinct from established constructs (discriminant validity) or whether they contribute to better 
predictions or explanations of phenomena by going beyond established constructs (incremental 
validity)� The analysis of these facets of validity also often requires additional data to be included�

3.2			 Measurement	errors	and	errors	in	content		
The precision of a measurement instrument in the social sciences is measured by its reliability� Reliability 
is	defined	as	the	proportion	of	the	variance	of	true	scores	to	the	total	variance	of	observed	scores,	where	
the total variance is made up of the variance of true scores and the unsystematic variance� Reliability 
refers	to	the	extent	to	which	observed	differences	between	individuals	can	be	attributed	to	true	(measu-
rement-error-free)	differences	(Eid	&	Schmidt,	2014;	Schnell	et	al.,	2011).	There	are	various	methods	that	
can be used to determine reliability� Such methods focus on either the consistency of measurements 
within a measurement instrument (e�g�, split-half method, internal consistency, parallel testing method) or 
the consistency of measurements that use the same measurement instrument over time (e�g�, test-retest 
method)� High reliability indicates that the results of repeated measures of the same feature are highly 
correlated (i�e�, the measurements are highly correlated) and the measurements are overlaid by unsyste-
matic variance to only a limited extent�

Poor	reliability	of	measurement	 instruments	affects	further	analyses	because	poor	reliability	can	 lead	
to biased estimates of correlations between features� In principle, there are three strategies for dealing 
with measurement error in the social sciences� Firstly, if reliability is poor, researchers can try to optimise 
measurement instruments (e�g�, by excluding items or developing new items)� Secondly, measurement 
error can be taken into account in further analyses when interpreting results (e�g�, as part of sensitivity 
analyses).	Thirdly,	some	methods	explicitly	seek	to	correct	the	effect	of	erroneous	measurements	when	
estimating correlations (e�g�, structural equation modelling)� 

When working with unstructured data, it is often necessary to deal with potentially erroneous data, which 
can result in various problems and challenges:

1� Found data: Unstructured data are often available in the form of found data� As such, the condi-
tions under which they were created remain unclear to a certain extent� For example, it is not always 
possible	to	determine	exactly	whether	different	digital	traces	were	left	by	the	same	person	or	which	
concrete technical settings were made by a platform� This lack of clarity may obstruct the repli-
cation	of	measurements	as	well	as	the	specification	of	measurement	models,	which,	in	the	traditional	
approach, are needed to estimate reliability�

2� Individual collection devices: Studies using unstructured data often employ measurement devices 
(e.g.,	sensors	or	trackers)	or	draw	on	available	data	that	depend	on	an	individual’s	settings	(e.g.,	of	a	
smartphone or a platform)� The question that therefore arises is which strategies for due diligence are 
available to identify and correct possible biases in data collection and post-collection processing�

3� Automatically created data: Data can be generated automatically (e�g�, by bot accounts on social 
media or automated content in web tracking)� By including such data in addition to naturally collected 
data, reliability analyses can become distorted�
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3.3			 Recommendations	
Overall, data quality issues play an important role in research with unstructured data, and a conside-
rable amount of time must be invested into preparing and checking such data� However, even though 
advanced statistical methods are being used to handle such data, little to no general standards have yet 
been established for assessing the quality of measurements� This lack of standards is partly due to the 
fact	that	research	teams	are	working	with	very	different	apps	and	devices	and	that	platforms	and	apps	are	
constantly	changing.	There	is	also	often	a	lack	of	systematic	validation	studies.	We	identified	the	following	
starting points for future research on the validity and reliability of unstructured data:

1� Resorting to established validation strategies: Studies for testing the validity of unstructured data 
can resort to established procedures from social, economic, and behavioural research (see, e�g�, Eid 
&	Schmidt,	2014;	Krippendorff,	2008;	Lamnek	&	Krell,	2016;	Schnell	et	al.,	2011)	and	can	apply	these	
procedures to unstructured data:

a. Convergent validity can be examined by drawing from additional data sources, such as survey 
data, interview data, or ethnographic data (Reveilhac et al�, 2022; Tufekci, 2014)� If construct 
measures are obtained with algorithms, external data or specially generated data can be used to 
test for whether the algorithm results in similar construct measures� 

b. As part of criterion validation, a researcher can analyse whether a construct that is measured with 
unstructured data can predict a criterion in the expected way� In addition, a researcher can analyse 
whether measures of constructs obtained with unstructured data contribute to the prediction of a 
criterion	(e.g.,	specific	behaviour	or	experience)	beyond	other	previously	available	measures	of	the	
same construct and thus represent added value (incremental validity)� 

c. Regarding content validity, researchers can analyse the extent to which the selected sample of 
data is representative of the construct under investigation� Using the topic modelling procedure 
(Heyer et al�, 2018) based on database metadata, for example, researchers can investigate whether 
the found distribution of words corresponds to the distribution in other databases� It may also 
be useful, for instance, to examine the extents to which the life situations that the text, audio, or 
images were collected in are representative of the lives of the individuals under investigation� Such 
comparative data can be obtained through comprehensive panel studies that deal explicitly with 
human behaviour in the digital world (Tufekci, 2014)� A compliance questionnaire can be used to 
survey the times at which or the situations in which the participants did not wear the recording 
device� Such information can help to highlight possible biases in the recording� 

d. When evaluating the content of unstructured data, methods of semantic validation can be used 
(Krippendorff,	2012)	to	examine	whether	the	meaning	of	the	analysed	text	was	correctly	repre-
sented�

e. If unstructured data are analysed using qualitative methods, it can be helpful to take into account 
validation strategies of qualitative research (Lamnek & Krell, 2016)�

2� Lack of information on validity: If it is not possible to present convincing evidence of construct 
validity, the validity of the inferences drawn from the data to the underlying construct is not ensured� 
In these cases, 

a. it is advisable not to draw these conclusions but to make interpretations only in relation to the 
available	data	(i.e.,	‘close	to	the	data’);

b. it	may	be	useful	to	revise	the	research	question	or	switch	to	a	different	data	source	(and	transpa-
rently communicate what was done);

c. it may be necessary to refrain from using or publishing the data altogether�

3. Data-driven constr uct definition: If	the	definition	of	constructs	is	driven	by	the	data,	it	is	necessary	
to ensure high transparency regarding the relationships between the construct and the data points� 
Example data can be used to illustrate the ways in which the data are related to the construct of 
interest� Alternatively, a more theory-driven approach is conceivable in which concrete expectations 
about the relationships between the concept and the available, or collected, data are formulated 
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(auxiliary theories; Schnell et al�, 2011)� Such an approach would enable theory-driven testing of 
validity and reliability and result in better integration into the theory of classic measurement models�

4. Reflecting on the effect of measurement error:	 The	extent	and	possible	effect	of	measurement	
error should be communicated and taken into account when interpreting the results� Data points that 
are obviously erroneous should be excluded� There are several strategies for checking data quality 
(measurement	quality,	measurement	error	 influences),	which	can	differ	depending	on	 the	 type	of	
unstructured data�

a� Smartphone data: The correctness of the recorded data can be checked with the help of standar-
dised action sequences:

i. For example, a certain protocol	can	be	specified	(open	the	app,	make	a	call,	etc.)	and	then	
compared with the recorded data� Moreover, certain smartphone settings could be standar-
dised� 

ii. Identification and careful examination of values that lie outside the expected range: For 
example, these values can be variations in heart rate or very rapid changes in location (several 
kilometres in a few seconds) in the Global Positioning System (GPS)�

iii. It is possible to partially record measurement inaccuracies and to take them into account 
for further analyses� When measuring coordinates (longitude and latitude), for example, the 
precision of the measurement can also be recorded� 

b� Textual data:	Different	strategies	can	be	recommended	for	textual	and	content	analysis:

i. Pre-processing of text: Scripts for preparing text and the deployed algorithms can be made 
available in replication scripts, and plausibility checks can be carried out�

ii. Correction of measurement error in content analyses: In content analyses of social media 
data	 (e.g.,	Facebook	data),	 the	extent	 to	which	coders’	observations	agree	can	be	used	to	
determine the precision of the content coding (Bachl & Scharkow, 2017)� Crowdsourcing 
approaches can also be used, for example, to code random text samples in order to be able to 
examine convergence across coders� 

iii. Robustness of text analysis algorithms: The parameters of the employed text algorithms may 
vary, and researchers can investigate how sensitive the main results are to this variation� For 
example, it might be possible to vary the threshold for semantic or structural similarity in text 
analysis� 

5. More basic methodological research should be conducted to develop procedures to test for validity 
and reliability and to develop criteria for the publication of data quality checks� One challenge will be 
to	develop	procedures	that	can	be	generalised	to	different	apps	and	platforms.
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4	 Data	analysis	

In contrast to data generation and post-collection processing, the analysis of unstructured data 
in principle consists of the same steps – and thus the same sources of error – as traditional survey 
research (see Figure 2)� A large part of the data analysis recommendations from the methodolo-
gical literature on research using unstructured data can therefore be directly applied to working 
with unstructured data (Cohen et al�, 2003; Shadish et al�, 2002)� The chapter at hand focusses 
on	specific	challenges	in	data	analysis	that	the	experts	who	took	part	in	our	survey	or	during	the	
subsequent discussion in the workshop viewed as characteristic of unstructured data�

4.1  Record linkage and processing error   
Unstructured data are often combined with other sources of data (record linkage) so that additional 
analyses can be applied to the data� For example, web tracking and social media data are often linked to 
traditional survey data� Other examples of record linkage include linking TV video content with content 
analysis data (linked through channels, dates, times), social media data with website content (linked 
through URLs), or behavioural data with media data (linked through tracking data – URLs) (see Stier et 
al�, 2020)� The same standards apply to this linkage as to structured data formats (Christen, 2012; Tokle & 
Bender, 2021)� The aim must be to minimise possible processing error (e�g�, no clear assignment of indivi-
duals)	that	can	arise	from	linking	different	data	sources.

Furthermore, a special challenge to data analysis is that unstructured data are predominantly collected 
for purposes other than research, and therefore – to render such data useable in research – they must 
be transformed into research data at great expense� To do so, an understanding of what these data 
represent and how they were measured must be gained before each instance of analysis of unstructured 
data� Sometimes the exact meaning or the context of data collection/generation of unstructured data 
is	not	clear	for	certain	variables	when	they	are	viewed	‘from	a	distance’.	For	example,	there	is	often	no	
demographic information available, and thus, key reference information might be missing (Stier et al�, 
2020)� Moreover, different devices	from	different	manufacturers	(e.g.,	for	recordings)	can	result	in	dispa-
rities	in	the	data	because	recordings	may	differ	by	the	type	of	device.	Individual	processing	steps	(e.g.,	
pre-processing of textual data) must therefore be documented and made transparent� When working 
with textual data, it is possible to encounter encoding problems	or	differences	in	data	due	to	differences	
in	or	a	different	order	of	clean-up	or	transformation	steps.	Rather	than	viewing	them	as	programming	
errors, it underscores the importance of documenting the programming steps in detail� Overall, it was 
noted that, although individual best practice recommendations for programming exist, pre-processing 
and the corresponding processing steps also depend on the concrete research question�

Another special feature of unstructured data is that system-generated data are created in addition to 
user-generated data� It is therefore possible that system-generated data will be mistakenly processed as 
user-generated data�

4.2  Modelling error 
Another possible source of error lies in the dependency between the results of the data analysis and 
the choice of statistical modelling (see Figure 2)� Modelling error includes both the possibility that the 
statistical	models	were	applied	 incorrectly	and	 the	 fact	 that	 results/conclusions	can	vary	significantly	
depending on the choice of statistical modelling�

Incorrect application of statistical models can include failing to choose the appropriate analysis model 
(e�g�, choosing the wrong method to calculate the standard error) (West et al�, 2016) but also mistakes 
that	might	occur	accidentally	in	the	specification	of	the	analysis	model.	A	prerequisite	for	identifying	and	
correcting modelling errors is the reproducibility of the results of an analysis (computational reprodu-
cibility) (Stodden et al�, 2018)� Computational reproducibility means that the results can be reproduced by 
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applying	the	analysis	code	(e.g.,	a	syntax	file	for	the	statistical	software	that	was	used)	to	the	data	used	
for the analysis (Christensen, 2018; Hardwicke et al�, 2021)� 

Additionally, there is the issue of the robustness of the results of the analysis� Results are generally 
viewed as less robust if they are sensitive to the choice of alternative analysis models (Simonsohn et al�, 
2020; Young & Holsteen, 2017)� For example, key analysis results may depend on which covariates are 
included	in	the	model	and	how	the	effects	of	the	covariates	are	specified	(e.g.,	linear	vs.	non-linear	effects).	
Robustness issues in analysis results can be best addressed if both the data and the analysis code are 
accessible	to	the	scientific	community.

4.3  Analytical error
Finally, a key source of error lies in the inferences drawn on the basis of the data analysis (analytical 
error)� Here, it is important to emphasise that, also when working with unstructured data, the robustness 
of inferences depends on the research design (Salganik, 2018)� Here, too, the royal road towards robust 
causal	 inferences	 is	paved	with	 randomised,	 longitudinal	experiments	or	field	 studies	 (Shadish	et	al.,	
2002).	If	randomisation	is	not	possible,	the	effects	of	possible	confounders	can	be	controlled	by	taking	
covariates into account or by cleverly choosing study designs (e�g�, natural experiments or quasi-experi-
mental designs) (Angrist & Pischke, 2009)� Alternatively, it is also possible to refrain from answering causal 
analytical questions and to focus on describing interrelationships�

A special aspect of analysing unstructured data is the test fairness of the statistical algorithms used 
for analysis� Test fairness refers to systematic discrimination against certain individuals on the basis of 
their	ethnic,	sociocultural,	or	gender-specific	group	background.	This	discrimination	can	be	the	result	
of, for example, the use of biased training data (sample bias)	for	classification	algorithms	(Rodolfa	et	al.,	
2021).	In	computer	science,	the	verification	of	fairness	in	flexible	machine-learning	procedures	is	gaining	
momentum (e�g�, algorithmic bias/fairness in artificial intelligence)� There was consensus among the parti-
cipants	of	the	expert	workshop	we	conducted	that	the	verification	of	model	fairness	should	also	play	a	
large role in social science applications, especially if the aim is to apply the procedures in practice�

4.4		 Recommendations	
Making	unstructured	data	useable	for	analyses	is	linked	to	a	great	deal	of	effort	that	is	not	always	visible	
to third parties� Generally speaking, the pre-processing of data plays a substantial role in any type of 
subsequent statistical analysis� The following recommendations were deduced from the results of our 
workshop:  

1. Documentation of processing steps: When transforming unstructured data into research data, every 
pre-processing	step	should	be	documented	and	examined	for	possible	biasing	effects.	Such	documen-
tation	and	examination	can	sometimes	be	difficult	or	even	impossible	because	pre-processing on a 
platform or an app does not provide researchers with insights into the processes, as these are propri-
etary procedures� Moreover, the version of the software can change and may therefore produce 
deviating results� Such problems can be addressed by using solutions for version or dependency 
management	(e.g.,	‘packrat’	in	R).

2. Programming: Erroneous data can also be the result of simple programming errors that are not 
subsequently found due to a lack of plausibility checks� It would therefore be sensible to adopt the 
error-reducing strategies from professional programmers� Examples include pair programming, 
peer	review	of	code,	and,	of	course,	replication,	transparency,	and	meta-analysis.	However,	efficient	
post-collection processing often requires, for example, in-depth knowledge of object-oriented 
programming.	Most	social	scientists	do	not	have	such	knowledge,	and	it	is	difficult	to	recruit	software	
engineers with comprehensive training to work in research�

3. System vs. user-generated data: To distinguish system-generated from user-generated data, the 
following approaches may be useful:

a. Triangulation: Subsequent qualitative interviews can help determine the extent to which the 
study’s	participants	were	aware	of	their	behaviour	in	certain	situations	(e.g.,	during	eye-tracking:	
Is a person at all aware that their eyes were resting on an object and, if so, why they were resting 
there?)� Such interviews can supply additional information to help validate the data�  
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b. Integration of methods: In text analysis procedures, there is the possibility of expert validation� 
Subject-specific	unstructured	data	(e.g.,	on	the	political	situation	of	a	certain	region)	could	be	
underpinned by professional expertise� This type of method integration would be especially 
desirable from the point of view of qualitative researchers� 

c. Combination of methods: When methods are combined, the data are enriched with additional 
knowledge from classic text analyses� In communication studies, for example, discourse analyses 
are carried out on controversial topics (e�g�, internet regulation)� In doing so, large amounts of data 
can be registered by using computer-aided procedures� It is nevertheless important to extract 
small samples afterwards to try to understand the broader patterns�  

4. Transparency of analyses: For the sake of both the reproducibility and the robustness of the analyses, 
the	analysis	code	and	data	should	be	made	available	to	the	scientific	community.	However,	this	availa-
bility will not always be possible for all datasets for data protection reasons� When data cannot be 
made available, it is important to think about alternatives (e�g�, synthetic data, or limited data access; 
van Atteveldt et al�, 2021)�
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5	 Outlook:		
Open	questions	and	challenges	to	research	
with	unstructured	data		

5.1   Data access  
Unstructured data encompass a broad spectrum of types of data� They range from newspaper articles 
to	 images	 and	 videos	 to	 sensor	 data.	Moreover,	 they	 are	 often	 generated	 by	 very	 different,	 often	
non-academic,	global	companies	that	work	for	profit.	Such	companies	are	rarely	interested	in	publicly	
disclosing the existence of these data to independent researchers� Additionally, both the structure of and 
access to data change continuously at a technical and legal level� This change creates major technical, 
legal, and procedural challenges for researchers (Breuer et al�, 2020)� The sheer quantity and hetero-
geneity in terms of time and content impede the development of clear recommendations (or textbooks) 
that remain valid in the long term�

Whereas this situation is problematic, it is also very similar across disciplines in social, behavioural, and 
economic research� Coupled with rapid changes in the structure of and access to data, the result is 
that opportunities for interdisciplinary networking and an institutionalised, up-to-date exchange on 
concrete	research	projects	are	the	best-possible	responses	to	the	rapidly	evolving	field	of	the	analysis	
of unstructured data� Individual disciplines, such as journalism and communication studies, where an 
exchange is already taking place, especially among researchers working with social media, are pioneers in 
this regard� Moreover, communication researchers are involved in various initiatives within their academic 
associations that are developing recommendations on these matters� The aim should be to initiate and 
consolidate an ongoing exchange of this kind for all the academic associations represented in the German 
Data Forum (RatSWD) in order to help researchers in other disciplines work with unstructured data, 
too� Moreover, interdisciplinary conferences focussing on methods and data would be useful for an 
exchange on issues, such as data sharing and the re-use of unstructured data�

Another challenge is to create a secure legal framework for research using data from private platforms� 
Universities should provide support staff for data management and provide advice on issues of 
copyright and data protection�

Finally, it is necessary to change the incentive system for researchers in order to reduce the high costs 
that are often associated with the sharing and documenting of unstructured data� Whereas such sharing 
and documenting are already commonplace in disciplines such as psychology, this tradition has not yet 
become established in other disciplines, for example, in business administration� The topic still does not 
get	enough	attention	in	academic	associations	or	during	the	training	and	qualification	phases.	However,	
the requirements of research sponsors and publications are now creating new incentives in this regard� 
Journals	(e.g.,	in	political	science)	are	also	increasingly	transforming	themselves	and	are	creating	incen-
tives	to	showcase	new	datasets	and	to	briefly	describe	their	potential	to	be	analysed,	for	example,	through	
the research note format� Such a format, which increases the citability and reputation of datasets, would 
also be desirable for datasets containing unstructured data� However, again, these new developments 
underpin	the	need	to	create	points	of	contact	 that	help	researchers	find	out	whether	these	data	can	
legally be published at all, especially unstructured data�

The	scientific	analysis	of	new,	unstructured	 types	of	data	 results	 in	additional	 issues	 that	go	
beyond	the	specifics	of	the	research	process.	Which	new	challenges	arise	in	terms	of	data	access?	
How transparent is the selection process? How must governance structures be designed, and 
which resources do researchers require for research using unstructured data?
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5.2   Transparency 
Because unstructured data are often generated and made available by non-academic digital companies, 
typical	criteria	for	transparency	are	difficult	to	meet.	Researchers	gain	access	to	data	through	unknown	
application interfaces without knowing what the populations look like or which selection criteria were 
used to gather the data made available to them� Documentation is often lacking, and metadata are rarely 
provided	or	are	provided	with	insufficient	accuracy.	Another	problem	is	the	fast-moving	nature	of	this	
field.	Not	only	do	platforms	change	their	selection	algorithms	and	the	structure	of	the	data	itself,	but	they	
also	do	not	document	or	insufficiently	document	these	changes,	thus	rendering	these	data	very	volatile	
and calling into question the replicability of studies�

The nature of unstructured data itself also means that certain quality criteria, which are tried-and-tested 
for the analysis of self-generated data, cannot be met by researchers or are met only at high costs� 
Existing templates for questionnaires for the pre-registration of studies with unstructured data are 
frequently	an	obstacle	because	they	are	not	always	transferable.	Pre-registration	is	especially	difficult	for	
exploratory or data-driven research� However, the many pre-processing steps and various options for 
operationalisation when conducting research with unstructured data are, in fact, an important argument 
for pre-registration� It enables researchers to mull things over in advance, to transparently document 
decisions (and revise them if necessary), and, in the best case, to bring in constructive feedback from 
colleagues� If pre-registration is not possible or has not been done, the work steps should be documented 
and published retrospectively in order to increase transparency as much as possible� Transparency is 
especially important when working with unstructured data�

Regarding the FAIR principles, according to which data should be findable, accessible, interoperable, and 
re-usable,	re-usability	of	data	is	a	key	issue.	Research	with	unstructured	data	is	often	very	specific,	and	
it is often not allowed to share data in full� This restriction further increases the requirements for the 
documentation of data processing and the deployment of metadata to enable other researchers to 
replicate results with the data they requested from platforms� Both project funding schemes and the 
funding of science institutions should take these requirements for the documentation of data processing 
and the deployment of metadata into account�

5.3  Governance 
The widespread use of unstructured data also poses new questions regarding the establishment of an 
appropriate	institutional	framework	for	scientific	work.	Adequate	approaches	to	governance	must	keep	
different	goals	and	requirements	in	mind:	How	are	the	legitimate	interests	of	the	users	who	are	leaving	
the traces of data protected? How does one take into account the legitimate interests of organisations, 
companies, and state actors that create, store, and analyse unstructured data? How does one make sure 
researchers	have	access	to	socially	relevant	troves	of	unstructured	data?	And,	finally:	How	does	one	find	a	
common	understanding	of	the	rules	of	good	scientific	practice	and	ensure	that	they	are	widely	adhered	
to?

To do so, appropriate governance models must tackle two challenges� First, they must reconcile norms 
that	have	very	different	objectives.	Take	data	protection	requirements,	for	example.	Anonymisation	and	
pseudonymisation	procedures	for	data	make	scientific	use	costlier,	create	obstacles	for	certain	analytical	
access	paths,	and	make	the	shared	use	of	data	more	difficult.	Another	challenge	is	establishing	an	appro-
priate balance between the (intellectual) property rights of corporations, whose value creation networks 
generate these unstructured data, and the legitimate interest of science and research, enshrined in the 
constitution, in accessing data troves that are both economically valuable and socially relevant�

By the same token, governance structure must integrate a large number of diverse actors� First of all, 
these actors include the researchers themselves, who are working with unstructured data with very 
different	access	paths	and	research	questions	in	a	field	that	is	seeing	dynamic	growth.	Here,	we	observe	
a	heterogeneous	scientific	practice	that	is	finding	different	responses	to	the	regulation	goals	sketched	out	
above�

Furthermore, academic organisations must be considered� Such organisations include universities and 
research institutions that create frameworks for handling unstructured data in terms of rules and resources 
for	their	members.	Moreover,	academic	associations	are	relevant	institutions	for	finding	a	common	under-
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standing	of	good	scientific	practice	as	well	as	actors	in	research	sponsoring,	who	shape	scientific	practice	
through, for example, requirements for data management� Academic journals and other relevant publi-
cations	are	also	significant	because	they	shape	the	field	through	their	regulation	of	manuscripts	and	the	
availability of data that published articles are based on�

Regarding structures and resources, actors in (science) policy play a particularly relevant role� Moreover, 
a factor of central importance is that unstructured data are generated to a relevant extent by commercial 
companies,	specifically,	by	global platforms� Their sovereignty over user data plays a key role in their 
business models, thus impeding the accessibility of these data troves for research purposes, especially 
seeing	as	access	is	possible	only	via	APIs	that	could	be	reconfigured	unilaterally	at	any	given	time.

Well-developed activities in science and science policy, for example, in the area of the National Research 
Data Infrastructure (NFDI), include working on making unstructured data systematically available to 
other researchers� As yet, these activities are contrasted by a comparatively low density of regulations at 
the level of academic associations� In addition to data availability issues, there are questions about the 
methods	needed	to	generate	valid	and	reliable	findings	in	their	respective	fields.	Recommendation	papers	
on	working	with	unstructured	data	are	available	at	very	different	 levels	of	detail.	One	example	 is	 the	
working group of the German Communication Association (DGPuK), which developed recommendations 
for handling research data in communication studies (Peter et al�, 2020)� Generally speaking, the recom-
mendation	is	to	intensify	the	discourse	within	scientific	disciplines	and	to	find	formats	that	can	be	used	to	
develop a common understanding of good scientific practice	that	goes	beyond	the	specifics	of	certain	
disciplines� Here, it would also make sense to include the expertise of research sponsors, infrastructures, 
and academic publications�

In terms of deliberations on appropriate governance structures, the need for regulation regarding the 
cooperation with commercial providers at a political level is of central importance� On the one hand, 
it is problematic that companies can curate their data themselves and, on the other hand, that it is up 
to them to decide whether to cooperate with science and research� This situation creates strong depen-
dencies	where	 the	economic	and	 strategic	 interests	of	platforms	exert	 a	 significant	 influence	on	 the	
research	questions	that	are	being	pursued	and	the	data	that	are	being	analysed.	Whereas	there	are	first	
beginnings	in	the	current	debate	on	regulating	digital	offerings	that	are	capable	of	increasing	resear-
chers’	access	to	data,	the	extent	to	which	these	beginnings	will	be	realised	and	whether	they	can	lower	
the access barriers for researchers remain to be seen� There is still a need for policymakers to increase 
the	pressure	on	platform	providers.	However,	 it	 is	difficult	 to	place	political	demands	on	commercial	
companies as long as public institutions, too, are not taking on a pioneering role in providing researchers 
with	easy	access	to	data,	for	example,	official	statistics	data.	Here,	coherent	action	towards	the	most	open	
access	to	data	possible	would	be	desirable.	Some	first	initiatives	are	moving	in	this	direction,	for	example,	
the European Digital Media Observatory (EDMO2)�

5.4   Resources 
Due	to	the	volume	and	temporal	dynamism	of	unstructured	data,	it	takes	significantly	more	resources	to	
analyse such data than it does to handle more selectively gathered datasets� One reason (among many) 
is that there is little to no standardisation, making case-by-case examinations necessary to a larger extent�

From a resource perspective, this problem is not just a technical one because the technologies that are 
necessary to archive and analyse larger amounts of data are basically available� Existing infrastructures, 
too,	can	be	used	for	this	purpose	and	can	be	scaled	up	with	comparatively	little	financial	expenditure.	
Rather,	the	challenge	consists	of	configuring	these	technologies	in	technical	platforms	(e.g.,	Dataverse3) 
in such a way that they create added value for users from science and research (Hemphill, 2019)� Such 
configuration	is	as	much	about	setting up the platform as it is about the maintenance and continuous 
adjustment	 to	 new	 technological	 requirements	 in	 terms	 of,	 for	 example,	 availability,	 efficiency,	 data	
protection, and the prevention of cyber attacks� Moreover, the focus is on content requirements such as 
those	relating	to	findability,	data	quality,	formatting,	and	metadata	(Breuer	et	al.,	2021).	

2 https://edmo�eu/
3 https://dataverse�harvard�edu/
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The aforementioned challenges can be dealt with, at least in part, by investing in the technical infra-
structure� More important, however, are the human resources� Handling data with information technology 
requires	new	skill	profiles,	which	are	rarely	reflected	in	established	job	descriptions	in	science	organisa-
tions.	If	it	is	possible	to	define	new	job	profiles	and	make	the	necessary	resources	available	for	qualification	
and	additional	training,	recruiting	personnel	who	are	qualified	to	work	in	science	still	requires	conside-
rable	effort.	When	competing	with	commercial	actors	with	considerable	financial	resources,	it	might	be	
more	effective	to	highlight	the	value	for	society	that	working	in	research	can	produce	in	order	to	attract	
talented	applicants	to	work	in	the	field	of	scientific	data	management,	at	least	for	limited	periods	of	time.

In addition to issues related to the recruitment training of qualified employees, additional human 
resources are needed to reliably provide and document unstructured data� In this context, the absolute 
size of budget funds is also relevant� However, the logic applied to funding is almost equally important� 
Here, the demands for a permanent infrastructure, which is necessary to make unstructured data useable, 
collide with a project-oriented approach to research funding, which, while able to create incentives for 
systematic data management, is not fully capable of safeguarding the long-term availability of unstruc-
tured data� In the long run, it is important to think about the decentral support functions that should be 
made available at the level of universities and institutes� Furthermore, it seems sensible to work towards 
greater cooperation between research infrastructure providers that already have extensive experience in 
handling unstructured data�

Another	way	 to	move	 towards	 qualification	 and	 knowledge-building	 is	 to	 increase	 the	 cooperation 
between the social sciences and computer science� Ideally, the two disciplines will complement each 
other, and knowledge transfer will take place in both directions� This ideal situation could be very 
productive because one complements the other in terms of content and method: Whereas the social 
sciences focus on describing and explaining, computer science is aimed at making data-driven predic-
tions (prediction tasks)� In principle, research design (including choice of methods) and quality standards 
are	no	different	between	studies	 in	 the	social	 sciences	and	 those	 in	computer	science.	However,	 the	
publication	cultures	in	the	two	disciplines	are	very	different.	Before	embarking	on	a	joint	project,	it	might	
therefore be advisable to agree in advance on whether a study will be a social science or a computer 
science	study.	There	is	a	risk	of	conflict	in	the	context	of	such	interdisciplinary	cooperation	if	one	of	the	
two sides ends up in a secondary service role� The emergence of computational social science can be seen 
as a reaction to this problem: People would rather acquire the relevant skills than take on a service role�
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