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A B S T R A C T

Identifying rare patterns for medical diagnosis is a challenging task due to heterogeneity and the volume of data.
Data summarization can create a concise version of the original data that can be used for effective diagnosis. In
this paper, we propose an ensemble summarization method that combines clustering and sampling to create a
summary of the original data to ensure the inclusion of rare patterns. To the best of our knowledge, there has been
no such technique available to augment the performance of anomaly detection techniques and simultaneously
increase the efficiency of medical diagnosis. The performance of popular anomaly detection algorithms increases
significantly in terms of accuracy and computational complexity when the summaries are used. Therefore, the
medical diagnosis becomes more effective, and our experimental results reflect that the combination of the
proposed summarization scheme and all underlying algorithms used in this paper outperforms the most popular
anomaly detection techniques.

1. Introduction

Because of the rapid advancement of computing and communication
technology, the Internet of Things (IoT) has connected to incredible de-
vices of diverse collections. The Internet of Health Things (IoHT) is an
example of IoT in the health sector. IoT or IoHT generates a massive
amount of data, often called Big Data [1,2]. While Big Data creates op-
portunities to explore and research innovations, it can create doors for
effective medical analysis by identifying important biomarkers or iden-
tifying anomalous patterns in the data for developing new diagnoses. Big
datasets can have rare or infrequent patterns, and detecting these pat-
terns is computationally expensive [3–5]. A lack of analysis of these rare
patterns in the medical domain may take a lot of lives. Hence, it is
essential to offer a computationally inexpensive anomaly detection
approach for effective medical diagnosis to identify rare patterns or
diseases with higher detection accuracy. However, it is quite challenging
to effectively analyze large datasets and identify anomalies with reduced
computations. Therefore, a summary that is a concise version of the
original data can help the data science community effectively analyze
such large datasets in any domain. Detail on the summary and the critical
analysis of existing data summarization techniques can be found in
Ref. [6]. A summary of data that represents useful information from the
original data with an appropriate ratio to all types of data can be used for

anomaly detection, i.e., for effective medical diagnosis. In general, a data
summarization can be performed using clustering or frequent itemsets.
However, sampling techniques can be considered for data summarization
because data sampling has been a proven method for compressing input
data in many domains.

In literature, several ensemble data summarization approaches are
studied using clustering, and sampling techniques, such as in Refs.
[7–10]. While the clustering methods can group similar samples into one
group, the sampling techniques can be used for selecting samples from
the clustered outcomes. However, there is a challenge of how to choose
the sampling size. This paper aims to investigate the ensemble data
summarization approach for effective medical diagnosis based on the
motivation of using clustering and sampling together. Therefore, in this
paper, an ensemble data summarization method has been proposed by
combining clustering and sampling techniques. From the experimental
analysis of the medical data, it can be observed that the proposed
ensemble approach can ensure the inclusion of rare patterns in the
summary data. The proposed ensemble data summarization uses boot-
strap sampling techniques, and Chernoff bound for computing the sam-
pling size to reduce the loss of information in the summary data.
Therefore, the proposed approach is termed as EDSUCh. Two clustering
algorithms were applied separately and combined on four benchmark
medical datasets before the sampling techniques were applied to produce
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the summary. The performance of the experimental results was evaluated
based on four anomaly detection techniques, both on the original and the
summary data. The application of the proposed EDSUCh requires fewer
computations to create summary and anomaly detection compared to the
anomaly detection on the original data.

Contribution of this study

The fundamental research question and associates sub-questions in
this paper are:

● How can an ensemble data summarization method be applied to
produce a summary from the original data, which includes interesting
data patterns, such as the rare patterns for effective medical diag-
nosis? How can effectively the data summarization include rare
anomalous samples in the summary data?
– How can the clustering and sampling method be applied to produce
the summary?

– How can the summarization determine the appropriate size of the
sampling and summary?

– Can anomaly detection be performed both in the summary and
original data?

– Can the data summarization improve anomaly detection
performance?

– Can the data summarization reduce computations for anomaly
detection?

The summary needs to include rare patterns for anomaly detection
using data summarization. When the summary contains only a set of
normal samples while the original data has both normal and anomalous
samples, the anomaly detection from the summary can be useless. The
distribution of anomalous samples in summary and the original data may
vary, resulting in variations in anomaly detection performance. There-
fore, the right combination of data summarization and anomaly detection
can improve the detection performance. An ideal summary of data should
contain rare patterns and also be concise. Hence, an appropriate sampling
size is important for data summarization. While summary size has an
impact on the computations for anomaly detection, the inclusion of
appropriate rare anomalies can ensure improved detection performance.
Anomaly detection from original data takes the detection time. On the
other hand, the time required for creating the summary and anomaly
detection should be considered using a summary. When summary data
can ensure reduced computations and improved anomaly detection
performance, it should be considered the effective summary for the un-
derlying domain dataset.

Rest of the paper is organized as follows. Section 2 discusses the
relevant works. Section 3 presents the proposed data summarization
technique for effective medical diagnosis. Section 4 contains the exper-
imental results and analysis. Section 5 discusses the findings and con-
cludes the paper.

2. Relevant works

Data summarization is an effective and proven technique for creating
a data summary representing the original dataset. In literature, several
data summarization methods utilized the ensemble approaches. For
example, the clustering results were used to boost classifiers' prediction
performance for sensor data by Lavanya et al., in 2021. The effectiveness
of the proposed ensemble approach was examined for feature selection
techniques, including rough set and entropy, and validated using naive
Bayes, k-nearest neighbor, support vector machine, and decision tree
classifiers [7]. Ensemble techniques used for the text summarization by
using the best features of existing text summarization methods, such as
intra-sentence and inter-sentence cosine similarities [8]. Some other
ensemble approaches are studied in the literature, such as in Refs.
[11–14]. Ensemble of clustering is a process of aggregating different

decisions obtained by many clustering algorithms. This can lead to
overcoming individual clustering algorithms’ shortcomings and
improving the clustering performance. The clustering ensemble generally
requires two stages: generation of cluster ensemble and a consensus
function. In the first step, the ensemble determined the members to be
added to the sample by ensuring the diversity for the cluster quality
improvement. Different approaches, such as random subsampling and
homogenous or heterogeneous ensemble methods, can be used to achieve
the clustering outcome. In the second step, the final sample of the
ensemble can be obtained by combining the results of individual clus-
tering algorithms. Based on this motivation, a good ensemble approach
can be studied using clustering and sampling techniques to create an
efficient summary that can represent the original dataset appropriately
for effective medical diagnosis. For the critical part of choosing the
sampling size for a cluster sample or ensemble, the widely used Chernoff
bound [15] method can be used, which was also utilized in a previous
study successfully [9,10]. Only an appropriate data summary can
improve the machine learning performance and decrease the
computations.

3. Proposed ensemble data summarization method for effective
medical diagnosis

The proposed ensemble data summarization Using Chernoff Bound
(EDSUCh) for effective medical diagnosis is based on sampling. The
motivation to integrate a sampling method in ensemble data summari-
zation is based on the requirement to use original data samples in the
summarized data, unlike other methods, such as clustering or frequent
itemsets. Sampling has been a proven technique to compress the input
data and has been effectively used in different management activities,
including intrusion detection, traffic characterization, and anomaly
detection [3–5,16]. The fundamental benefits of using a sampling
method are reducing cost and speeding up the execution process over the
complete enumeration [17]. There are different types of sampling
methods available in practice, and the bootstrapping sampling method
has been adopted in the proposed EDSUCh approach. Bootstrapping
sampling is a classical method that assesses the variability of a sample
statistic. It uses multiple samples with replacement from the observed
dataset [18]. One of the fundamental challenges in the data summari-
zation and sampling process is choosing the sampling size. An optimal
sampling size can intelligently reduce the input data size and keep the
data samples ratio per type of sample. To compute the sampling size for
the summarized data, Chernoff bound [19] has been incorporated. Using
Chernoff bound, it can be analytically shown that the derived sample size
can ensure the probability of missing important data samples or clusters
is low.

Chernoff bound was previously used by Guha et al., in 2001 [15] for
reducing the size of large datasets based on sampling. They had used
Chernoff bound in such a way that the probability of missing samples from
a cluster or class is low. It was also proven that sampling-based data
summarization reduces the loss of information for a class or a cluster. The
bootstrap sampling and Chernoff bound theorem are described in the
following sections.

3.1. Bootstrap sampling

In 1979, Efron first proposed the bootstrap sampling method in
classical statistics for an independent and identically distributed (i.i.d.)
sample of fixed size data from a distribution F [20]. After its first intro-
duction, several improvements were proposed for estimating the vari-
ance of this method, such as by Wolter [21] and Escobar et al. [22].
Multiple samples are drawn with replacement in the bootstrap sampling
method and are usually used for statistical estimation and diagnosis.
Formally, the bootstrap sampling method can be described as follows
[23]:

Suppose, x1, x2, …, xn is an i.i.d. sample from the unknown
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distribution f. α is a parameter estimated by α̂ - a function of the sample.
The bootstrap method then estimates the distribution of α̂ calculated
from the i.i.d. sample (from the distribution f). The estimation is
computed by the distribution of α̂* that is calculated from the i.i.d.
bootstrap sample of x*1; x

*
2;…; x*n from an empirical distribution function

f̂n - an estimate of the f. Hence, the estimate f̂nðyÞ for a real number y is
defined as

f̂nðyÞ ¼ 1
n

Xn

i¼1
Iðxi � yÞ (1)

The variance for the bootstrap estimation is v* ¼ v*ðα̂*jx1; x2;…; xnÞ -
the conditional variance α̂* given x1, x2, …, xn. Generally, the bootstrap
variance estimator v* is not a closed form function of x1, x2, …, xn.
Practically, the Monte Carlo approximation of v* is required to use for
this estimation. The bootstrap sampling procedure can be described as
follows:

● Generate x*1; x
*
2;…; x*n ~i:i:d:f̂n. This is equivalent to a random sample

drawn x*1; x
*
2;…; x*n with a replacement from x1, x2, …, xn.

● If α̂* is the bootstrap statistic calculated from the resulting bootstrap
sample, then repeat the previous step β times (usually a large number)
to obtain α̂*1; α̂

*
2;…; α̂*β.

● Estimate variance vðα̂Þ as

v̂*β ¼
1

β � 1

Xβ

b¼1
ðα̂*

b � α̂*
ð:ÞÞ

2
(2)

where α̂*ð:Þ ¼ β�1Pβ
b¼1α̂

*
b.

When the number of samples β by the bootstrap sampling method
goes to infinity based on the original samples, v̂*β converges close to v*
following the law of large numbers.

3.2. Chernoff bound

Consider, a cluster C in a dataset D. Then the probability of summary
samples contain a fewer than fCB � |C| data samples that belong to the
cluster C is less than δ (0 � δ � 1) when the sample size s satisfies
equation (3).

s � fCB � jDj þ jDj
jCj log

�
1
δ

�

þjDj
jCj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
log

�
1
δ

��2

þ 2� fCBjCjlog
�
1
δ

�s (3)

Here, in equation (3), fCB defines the fraction of the cluster C(0 � fCB
� 1).

In this work, the sample size is used to compute the summary size
from the original data. It is important to maintain that the ratio of rare
patterns present in the original data is also represented in the summary
because this summary data is used to identify rare patterns. Accordingly,
a modified Chernoff bound from Ref. [6] has been used to calculate the
summary size for the dataset. The modified Chernoff bound theorem is
described below:

Modified Chernoff Bound: For an anomalous cluster Canomaly, the
probability of the summary contains a fewer than fCB � |Canomaly| data
samples that belong to the anomalous cluster is less than δ(0 � δ � 1)
when it satisfies equation (4).

smin � fCB � jDj þ jDj
jCanomalyj log

�
1
δ

�

þ jDj
jCanomalyj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
log

�
1
δ

��2

þ 2� fCBjCanomalyjlog
�
1
δ

�s (4)

Based on equation (4), it can be concluded that for the summary data

to contain at least fCB � |Canomaly| samples that belong to the cluster
Canomaly with a high probability, the sample needs to contain more than a
fraction fCB of the total number of data samples in the dataset. Therefore,
if the Canomaly is the smallest cluster, then the smin is the resulted sample
size from equation (4). It can be observed that equation (4) holds for s ¼
smin and all |C|�|Canomaly| [15]. Suppose there is a sample size smin. In
that case, it can be guaranteed that the sample or summary data contains
at least fCB � |Canomaly| samples from the anomalous cluster with a high
probability (1 � δ). Hence, based on equation (4), the sample size can be
obtained for creating summary data using the bootstrapping sampling.

3.3. Ensemble data summarization Using Chernoff Bound (EDSUCh)

Algorithm 1. EDSUCh: Ensemble Data Summarization Using Chernoff
Bound
Require: D, The dataset; jCanomalyj, The size of the anomalous cluster; δ, The probability
for the sample to contain anomalous samples; f, The fraction of the dataset to be
anomalous cluster; k, The value of the parameter k for the X-means clustering;

Ensure: S, The summary of D;
1: Begin
2: Apply X-means clustering on the dataset to cluster the samples and store in
DX�means;
3: Apply GK-means clustering on the same dataset to cluster the samples and store in
DGK�means;
4:Calculate the sample size s using the modified Chernoff bound (4);
5: S1← bootstrapping sample from DX�means;
6: S2← bootstrapping sample from DGK�means;
7: Combine samples (S1 and S2) together into Scombined;

8: Calculate scombined ¼ sx�means þ sGK�means

2
;

9: Take random samples Srandom of size scombined from Scombined;
10: Remove any duplicate samples from Srandom and assign it to S;
11: End

Algorithm 1 shows the proposed ensemble data summarization using
Chernoff bound for effective medical diagnosis. The modified Chernoff
bound using equation (4) was incorporated with the bootstrapping sam-
pling concept to ensure the rare patterns in the summary. First, X-means
and GK-means [24] clustering algorithms were applied to the original
datasets separately to cluster the data samples into similar groups. Next,
the summary or sample size was calculated using equation (4). Once the
sample size is calculated, bootstrapping samples were collected from
each clustering (X-means and GK-means) outputs. The samples were then
combined, and a random sample was taken. To determine the sample size
for the random sampling from combined outputs, half of the total number
of samples from each clustering output was considered. Because samples
from the original datasets were in each clustering (X-means and
GK-means) outputs, after taking the random samples from this combi-
nation, duplicate samples were removed. Now, the anomaly (in other
words, rare patterns [5] as used in this paper) representations in the
summary datasets were identified to see whether the summary data
contained any rare patterns or not.

3.4. Proposed methodology for effective medical diagnosis

The proposed methodology for effective medical diagnosis based on
the novel EDSUCh is illustrated in Fig. 1. The methodology involves a
preprocessing step of converting the collected datasets into a processed
format, including CSV and ARFF formatted datasets. Here, multi-class
datasets are labelled into two classes - normal and anomalous, where
anomalous class contains all the rare patterns except the normal samples.
The proposed EDSUCh method is then applied to the processed datasets
to create summary datasets following the Algorithm 1. The anomalies
present in the summary datasets are identified and compared with the
anomaly representability and distribution of anomalous data in original
datasets.

The subsequent steps involved applying unsupervised anomaly
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detection algorithms and calculating accuracy (TPR and FPR) both in the
summary and original data. The timing (ET) required to summarize and
detecting rare patterns were calculated in summary, while only the
timing required to detect rare patterns in the original data were calcu-
lated. Finally, the accuracy and timing required for rare pattern detection
were compared between the summarization and the original dataset. The
proposed ensemble approach, EDSUCh, does not require the summary
size as input because it already computes the sample sizes using the
modified Chernoff bound. Thus, it overcomes the limitations of existing
summarization techniques. The main challenges in the existing tech-
niques are deciding the summary size and how to represent the original
data in the summarized data. The proposed EDSUCh approach represents
the original data using a number of data samples instead of the given
number of centroids or medoids only. The proposed EDSUCh approach
focuses only rare patterns for effective medical diagnosis. It ensures the
representability of rare patterns in summary, and hence, it does not pay
attention to other patterns.

4. Experimental analysis

The proposed EDSUCh has been evaluated in this section. One of the
key aspects of the analysis of the experimental results is to validate the
effectiveness of the proposed EDUCh method in representing the rare
patterns in the summary and performance improvement in detecting
these rare patterns compared to the original datasets for effective medical
diagnosis. In experimental analysis, anomaly representability stands for
the amount of normal and rare patterns (i.e., anomalous) present in
summary.

4.1. Summary of the datasets

A summary of the datasets used in experiments for effective medical
diagnosis has been listed in Table 1 with normal, anomalous percentages
and number of instances. The four datasets are Breast Cancer Wisconsin
(BC), Colon Cancer (CC), Dermatology (DT), and Diabetes (DB). All these
datasets contain rare patterns.

4.2. Analysis of results

The proposed method, EDSUCh, identifies the sample size using the
modified Chernoff bound and it requires three parameters to define. The
parameters are Canomaly (a fraction of the dataset contained in the
anomalous cluster), δ (a probability to ensure the sample size is less
than the fraction of the cluster), and f (a fraction of the anomalous
cluster). The values used for these three parameters in experiments are
δ ¼ 0.90, |Canomaly| ¼ number of samples in the corresponding cluster,
and f¼ [0.025, 0.05, 0.1]. Therefore, three different sets of experiments
were conducted for the data summarization.

4.2.1. Representation of rare anomaly in summary

4.2.1.1. Anomaly representability. The proposed ensemble data summa-
rization, EDSUCh, has been evaluated from the perspective of anomaly
detection. Table 2 presents the anomaly representability scores for each
dataset for three different values of f, which are 0.025, 0.05, 0.1. It can be
observed that the percentage of reduction in the selection of anomalous
samples, in summary, is much less than the original number of anoma-
lous samples in the original datasets. For the BC dataset, the percentages
of reduction are 92.92%, 84.91%, and 70.28%, respectively. For the CC
dataset, the percentages are 82.50%, 82.50%, and 67.50%, respectively.
For the DT dataset, these are 85.83%, 77.17%, and 62.99%, respectively.
Finally, for the DB dataset, the percentages are 95.00%, 90.20%, and
80.60%, respectively as shown in Table 2.

4.2.1.2. Distribution of anomalies in original and summary data. To
further discover the effectiveness of the proposed ensemble summariza-
tion method, EDSUCh, the distribution of rare patterns in the original
data and in summary is presented in Table 3. The distribution of rare
patterns in the original data (DR) is calculated as in equation (5) whereNR
is the number of rare patterns in original dataset and ND is the number of
data instances in the original dataset.

Fig. 1. Proposed methodology using EDSUCh for effective medical diagnosis.

Table 1
Distribution of normal and anomalous data.

Dataset Normal (%) Anomaly (%) No. of instances

BC 62.74 37.26 569
CC 35.48 64.52 62
DT 30.60 69.40 366
DB 34.90 65.10 768

Table 2
Anomaly representability comparison.

Dataset Original f¼0.025 (%) f¼0.50 f¼0.1

BC 212 15 32 63
CC 40 7 7 13
DT 254 36 58 94
DB 500 25 49 97
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DR ¼ NR

ND
(5)

and the distribution of rare patterns in summary (SR), is calculated as in
equation (6) where NRS is the number of rare patterns in summary and NS
is the number of data instances in the summary.

SR ¼ NRS

NS
(6)

It can be observed from Table 3 that the data distribution of the rare
patterns, in summary, is higher in all cases for all datasets. For the BC
dataset, the increased percentages of rare patterns in summary compared
to the original data are 21.98%, 36.31%, and 48.31%, respectively. For
the CC dataset, these are 20.55%, 20.55%, and 18.52%, respectively. For
the DT dataset, the percentages are 20.63%, 9.97%, and 11.95%,
respectively. Finally, for the DB dataset, these are 10.69%, 8.20%, and
4.49%, respectively.

4.2.2. Effectiveness of proposed ensemble data summarization method for
effective medical diagnosis

Anomaly detection methods are usually used to handle different types
of anomalous activities, such as attacks in network traffic analysis.
Similar techniques are also used to detect rare patterns in medical
diagnosis. Three dominant approaches, including supervised, unsuper-
vised, and semi-supervised, are widely used in different domains for
anomaly detection [25,26]. Because data summarization is used as a

preprocessing step before the anomaly detection techniques are applied
to improve the computational efficiency and to improve the perfor-
mance, in this paper, unsupervised anomaly detection techniques are
explored rather than the supervised and semi-supervised methods.
Interested readers can study the popular unsupervised anomaly detection
techniques in Refs. [27,28].

Fig. 2 shows the performance in terms of TPR for all individual
anomaly detection techniques, k-NN, LOF, COF, and CBLOF, using orig-
inal data and summaries for all datasets. It can be observed that with an
exception for the Diabetes dataset in the case of CBLOF, the performance
of the summary is improved over the original dataset.

Fig. 3 (a) shows the average TPR performance for the k-NN, LOF, COF,
and CBLOF anomaly detection techniques, using original data and sum-
maries for all datasets. It can be observed that all anomaly detection
techniques’ performance was improved when using the ensemble data
summarization approach, EDSUCh, and for any value of the parameter f
when calculating the sample size. Fig. 3 (b) shows the average TPR
performance for all datasets using original data and three different
summaries. It can be observed that all summaries performed better than
the original data for detecting rare patterns for effective medical diag-
nosis. It can be noted that among the three different summaries, the
highest overall performance was achieved by the summary with sample
size f¼ 0.05. However, it was the performance was very close to the other
summary with sample size calculated using f ¼ 0.10. It can be concluded
that if the summary contained a higher fraction of the anomalous cluster,
the performance of anomaly or rare pattern detection could be improved
at a substantial amount.

4.2.3. Comparison of computational time
While data summarization can improve the anomaly detection per-

formance compared to the original data, the combined computational
time required to summarize the data and anomaly detection should also
be less than the anomaly detection using the original dataset. Fig. 4
shows the timing performance of the combined timing required for

Table 3
Distribution of anomaly (%) in original data and summaries.

Dataset Original (%) f¼0.025 (%) f¼0.50 (%) f¼0.1 (%)

BC 37.26 45.45 50.79 55.26
CC 64.52 77.78 77.78 76.47
DT 69.40 83.72 76.32 77.69
DB 65.10 58.14 59.76 62.18

Fig. 2. Performance of the individual anomaly detection techniques (k-NN, LOF, COF, and CBLOF) using original data and summary for all datasets. (a) Breast Cancer
Wisconsin (b) Colon Cancer (c) Dermatology (d) Diabetes.
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summarizing the data and anomaly detection versus the only anomaly
detection using original data. From Fig. 4 (a), it can be observed that the
combined time required for creating the summary and for detecting rare
patterns is always less than the only time required for detecting rare
anomalies using the original datasets for all the underlying anomaly
detection algorithms. Fig. 4 (b) shows the average timing required for all
datasets by all anomaly detection techniques for the original data and the
EDSUCh method. Likewise, the improved TPR performance by EDSUCh
when the sample size was calculated using f ¼ 0.05, the average timing
required by EDSUCh for all datasets using the summary was less than
others when the sample size was calculated for f ¼ 0.50.

4.2.4. Key insights
Fig. 5 shows the key insights by the proposed ensemble data sum-

marization using modified Chernoff bound, EDSUCh, for effective medical
analysis. From the experimental results, it was shown that the underlying
all anomaly detection techniques’ (k-NN, LOF, COF, and CBLOF) per-
formance improved when using the EDSUCh method for detecting the
rare anomalies from the medical datasets (Breast Cancer Wisconsin,
Colon Cancer, Dermatology, and Diabetes). Fig. 5 (a) shows the perfor-
mance improvements of the anomaly detection techniques in terms of
TPR increase and FPR decrease when the data sampling has been
calculated using f ¼ 0.025. Fig. 5 (b) shows the TPR increase and FPR
decrease performance improvements for f¼ 0.05 and Fig. 5 (c) shows the
same performance improvements for f ¼ 0.1. It can be observed that the
performance of the different algorithms was the highest compared to
others when the data sampling was performed using the Bootstrapping
sampling withmodified Chernoff bound. For example, when f¼ 0.025, the
highest average TPR was increased by CBLOF, while the lowest average
TPR was achieved by LOF. When f ¼ 0.05, the highest and lowest TPR

performance was improved by CBLOF and k-NN, respectively. Finally,
when f ¼ 0.1, the highest and lowest TPR was obtained by COF and LOF
algorithms, respectively. Likewise, the same algorithms achieved the TPR
performance improvement, the highest and lowest FPR performances.
Fig. 5 shows the combined TPR increase and FPR decrease performances
for all values of f. It can be seen that while the lowest achievable TPR
increase and FPR decrease performances were by LOF, the highest TPR
increase and FPR decrease performances were achieved by the CBLOF
anomaly detection technique in most cases of different values of f used
for calculating the sample size for data summarization. Therefore, it can
be observed that the performance of all underlying algorithms was
improved substantially when using the proposed ensemble data sum-
marization method, EDSUCh, for summarizing the data before analyzing
the data for rare pattern detection for effective medical analysis.

5. Discussion and conclusion

In this paper, an ensemble data summarization method was proposed
for effective medical diagnosis. The aim of this ensemble approach was to
reduce the complexity of medical diagnosis on original data, such as the
detection of rare patterns. The proposed ensemble data summarization
method, EDSUCh, was based on data sampling. In the process of data
summarization, the crucial part was how to find the best summary. While
the optimal size of a summary impacts the quality of the summary, it is
also important to represent the underlying data patterns. Therefore, an
appropriate data summarization method can be an obvious solution for
effective medical diagnoses, such as anomaly detection or the detection
of rare patterns. Throughout the experiments in this paper, it has been
shown that using the proposed EDSUCh method, the performance of rare
pattern detection yielded better when the summary data is used

Fig. 3. (a) Average performance of the individual anomaly detection techniques (k-NN, LOF, COF, and CBLOF) using original data and summary for all datasets. (b)
Average performance of all datasets using original data and summary.

Fig. 4. (a) Average timing performance of the individual anomaly detection techniques (k-NN, LOF, COF, and CBLOF) using original data and summary for all
datasets. (b) Average timing performance of all datasets using original data and summary.
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compared to the original data.
The objective of data summarization techniques is to produce a

concise summary of the original data so that it can represent the original
data and be used for later data analysis tasks, such as rare pattern
detection in network traffic analysis or effective medical diagnosis. Data
summarization helps to make the anomaly detection techniques more
scalable and efficient compared to using original data. This eventually
benefits the data analysts for making effective decisions to optimize their
underlying system. In this paper, ensemble data summarization and rare
pattern detection for effective medical analysis have been considered.
Based on the experimental results and analysis presented in this paper, it
can be adapted to any domain, including cybersecurity and financial
domains, such as anomaly detection in cybersecurity, with a reduced
execution time and improved detection performance.

An important aspect of the data summarization process is to preserve
the anomaly distribution in summary compared to the original dataset. A
balanced anomaly distribution, in summary, can produce better perfor-
mance results, as observed throughout the experimental analysis in this
paper. However, in summary, preserving anomalous samples can be
more challenging when the original dataset contains collective anoma-
lies. Collective anomalies act as a group, and the normal samples can be
of the nature of anomalous samples. Therefore, the proposed ensemble
data summarization method, EDSUCh, can be studied for collective
anomalies in future work. Furthermore, the proposed approach can be
experimented with in other domains, such as cybersecurity and financial
domains, to prove its effectiveness without a boundary. The ensemble
data summarization's effectiveness may vary in computations and
anomaly detections for different domains, which should be experimented
with that domain's data and remain a limitation of this current study.
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