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Protecting Privacy While Optimizing the Use of (Health)Data: The Importance
of Measures and Safeguards

Julie-Anne R. Smit, Menno Mostert, and Johannes J. M. van Delden

University Medical Centre Utrecht

The possibilities for collecting, storing, and processing
of (personal) data have increased significantly over the
last decades. It has been argued that an increasing
demand for health data will define the future of health
research (Ballantyne and Schaefer 2020). But despite
the many benefits, at the same time, people are appre-
hensive about the loss of control, security risks and
potential misuse of their data (Street et al. 2021). This
has sparked a lively debate among scholars, politi-
cians, policy makers and the public, about the signifi-
cance of privacy protection and how to cope with the
implications of a digitalized world.

According to Pyrrho, Cambraia, and de
Vasconcelos, the privacy-debate is overly framed as a
battle between the individual interest and the collect-
ive interest, which in their opinion is too simplistic.
Since governments have the power to prevent data
from being used for discriminatory or unfair pur-
poses, the authors refer to regulatory proposals as “the
best solution available” (Pyrrho, Cambraia, and de
Vasconcelos 2022). What they do not recognize is that
the European legislator has been working on this solu-
tion for decades.

The right to privacy (in European law referred to
as the right to respect for private life) as well as the
right to personal data protection have been acknowl-
edged as fundamental rights and have been adopted
into European legislation. Both rights aim to protect
similar values. They strive to provide individuals with
a personal sphere in which they can think freely and
shape their opinions (European Union Agency for
Fundamental Rights and Council of Europe 2018).

Nevertheless, the two rights possess different char-
acteristics and should be regarded as separate rights.
The “classic” right to respect for private life was ori-
ginally intended as a negative right, which prohibits
interference of public authorities with the private lives
of individuals. However, the more “modern” right to
data protection is formulated as a predominantly posi-
tive obligation, which requires the EU and its
Member States to take affirmative measures for the
protection of personal data (Mostert et al., 2018).

In recent years, the European legislator has been
trying to adopt legislation equipped for a world in
which digital technology has become a central part of
people’s lives. This has resulted in a modernized ver-
sion of Convention 108 for the protection of individu-
als with regard to the processing of personal data, and
the introduction of—inter alia—the General Data
Protection Regulation (GDPR). The recently proposed
Artificial Intelligence Act (AI Act) and the proposed
Data Governance Act will complement the landscape
of EU legal acts. All of these (proposed) acts contain
provisions safeguarding the right to respect for private
life and the right to personal data protection.

European data protection legislation is built around
several key principles. It requires that the processing
of data is lawful, fair, and transparent. In addition, the
principles of purpose limitation, data minimization,
data accuracy, storage limitation, data security, and
accountability must be respected (European Union
Agency for Fundamental Rights and Council of
Europe 2018). But the data protection legislation also
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contains provisions regarding lawful limitations and
justified interferences. The European legislator has
acknowledged that the right to respect for private life
and the right to data protection are not absolute, that
they must be considered in relation to their function
in society and be balanced against other fundamen-
tal rights.

An example of this balancing can be found in art-
icle 9 of the GDPR, which in its first paragraph pro-
hibits the processing of special categories of personal
data (such as biometric data and health data). The
second paragraph, however, provides for exemptions
to this prohibition. Article 9(2)(j) of the GDPR for
instance, states that the prohibition does not apply if
the processing is necessary for scientific research pur-
poses. When invoking this exemption, it is required to
“provide for suitable and specific measures to safeguard
the fundamental rights and interests of the
data subject.”

As stated in recital 6 of the GDPR, the European
legislator aims to “further facilitate the free flow of per-
sonal data [… ], while ensuring a high level of the pro-
tection of personal data.” Thus, the rationale is that
fundamental rights must be protected, but there are
situations in which these rights can be justly interfered
with. Interferences should be limited as much as pos-
sible by implementing additional measures and safe-
guards. Examples of such additional measures and
safeguards mentioned in the GDPR are pseudonym-
ization and data minimization.

The ideology of “shaping an EU cyberspace based
on EU values” (EDPS 2016) is laudable, but putting
the ideology into practice has been a complex task.
For instance, a recent assessment by the European
Commission on the Member States’ rules on health
data in light of the GDPR, showed that the margin of
appreciation that has been granted to the Member
States and which provides them with discretionary
powers for the implementation of specific provisions,
has caused fragmentation in data protection legisla-
tion, standards and guidelines throughout the EU.
And because of these differences in implementation
and interpretation of the GDPR—e.g. in the area of
scientific research—data exchange between Member
States and/or EU bodies for research purposes has
proven to be challenging (EC 2021).

Alternatively, the proposed AI Act is receiving
criticism for not providing adequate protection for
fundamental rights and failing to secure legally trust-
worthy AI (Smuha et al. 2021). Even though accord-
ing to the European Commission, building an
ecosystem of trust is one of the policy objectives

“which should give citizens the confidence to take up
AI applications and give companies and public organ-
izations the legal certainty to innovate using AI”
(EC 2020).

The collecting, storing, and processing of (personal)
data has become part of almost every aspect of peo-
ple’s lives. Putting these technical developments to a
halt–if at all desirable–is impossible. The European
Commission has stated that “Europe’s current and
future sustainable economic growth and societal well-
being increasingly draws on value created by data”
(EC 2020). At the same time, in their article, Pyrrho,
Cambraia, and de Vasconcelos warn that the conver-
sion of data into economic value is a threat to privacy
(i.a.). Consent as well as anonymization are men-
tioned by the authors as possible means for the pro-
tection of privacy. But—together with many other
scholars—they acknowledge that those means are not
always attainable nor sufficient (Pyrrho, Cambraia,
and de Vasconcelos 2022).

Essentially, the European legislator wants to have
its cake and eat it too; it wants to optimize the use of
(personal) data while safeguarding privacy. The aim is
to create a culture in which effectuating data sharing
and protecting privacy do not exclude each other but
can exist simultaneously. Even when it has become
apparent that due to rapid technical developments,
some of the “traditional” safeguards such as obtaining
consent and anonymizing data are becoming more
and more unattainable.

This will have to be resolved with the adaptation of
other types of measures and safeguards. Examples
mentioned by the Council of Europe are: performing
risk assessments, implementing a by design approach
and providing education on the implications of the
use of information and personal data (COE 2017).
Measures and safeguards could furthermore include:
oversight by ethics committees or data access commit-
tees, engaging the public and enhancing transparency.

Since the field is fast evolving, continuous research
should be performed on what the appropriate meas-
ures and safeguards are, parallel to the technical and
societal developments. Deciding how exactly these
measures and safeguards should be implemented is
not necessarily a task for the EU legislator. There is
room for the Member States, professional groups, or
(international) stakeholder collaborations to adapt soft
law instruments, such as guidelines or codes of con-
duct, to effectuate implementation.

Ultimately, the success of the European ideology
will be determined by the shaping of the measures
and safeguards.
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Allowing algorithms to guide or determine decision-
making in ethically complex situations, and eventually
satisfying the need for good clinical ethics consult-
ation work, is a philosophically interesting but wrong-
headed endeavor. The fundamental flaw in this
approach to ethical decision-making is the assumption
that ethical dilemmas are resolved by the judgment of
ethics committees and validated by professional ethi-
cists rather than through patient-centered processes.

This flawed assumption leads to three issues which,
taken together, are sufficient to reject the proposal.
First, an incorrect algorithmic assumption is made,
leading to the system being trained on, and validated
by, the wrong agents. Second, the account of the pro-
fessional ethicist that underlies the argument for AI’s
role in ethically complex situations is misguided.
Third, the related assumption, which appears to impli-
citly motivate the proposal, that medical ethical
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