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Background: Surgical treatment of pediatric chest wall tumors requires accurate surgical planning and
tumor localization to achieve radical resections while sparing as much healthy tissue as possible.
Augmented Reality (AR) could facilitate surgical decision making by improving anatomical under-
standing and intraoperative tumor localization.
We present our clinical experience with the use of an AR system for intraoperative tumor localization
during chest wall resections. Furthermore, we present the pre-clinical results of a new registration
method to improve our conventional AR system.
Methods: From January 2021, we used the HoloLens 2 for pre-incisional tumor localization during all
chest wall resections inside our center. A patient-specific 3D model was projected onto the patient by use
of a five-point registration method based on anatomical landmarks. Furthermore, we developed and pre-
clinically tested a surface matching method to allow post-incisional AR guidance by performing regis-
tration on the exposed surface of the ribs.
Results: Successful registration and holographic overlay were achieved in eight patients. The projection
seemed most accurate when landmarks were positioned in a non-symmetric configuration in proximity
to the tumor. Disagreements between the overlay and expected tumor location were mainly due to user-
dependent registration errors. The pre-clinical tests of the surface matching method proved the feasi-
bility of registration on the exposed ribs.
Conclusions: Our results prove the applicability of AR guidance for the pre- and post-incisional localization
of pediatric chest wall tumors during surgery. The system has the potential to enable intraoperative 3D
visualization, hereby facilitating surgical planning and management of chest wall resections.
Level of Evidence: IV
Type of Study: Treatment Study
© 2024 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction
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removal of multiple ribs can lead to significant chest wall de-
formities that impact respiration, mobilization and aesthetics [4,6].
To balance radical resection and preserving healthy tissue, precise
surgical planning and adequate tumor localization are crucial.
However, the intraoperative localization of chest wall tumors, e.g.
Ewing sarcoma, can be extremely difficult. These tumors often
grow inward and are therefore invisible from the outside. Addi-
tionally, they have often shrunk enormously and become non-
palpable after neo-adjuvant chemotherapy [7,8]. Currently, intra-
operative localization of the affected rib leads to a very complex and
time-consuming procedure based on multiple two-dimensional
(2D) imaging modalities, palpation and thoracoscopy [7]. Subse-
quently, the length and result of this procedure still heavily relies
on the surgeon's spatial interpretation which can lead to variations
in outcome.

The use of intraoperative guidance could overcome these chal-
lenges by facilitating better and faster intraoperative tumor local-
ization. Hereby Augmented Reality (AR) has the advantage of being
a non-invasive visualization technique that can give a direct
impression of the patient's anatomy in 3D. When used with a head-
mounted display (HMD), such as the HoloLens 2 (Microsoft Cor-
poration, Redmond, WA, USA), patient-specific 3D segmentations
based on preoperative imaging can be projected directly onto the
patient in the working field of the surgeon. This enables a more
intuitive interpretation of the patient's anatomy and circumvents
the need for additional and invasive imaging modalities [9e13].
However, these projections are notoriously inaccurate. Therefore,
to facilitate an accurate match between the hologram and the pa-
tient a method of registration is needed.

Our group previously described the first use of AR to guide a
chest wall resection in a pediatric patient in 2022 [14] using a
point-based registration with anatomical landmarks on the skin. In
the current paper we present our clinical experience with its use in
8 subsequent pediatric chest wall resections. A drawback of this
method is the limited possibility to further use the AR system
during the intraoperative phase, because hereto re-registration is
often needed. This is not possible using the point-based method
because of deformation and shifting of the skin once the first
incision has been made.

An alternative way of registration is surface matching. Surface
matching registration methods find the most optimal trans-
formation between two large sets of points, i.e. point clouds, that
make up a surface [15,16]. Within surgical applications, surface
matching can be performed on surfaces of anatomical structures,
for example the surface of the skin, an organ or bone [17e19].
Surface matching methods do not depend on the selection of
anatomical landmarks and can therefore still be performed once
the skin has been opened. Additionally, the algorithms that are
generally used for surface matching do not require the two corre-
sponding point clouds to consist of the same number of points. This
means that registration can be performed on only a limited exposed
part of the total surface, and therefore facilitates intraoperative
registration [20]. We have investigated the feasibility of surface
matching to allow registration on the post-incisional surgical field,
i.e. the exposed surface of the ribs. We therefore implemented
surface matching into our AR system, and hereby present its first
preclinical results.

2. Material and methods

2.1. Point-based registration in patients

From the first of January 2021 to June 2023 a total of eight sub-
sequent patients underwent surgical resection of a chest wall tumor
in the Princess M�axima Center (Utrecht, The Netherlands) with the
use of AR. For all 8 patients, a patient-specific 3Dmodel was created
by manual segmentation of the tumor and relevant anatomy from
preoperative computed tomography (CT) images (Version 5.0.3, The
Slicer Community, http://www.slicer.org [21]). Therewere no safety
margins included in this model as our primary objective was to
locate the tumor correctly. Subsequently, the model was projected
onto the patient in the operation room (OR) by use of a five-point
registration method based on anatomical landmarks.
2.1.1. 3D model preparation
The first step in the preoperative registration workflow is the

selection of anatomical landmarks during the preoperative CT scan,
which is performed approximately two weeks prior to surgery and
standard of care in our center. During this scan, all patients were
positioned in the surgical lateral decubitus position to prevent
possible registration inaccuracies caused by deformations of the
thorax between the preoperative CT scan and intraoperative situ-
ation. Subsequently, a minimum of five recognizable points was
selected on the skin as registration landmarks (Fig. 1A). Radiopaque
Lead-Balls (Suremark®, Mesa, AZ, USA) were attached to structures
such as the nipple, birthmarks, or scars. If too few recognizable
points could be distinguished, a skin marker was used to manually
draw the remaining landmarks on the chest. Together with the
tumor and relevant anatomical structures, the Lead-Balls were
segmented from the preoperative CT scan to digitally indicate the
positions of these anatomical landmarks inside the 3D model
(Fig. 1B). All segmentations were performed by technical physicians
specifically trained in Ewing sarcoma delineation and controlled
and approved by the performing surgeon (CvdV). Finally, the 3D
model and anatomical landmarks were transferred to Unity
(Version 2019.4.39f1, Unity Technologies, San Francisco, CA, USA)
where the HoloLens 2 application was built. This process of prep-
aration of the 3D model, control, approval and transfer to Unity
takes 1e3 days in total.
2.1.2. Point-based registration
The landmark point-based registration enables a holographic

overlay of the 3D model onto the patient in the OR bymatching the
digital positions of the landmarks with the intraoperative positions
of the corresponding landmarks on the patient's skin. During
registration, a reference quick response (QR) code was attached to
the patient's lower ribs, hip, or shoulder. This facilitated continuous
tracking and position correction of the hologram (for example
during bed movement). Subsequently, the surgeon indicated each
sequential anatomical landmark on the patient's skin with a 3D
printed pointer in which another QR code was included and saved
its position relative to the attached QR code using a voice command
(Fig. 1C). When all five points were registered, a Procrustes algo-
rithm computed the most optimal transformation matrix to
correctly align the virtual 3D model with the patient in the OR
(Fig.1D). The surgeons qualitatively interpreted projection accuracy
by visually comparing the hologram placement to the tumor
localization based on manual palpation and thoracoscopy.
2.2. Surface matching for intraoperative registration

Based on the clinical need to further use the AR system during
the intraoperative phase, we developed a surface matching AR
system to perform registration on the post-incisional surface of the
exposed ribs. First, a phantom study was performed to determine
the registration time and projection accuracy. Subsequently, a hu-
man cadaver study was performed to explore the feasibility of
surface matching in a surgical setting.

http://www.slicer.org


Fig. 1. Landmark point-based registration workflow. (A) Selection of anatomical landmarks with the patient lying in lateral decubitus position during preoperative CT scan. (B)
Virtual 3D model of ribs, tumor (blue), landmarks (purple spheres) and relevant anatomy (diaphragm and kidney). (C) Surgeon performing landmark point-based registration with
the 3D printed pointer. The reference QR code is attached to the patient's hip. (D) Projection of the virtual model onto the patient. Note that there can be an apparent misalignment
in these figures between the patient and holographic overlay due to the displacement between the HoloLens camera and the surgeon's line of sight.
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2.2.1. Technical background surface matching system
A demonstration of our surface matching system on a 3D

printed phantom is shown in Fig. 2. During registration, a pre-
operative point cloud of the post-incision surgical field is matched
to the corresponding intraoperative surface. The preoperative
point cloud was derived from CT images by manual segmentation
and reconstruction of the intercostal muscles and contour of the
relevant ribs, to mimic the surgical field. Subsequently, the cor-
responding intraoperative surface point cloud was acquired by
tracing the surgical pointer with QR code along the contour of the
exposed ribs (Fig. 2A). Hereto, after a voice command in a dedi-
cated application (Augmedit B.V., Naarden, The Netherlands), the
HoloLens continuously tracked the surgical pointer and saved the
3D position of the tip every 0.5 s. Consequently, by tracing the
pointer across the exposed surgical field, eventually a point cloud
is acquired of the post-incision surface (Fig. 2B). When the whole
surface was covered, the voice command “Stop” ended the point
cloud acquisition. Subsequently, the transformation matrix
between the pre- and intraoperative point clouds was computed
with an iterative closest point (ICP) algorithm run on an external
Python server (Augmedit B.V., Naarden, The Netherlands). This
transformation matrix was then sent back to the HoloLens appli-
cation to correctly project the 3D model onto the post-incision
surface.

2.2.2. Phantom study
We measured the target registration error (TRE) and regis-

tration time of the surface matching system on a 3D printed
phantom of a 10-year-old child. The phantom study was per-
formed by two observers, both an experienced and unexper-
ienced HoloLens user. Per observer, registration was timed and
repeated five times. After each registration was completed, nine
target points were projected onto the phantom. The user was
instructed to objectively mark the positions of each target with a
pencil, while keeping their head as still as possible to eliminate
the effect of drift. A digital caliper with 0.01 mm accuracy was



Fig. 2. Example of the surface matching system on the post-incision surface of a 3D printed phantom. (A) Point cloud acquisition by tracing the surgical pointer with QR code
across the post-incisional surface. (B) Total acquired point cloud used for registration.
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used to measure the 2D distance between the marked points and
five beacon points included in the post-incision surface of the
phantom. Using these measurements, the 3D position of the
marked points was computed in Python with the use of a tri-
lateration principle [22]. The TRE was computed as the Root
Mean Square error (RMS), or Euclidian distance, between the 3D
positions of the marked targets and the 3D positions of the
virtual targets. Finally, student T-tests were performed to analyze
inter-observer variability in TRE values and registration times.
2.2.3. Cadaver study
The main goal of the cadaver study was to investigate whether

surgeons were able to locate the correct rib with use of post-inci-
sional surface matching. Therefore, two pediatric oncologic sur-
geons performed a chest wall resection on a human thoraxwith use
of AR guidance. First, a virtual 3D model of three ribs and an
imaginary tumor was created based on preoperative CT images of
the frozen cadavers. Subsequently, after performing registration on
the exposed ribs of the thawed cadavers, the surgeons had to mark
the edges of the imaginary tumor with a surgical saw based on
palpation, their own interpretation of the anatomy and holographic
overlay of the virtual 3D model. Finally, another CT scan was made
to reconstruct a postoperative 3D model of the three ribs and
marked tumor edges. This model was registered to the preoperative
virtual model (CloudCompare, Version 2.12.3, Open GL, R&D EDF)
to evaluate whether surgeons located the correct rib and to quali-
tatively assess the accuracy of the resection.
3. Results

3.1. Point-based registration in patients

Technical successful registration was achieved in all eight pa-
tients (Table 1).
Table 1
Patient characteristics.

Patient Sex Age (y) Tumor Resected ribs Neoadju
chemoth

1 F 6 Ewing sarcoma 7th Yes
2 M 12 Ewing sarcoma 8th - 10th Yes
3 M 7 Ewing sarcoma 8th - 10th Yes
4 M 2 Ewing sarcoma 7th Yes
5 M 13 Mesenchymal

chondrosarcoma
5th e 7th No

6 M 10 Ewing sarcoma 6th e 8th Yes
7 M Ewing sarcoma 10th e 12th Yes
8 M 11 Ewing sarcoma 8th e 10th Yes
Figure 3 shows two examples of the pre-incisional visualization
of the 3D model after point-based registration. Note that there can
be an apparent misalignment in these figures between the patient
and holographic overlay due to the displacement between the
HoloLens camera and the surgeon's line of sight. When qualita-
tively interpreting the projection accuracy based on the compari-
son with palpation and thoracoscopy, surgeons indicated that the
projection of the 3D model was sufficiently accurate to locate the
affected rib in most patients. In some cases, registration inaccura-
cies resulted in disagreements between the overlay and expected
tumor location based on palpation or thoracoscopy. Regardless of
the holographic overlay, resection was always performed based on
the conventional imaging techniques.
3.2. Phantom study

Per observer, nine target measurements were performed five
times, resulting in a total of 90 TRE measurements (Table 2). The
phantom study showed that users were able to locate targets with
an accuracy of 6.2 ± 5.0 mm with registration times of 51 ± 6 s on
average. The average standard deviations were calculated based on
the standard deviation of each registration moment (e.g. five per
observer). Statistical analysis showed a significant difference be-
tween the TRE values of both observers (p < 0.001). There was no
significant difference between the registration times for each
observer.
3.3. Cadaver study

Both surgeons were able to achieve a successful holographic
overlay after performing registration on the exposed ribs (Fig. 4A).
Reconstruction of the postoperative CT scan showed that both
surgeons located the tumor in the correct rib with high precision,
though it was difficult to quantify the exact accuracy of resection
vant
erapy

Tumor measurement at
diagnosis (AP x RL x CC) (cm)

Preoperative tumor
measurement (AP x RL x CC) (cm)

11.2 x 14.9 x 19.9 (3321 ml) 4.6 x 2.5 x 5.9 (68 ml)
5.9 x 5.4 x 7.4 (236 ml) 5.8 x 1.3 x 4.5 (34 ml)
4.6 x 6.4 x 5.6 (165 ml) 4.4 x 3.3 x 1.6 (23 ml)
5.0 x 3.0 x 5.0 (75 ml) 2.6 x 1,8 x 1.1 (5 ml)
9.1 x 7.1 x 7.6 (491 ml) 9.1 x 7.1 x 7.6 (491 ml)

11.4 x 4.7 x 4.6 (246 ml) 10.0 x 3.6 x 2.1 (76 ml)
9.9 x 8.0 x 13.4 (1061 ml) 6.2 x 2.0 x 7.8 (97 ml)
3.0 x 2.0 x 4.2 (25 ml) 0.8 x 0.7 x 1.0 (1 ml)



Fig. 3. Two examples of the pre-incisional projection of the 3D model during surgery. The model includes the tumor, ribs, relevant anatomy, and registration landmarks (purple
spheres). Note that there can be an apparent misalignment in these figures between patient and hologram due to the displacement between the HoloLens camera and the surgeon's
line of sight.
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due to tissue deformations between the pre- and postoperative CT
scan (Fig. 4C). Overall, the surgeons were satisfied with the regis-
tration results and reported that the post-incision holographic
overlay improved their confidence in localization of the correct rib
and tumor.

4. Discussion

We first described our clinical experience with an AR system to
localize chest wall tumors prior to incision. The conventional
landmark point-based registration method seemed successful in
most patients and was sufficiently accurate to locate the correct rib.
Registration appeared most robust and accurate when the land-
marks had a non-symmetric configuration in proximity to the tu-
mor, as is supported by literature [23]. However, surgeons were
only able to give a qualitative assessment of this projection accu-
racy, as it often remained uncertain whether the intraoperative
tumor localization based on palpation or thoracoscopy was correct.
Apparent misalignments between the holographic overlay and
expected tumor localization based on palpation or thoracoscopy
weremainly due to insufficient tracking of the reference QR code or
user-dependent errors during registration, e.g. selecting incorrect
birthmarks or scars, or not being able to recognize landmarks due
to the use of (colored) disinfectant. Overall, surgeons were satisfied
with the results and agreed on the potential of this system for the
pre-incisional tumor localization during chest wall resections.
Moreover, they expressed the clinical need for intraoperative AR
guidance. The newly developed surface matching method seems to
provide the basis for this technique by allowing post-incisional
registration on the exposed ribs with sufficient accuracy.

The results of our clinical experiences and pre-clinical testing
confirm the potential of AR to serve as a quick and non-invasive
visualization technique during chest wall resections. Other alter-
natives that could be used for intraoperative tumor localization are
intraoperative MRI (ioMRI) or (navigated) ultrasound (ioUS). These
imaging modalities have the advantage of providing the true
intraoperative situation of relevant anatomy. With ioMRI, the
Table 2
Results of the Target Registration Error and registration times of surfacematching on
a 3D printed phantom.

TRE ± std (mm) Time ± std (s)

Observer 1 4.9 ± 2.2 51 ± 5
Observer 2 7.4 ± 1.4 51 ± 7
Mean 6.2 ± 5.0 51 ± 6
tumor and affected ribs could be located with high precision, but
the procedure would have to be interrupted for a considerable
amount of time. Navigated ioUS is a quicker imaging technique, but
has a high interobserver variability and imaging quality of bony
structures is not always sufficient. Additionally, both imaging
techniques do not give a direct vision of exposed structures and still
rely on the spatial interpretation of the operating surgeon. Conse-
quently, AR seems the most preferred method for intraoperative
tumor localization, though ioMRI or ioUS could serve as suitable
imagingmodalities to validate and quantify our systems accuracy in
the future.

To our knowledge, this is the first clinical study to explore the
use of AR within pediatric chest wall resections. Other AR system
applications described are mainly in orthopedic, plastic, and
maxillofacial surgery [24]. For example, Pratt et al. [25] demon-
strated the use of the HoloLens for the mapping of perforating
vessels during reconstructive surgery. They clinically implemented
an AR system to project 3D vascular models onto the lower ex-
tremities to assist in identification, dissection, and execution of
vascular pedunculated flaps. Yang et al. [26] describe AR in maxil-
lofacial surgery. They used a similar landmark point-based regis-
tration method to project a virtual 3D planning onto the patient in
the OR during mandible reconstructions. Both studies conclude
that the use of an HMD, such as the HoloLens, improved anatomical
understanding, operation times and surgical decision making.
Furthermore, the use of the HoloLens allowed surgeons to limit
their focus on the operation field, instead of switching between 2D
monitors where the virtual models are generally displayed and the
patient (the so-called switching focus problem). Our work supports
these findings in literature and confirm the further applicability of
AR, also within the field of pediatric surgical oncology.

When considering our surface matching method, a comparable
cadaver studywas performed byHoch et al. [27] They used a similar
registration method to perform a periacetabular osteotomy of Ganz
with AR guidance. An orthopedic surgeon performed surface
matching on the exposed pelvic bone and was able to achieve
osteotomies with an accuracy of 6.6 mm based on the holographic
overlay of a preoperative planning. As our cadaver experiments had
a different set-up where surgeons performed the resection based
on their own interpretation, it is difficult to directly compare the
accuracy results of Hoch et al. with our cadaver study. However, it is
expected that our surface matching method should be able to
achieve comparable accuracy results when measuring TRE's values
in a similar cadaver experiment.

Although the first experiences with the use of AR during chest
wall resections seem promising, there are still several limitations



Fig. 4. Results of the cadaver experiment. (A) Holographic projection of ribs and imaginary tumor (green) after surface matching on the exposed ribs. The collection of pink
spheres shows the intraoperative point cloud acquired by tracing the pointer across the post-incision surface. (B) Marking of the tumor edges with a surgical saw. (C) Resection
results of both surgeons. The results show the reconstruction of the ribs and marked tumor (red) from postoperative CT scan together with the preoperative virtual model
(transparent, tumor in green). Misalignments of the models can be due to segmentation differences, registration inaccuracies or tissue deformations between the scans.

R. van der Woude, M. Fitski, J.M. van der Zee et al. / Journal of Pediatric Surgery 59 (2024) 1549e15551554
that should be considered. First, the landmark point-based regis-
tration method was still prone to user-dependent errors and regis-
tration inaccuracies. Future efforts should be made to quantify and
eliminate these potential errors to increase registration perfor-
mance by improving the user-friendliness of the HoloLens applica-
tion, exploring different registration techniques, and improving the
surgeons’ overall experience with the HoloLens. Second, the accu-
racy of our conventional AR systemwas only subjectively quantified
by interpretation of the operating surgeons. Before this system can
be used for actual surgical decision making and additional intra-
operative imaging techniques can be left out, the exact registration
accuracy should be thoroughly validated in clinical setting. The
same accounts for the implementation of the surface matching
method. The cadaver study solely proved the feasibility of post-
incisional registration on the exposed surface of the ribs. Future
experiments should focus on testing the surface matching method
in an even more realistic setting to explore its actual registration
accuracy, for example with tests on smaller cadavers or cadavers
lying in lateral decubitus position. A last limitation is that our cur-
rent registrationmethods are based on rigid transformations,which
require the patient to lie in the same position during the preoper-
ative CT scan as during surgery. This can be uncomfortable for the
patient, but also easily induces registration inaccuracies as slight
differences in this patient position are inevitable. In the future,
registration algorithms based on elastic transformations could be
explored, as these do not require the same patient position between
the preoperative and intraoperative situation.

In conclusion, we presented our clinical experiences with an AR
system to intraoperatively localize chest wall tumors prior to
incision. Furthermore, we explored the use of a new surface
matching method to allow additional AR guidance once the skin
has been opened. Combining these results, our system has the
potential to facilitate intraoperative tumor localization and surgical
decision-making during chest wall resections. Future studies
should focus on the validation of registration accuracies and the
elimination of potential registration errors.
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