
Kattis vs ChatGPT: Assessment and Evaluation of Programming
Tasks in the Age of Artificial Intelligence
Dunder, N.

ndunder@kth.se
KTH Royal Institute of Technology

Stockholm, Sweden

Lundborg, S.
sagalu@kth.se

KTH Royal Institute of Technology
Stockholm, Sweden

Wong, J.
l.y.j.wong@uu.nl
Utrecht University
Hekla, Netherlands

Viberg, O.
oviberg@kth.se

KTH Royal Institute of Technology
Stockholm, Sweden

ABSTRACT
AI-powered education technologies can support students and
teachers in computer science education. However, with the recent
developments in generative AI, and especially the increasingly
emerging popularity of ChatGPT, the effectiveness of using
large language models for solving programming tasks has
been underexplored. The present study examines ChatGPT’s
ability to generate code solutions at different difficulty levels for
introductory programming courses. We conducted an experiment
where ChatGPT was tested on 127 randomly selected programming
problems provided by Kattis, an automatic software grading tool
for computer science programs, often used in higher education.
The results showed that ChatGPT independently could solve 19
out of 127 programming tasks generated and assessed by Kattis.
Further, ChatGPT was found to be able to generate accurate code
solutions for simple problems but encountered difficulties with
more complex programming tasks. The results contribute to the
ongoing debate on the utility of AI-powered tools in programming
education.

CCS CONCEPTS
• Applied computing → Education; • Computing
methodologies → Artificial intelligence; • Hardware
→ Emerging technologies.
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1 INTRODUCTION
Programming education is "an important source of skills and
knowledge for students and a necessary feature to survive in
a competitive job market" ( [32], p.2 ). During the last decade,
artificial intelligence(AI)-powered education technologies have
been used in programming education to assist teachers in guiding
students to acquire programming and computational skills and
knowledge [12]. Such AI-powered technologies include various
types of intelligent tutoring systems (for an overview, see [6]),
plagiarism detection tools [5] and auto-grading tools such as
Kattis (e.g., [2]). Therefore, AI is not futuristic but actively used in
classrooms and courses worldwide [11].

Recently, new kinds of AI-powered tools, namely generative AI
technologies - "a distinct class of AI and an incredibly powerful
technology that has been popularized by ChatGPT" ( [19], p.2 ) -
have rapidly penetrated different parts of our society, including
learning and teaching practices in the setting of programming
higher education [12, 18, 29, 32]. Whereas earlier research on using
AI-powered education tools in programming education has shown
related evidence in terms of their efficacy to support students
in coding tasks by, for example, providing suggestions [26],
error detection [14], and automatic code generation [2], our
understanding of ChatGPT and other rapidly emerging large
language models’ effectiveness for accurately solving coding tasks
is still limited [18, 29]. Knowing the capabilities of these tools is
important since they are already extensively used by students
and can generate the code from the description, perform code
completion, translation, and summarization [20].

Evidence for the power and potential to solve programming
tasks using ChatGPT in introductory-level programming education
is emerging [12]. All this offers several new opportunities to
improve students’ conditions of learning. However, at the same
time, it raises several questions and concerns, including those
that pertain to the degree of accuracy of the provided solutions
and the student’s intention to use such tools to complete course
assignments. Concerns were raised by [3], given that it has become
much easier for students to produce codes to pass traditional
first-year programming assignments and even exams using
generative AI-powered tools. This brings us to a heavily debated
concern about academic integrity in higher education in the era
of generative AI and, on the other hand, the opportunities for
enhancing learning and teaching [28].
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Central to these concerns is a larger question about ChatGPT’s
capacity to empower students in programming education. As
stressed by Steele [27], AI chatbots such as ChatGPT can threaten
contemporary education systems in terms of: "(1) measurement of
students’ knowledge and skills; (2) accuracy of the information
students are learning; and (3) the market value of the skills we
are teaching" (p.1). Addressing such concerns requires examining
the kinds of tasks AI chatbots can perform, and how well
they can perform. Answers to these questions will offer us an
evidence-based ground to consider the degree to which ChatGPT
could be effectively integrated into programming education to
improve students’ conditions for learning.

The present study aims to evaluate the extent to which ChatGPT-
3.5 can accurately solve programming tasks (at varied difficulty
levels) provided and corrected by an automated code generation
and assessment tool, Kattis, which is widely used in introductory
programming courses of engineering education at several highly
ranked higher educational institutions across countries. The focus
on the introductory level of programming education, in which
the present study has been conducted, is important since, at this
level, students need extensive practice in writing codes, among
other activities, to gain fundamental programming skills [30]. Our
study contributes to building a better understanding of ChatGPT’s
capabilities to inform teaching and learning practices by answering
our main research question: To what extent is ChatGPT able to solve
automatically generated coding tasks in the setting of introductory
programming education?

2 BACKGROUND
2.1 Automatic assessment of programming

tasks
The development of coding assignments and their assessment
in programming education is a highly time-consuming task for
educators [9], especially in the context of large courses (i.e.,>100
students participate in one course), as in the case of the present
study. During the last few years, and especially from 2021, such
task has been supported by AI-driven code generation tools such
as OpenAI Codex and Amazon CodeWhispeer, which are argued
to be able to support students and educators in their everyday
educational practices [3, 17]. Such tools can be used to support
educators by automatically generating programming exercises
at various levels of difficulty and by generating guiding hints to
coding solutions, like in the case of Kattis. OpenAI and DeepMind
have recently introduced groundbreaking generative AI-models
such as ChatGPT-3.5 that are capable of not only generating
coding assignments but also - computer code, potentially making
programming more productive and accessible [3]. Such tools have
hitherto been freely accessible to students, suggesting that some
students participating in programming education are using AI code
compilation in their coding assignments.

In the current study, we examine ChatGPT-3.5’s solutions to
programming tasks provided and assessed byKattis.Kattis, available
freely online (open.kattis.com), is an automated code generation
and grading system introduced in programming courses at a large
European university in 2002 and has since gained widespread
popularity in higher education. Its primary purpose is not only

to generate programming tasks automatically but also to shift the
responsibility of assessing the correctness of program code from the
instructor to an automated tool, thereby releasing the instructor’s
time that can instead be used to assist students continuously during
lab sessions and other related tasks. Additionally, Kattis serves as
an online judge for submissions in programming competitions [8].

2.2 ChatGPT in higher education
ChatGPT is most popularly used in higher education settings
compared to K-12 education and training of practical skills [13]. As
stressed by [7], students’ self-initiated adoption of ChatGPT has
made it almost impossible to ban or control it. Its rapid uptake rate
among students has induced a student-driven educational tool"
(p.86). The release and rapid diffusion of ChatGPT have caught
educators’ attention worldwide due to its and other AI-based
technologies to "transform education" ( [10], p.1 ).

On the one hand, early research exploring teachers’ attitudes
toward using ChatGPT has shown that educators are generally
cautious in their approach to using ChatGPT [15]. On the other
hand, the results of recent studies have shown that students –
another key stakeholder of generative AI tools in education –
overall demonstrate positive attitudes toward ChatGPT but raised
concerns about privacy, ethical issues, the impact on personal
development and career prospects [4]. A recent review [1] of
14 empirical studies showed that ChatGPT was beneficial for
learning and teaching. Concerning learning, the reviewed studies
showed that students used ChatGPT in various ways: as an
intelligent assistant for answering on-demand questions, searching
for information, and receiving feedback. However, the findings
on students’ perceived accuracy, relevance, and reliability of
ChatGPT’s output are mixed.

Among early results summarizing the use of ChatGPT in
higher education (N = 12 papers examined), scholars highlight
that the implementation of ChatGPT in education has a positive
influence on the teaching and learning process but also stress the
importance of teachers being trained to use the tool effectively [22].
In programming education, teachers and students have similarly
indicated that generative AI-powered tools would play a significant
role. They also stressed several concerns about how large language
models should be best integrated to support their needs [33].
The examination of ChatGPT’s performance against AI-powered
EdTech tools used in higher education for some time is so far
limited. While some evidence on ChatGPT is emerging, it is still in
its infancy due to the lack of rigorous evaluations of the impact
of the use of ChatGPT on learning and teaching. Evaluating
ChatGPT’s capabilities, for example, in solving programming
tasks, is needed to make well-informed teaching, assessment, and
evaluation decisions.

2.3 ChatGPT in programming education
Programming skills and knowledge are becoming increasingly
important in today’s world which is rapidly evolving with the
acceleration of technological and digital advancement [32]. This
study, in particular, focuses on introductory programming education
since it is considered to be especially challenging for students
due to their inability to comprehend what is happening to their
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program in memory because they are incapable of creating a clear
mental model of its execution [21]. With the emergence of ChatGPT
in programming education, scholars argue that "generative AI-
powered tools can transform programming education" ( [32], p.2 )
by using it as a bot for discussing source code and even generating
code [29], among others.

Whereas ChatGPT could be used in several ways in programming
education, little is known about its performance in solving
programming problems in introductory programming education.
Geng and colleagues [12] have explored how well ChatGPT (treated
as one of the students) can perform in an introductory-level
functional language programming course and found that it can
achieve a grade B, thus successfully passing the course. At the
same time, the authors stress the importance of using ChatGPT
in tandem with other teaching methods to ensure that students
develop a well-rounded set of programming skills [12]. Another
recent study investigated the performance of ChatGPT-3.5 and
GPT-4 in solving programming tasks [18]. The results of evaluating
72 Python tasks’ solutions (retrieved from the open source
platform CodingBat) for novice programmers were compared to
the ChatGPT’s performance. The findings demonstrated high
scores of 94.4 to 95.8 percent correct responses. However, the
authors stress that model solutions to all CodingBat tasks are
available in GitHub, suggesting that the chances that ChatGPT
was trained in such data are high. Finally, [25] evaluated the
capability of ChatGPT to pass assessments in introductory and
intermediate Python programming courses. The results showed
that the current models are not capable of passing the full spectrum
of assessments included in a Python programming course (<%70
on even entry-level modules). All in all, the related evidence is
scarce and inconsistent, suggesting that more empirical research is
needed.

3 METHOD
3.1 Study Design
The present study was conducted in the setting of a large
introductory programming course (i.e., > 100 students) that is a
mandatory part of several engineering programs at a large technical
university in Europe. Kattis, an automated code-generation and
grading tool has been used in the targeted setting of programming
education for several years, and was found to be efficient
in supporting teachers and students [2]. Coding tasks from
Kattis were sent to Open AI’s freely accessible large language
model, ChaptGPT-3.5, to generate solutions in Python code. The
assessment results generated by Kattis were considered as the
dependent variable, and the solutions provided by ChatGPT as the
independent variable. For examples of coding tasks, solutions, and
metadata, as well as a clarification of the Kattis rating process,
please refer to this link: https://osf.io/p8xz6.

3.2 Coding Tasks
The coding tasks (N = 127) were randomly selected from Kattis
in spring 2023, with consideration for an even distribution across
difficulty levels. Figure 1 illustrates the distribution of coding tasks
across several difficulty levels. Each task in Kattis comes with
metadata, indicating the difficulty level of the task, ranging from 1 to

10, and further categorized as ’easy’ (1.0-2.7), ’medium’ (2.8-5.3), and
’hard’ (5.4-10.0). The difficulty level of a coding task is estimated by
using a variant of the Elo rating system (see e.g., [24]). Specifically,
whereas the tasks that have been solved by many people with
only a few attempts indicate a lower degree of difficulty, the tasks
that have been attempted to be solved by many individuals but
rarely solved indicate a higher difficulty level. Tasks that have
very few submissions tend to fall under the category of ’medium’
difficulty as Kattis lacks sufficient data on their difficulty level
(https://open.kattis.com/help/ranklist). In this study, difficulty levels
of the coding tasks were re-categorized as integers from 1 to 10
for clearer result visualization. That is, all tasks with a difficulty
level between 1.0 to 1.9 are classified as tasks of difficulty Level
1. Further, those tasks that correspond to difficulty Levels 1 and 2
are grouped within a larger category of ’easy. Difficulty levels of 3
and 4 are grouped as ’medium’, and difficulty levels from 5 to 10
were grouped as ’hard’. All the coding tasks were copied directly
from Kattis. One constraint relates to the fact that the choice of
the coding tasks was limited to those that were possible to copy
and transfer to ChatGPT easily; the tasks with a large number of
mathematical equations and figures (common to tasks with high
levels of difficulty) were excluded due to the technical limitations.

Many of the coding tasks require solutions consisting of code
ranging from 3 to 20 lines, with an average of around 10 lines. Most
of the tasks can be solved by correctly formatting the input data and
then performing a task. In many tasks, data is formatted into lists
and dictionaries, sometimes tuples or sets. The operation performed
is often either a for loop, a while loop, a mathematical operation, or
sorting, possibly followed by an ’if-else’ statement where the result
is printed.

Figure 1: Distribution of the number of coding tasks across
the difficulty levels

Apart from the difficulty level, each coding task in Kattis comes
with metadata. Table 1 provides a description of the metadata
that was retrieved from Kattis to examine the association with
the assessment of the coding solutions provided by ChatGPT.

3.3 Study Procedure
Each coding task from Kattis was sent to ChatGPT to generate a
solution proposal in Python code. The proposed solution was then
submitted to Kattis’ own text window, which returned a response
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Table 1: Description on metadata retrieved from Kattis

Metadata Description

Approved Submissions % approved submissions of all submitted
solutions in Kattis. Interval between 0-100.

Successful Submitters % of users who tried and then succeeded in
solving the code problem. Range between 1-100.

Difficulty Level A number on a scale of 1-10, where 1 is the
easiest and 10 is the most difficult.

as to whether the solution was approved or not. The type of error
message from Kattis (i.e., feedback) was noted in cases where an
approved verdict could not be given.

3.4 Data Analysis
To assess the performance of ChatGPT, we first determined the
percentage of problems solved (i.e., solutions approved by Kattis).
We have also examined ChatGPT’s performance for the level of the
task’s difficulty, where there was at least one approved solution. For
the solutions that were not approved by Kattis, the frequency and
type of error messages were analyzed. To further examine the extent
of ChatGPT’s performance against the general performance on the
coding tasks, we finally performed a correlational analysis on the
number of approved solutions from ChatGPT in Kattis (i.e., coded
as a binary variable where ’1’ is accepted and ’0’ is not accepted)
and the metadata retrieved from Kattis (Table 1).

4 RESULTS
4.1 Performance of ChatGPT- approved

solutions
Out of the 127 code solutions generated by ChatGPT, only 19
(15%) were fully approved by Kattis. Figure 2 illustrates the overall
distribution of the coding tasks and the difficulty level. Green bars
represent approved solutions and blue bars are the solutions that
were not approved by Kattis. Among the 19 approved solutions, 10
were solutions to the coding tasks with the difficulty Level 1 (8%
out of the overall sample of 127 tasks), seven corresponded to the
difficulty Level 2 (6%), and only two - the difficulty Level 4 (2%). The
majority (85%) of the coding solutions generated by ChatGPT were
not approved by Kattis. The results suggest a low performance by
ChatGPT in terms of both correctly solving the tasks and its ability
to solve high-level difficulty tasks.

Further inspection shows that, among all the approved solutions,
the approved solution for the coding task with the lowest level of
difficulty is for the task with a difficulty level of 1.3, while the one
with the highest level of difficulty was rated at 4.2. Given that the
task description, provided by Kattis for the easiest task is much
shorter than the task description for the most challenging task,
ChatGPT also provided solutions of different lengths and quality:
the easiest task consists of only 11 lines of code and mainly ’if’- and
’else’-statements, while the most challenging task is composed of 55
lines of code and include ’loops’, ’functions’, ’lists’, and ’matrices’.

4.2 Performance of ChatGPT- failed solutions
Kattis provided feedback in the form of error messages for the
108 coding tasks with incorrect coding solutions (i.e., ChatGPT
solutions that were not approved by Kattis). The ’Wrong Answer’
feedback occurred for 83 tasks (77% of all incorrect solutions) where
Kattis did not approve the code solution. The second most common
error was ’Run Time Error’ that occurred in 16 tasks (15%), and
the least common one was ’Time Limit Exceeded’ that occurred for
9 tasks (8%). This suggests that program crashes were the most
frequent issue while running for too long was the least common
problem.

Out of the 108 incorrect coding solutions, 19 indicated partially
accepted solutions, referring to the coding solutions that were
accepted for certain inputs and not all the inputs. This accounts
for 18% of failed solutions and 15% of all solutions. For each coding
task,Kattis assessed the solution for a different number of inputs.
Table 2 provides an overview of the ratio of inputs accepted by
Kattis, the assessment (i.e., the errormessage shown to the submitter
as feedback on the coding solution), and the difficulty level of
the partially accepted coding tasks. In this set of coding tasks,
’Wrong Answer’ occurred for most of the coding tasks, followed by
textit’Time Limit Exceeded’ and ’Run Time Error’.

Among the set of partially accepted solutions, the most number
of inputs that were approved (i.e., n = 12) was found for two
tasks, one with difficulty level 3.9 and the other with difficulty
level 4.1. The coding solution that had the highest percentage of
inputs accepted was of difficulty level 2.8; it was accepted for 60%
of the inputs. The coding solution for the task with the highest
difficulty level (i.e., 6.5) was accepted for only 1 out of 13 inputs.
This suggests a varying performance of ChatGPT across tasks of
different difficulty levels.

4.3 Correlations analysis: Evaluation of
ChatGPT’s performance against general
performance

Table 3 shows the the correlational table for ChatGPT’s
performance in terms of the accepted solutions and the general
performance indicators on the selected coding tasks, based on
the metadata (for a description of the metadata, see Table 1).
Positive correlations of 0.43 and 0.37 were found between approved
solutions of ChatGPT and the number of submissions for the
coding tasks, and between approved solutions of ChatGPT and
successful ’submitters’ respectively. Therefore, ChatGPT’s ability
to solve a coding task correlates slightly more with the approved
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Figure 2: Distribution graph of the 127 tasks at different difficulty levels (1-10). Green bars represent tasks approved by Kattis,
and blue bars – not approved.

Table 2: Overview of the type of errors and difficulty level of partially accepted solutions

Ratio of
approved
inputs

% of approval Kattis’
assessment

Difficulty level

1/13 8% WA 1.9
3/12 25% TLE 2.2
1/33 3% WA 2.4
1/38 3% WA 2.5
5/23 22% WA 2.6
1/13 8% WA 2.6
1/78 1% WA 2.7
5/28 18% WA 2.6
3/5 60% TLE 2.8
1/34 3% TLE 3.2
3/11 27% WA 3.3
2/13 15% WA 3.5
12/21 57% WA 3.9
12/40 30% WA 4.1
1/2 50% RTE 4.8
2/52 4% WA 5.0
5/18 28% TLE 6.2
2/17 12% TLE 6.4
1/13 8% WA 6.5

submissions than with the number of successful submitters. The
negative correlation of -0.48 between the level of difficulty and
approved solutions of ChatGPT indicates that as the difficulty level
of the coding tasks increases, the number of approved solutions
from ChatGPT decreases. Overall, the results suggest that ChatGPT

performs better on easier coding tasks with a high percentage of
submissions already approved in the system.

5 DISCUSSION AND CONCLUSIONS
Considering that generative AI-powered tools can transform
programming education [32], many questions remain regarding
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Table 3: Correlations between ChatGPT’s performance and indicators of general performance

Variable M SD 1 2 3 4

1. Approved Submissions 36.8 13.5 -
2. Successful Submitters 81.8 12.4 0.71*** -

3. Difficulty Level 4.3 2 –0.70*** –0.84*** -
4. Approved Solutions of ChatGPT (=1) 0.1 0.4 0.43*** 0.37*** –0.48*** -

* 𝑃 ≤ 0.05, ** 𝑃 ≤ 0.01, *** 𝑃 ≤ 0.001

how this transformation could be facilitated, ultimately leading
to the student-improved acquisition of programming skills and
knowledge. To fill this gap, this study examined the extent to
which ChatGPT is capable of solving automatically generated
coding tasks in the setting of introductory programming education.
By examining ChatGPT’s ability to solve coding tasks (at different
levels of difficulty), automatically generated and assessed by
Kattis, (i.e., the system that is frequently used in computer science
education for the provision of feedback and assessment across
countries), we found that the current capability of ChatGPT to
solve such tasks in the targeted setting is somewhat limited (only
15% were approved by Kattis). These results are not supported by
earlier research findings (e.g., [12, 18]), but are in line with the
results of another recent study by [25]. Our results also give us a
nuanced picture of the difficulty level of programming tasks that
ChatGPT can solve, as shown by how it can currently solve mostly
the tasks categorized as ’easy’.

In general, these findings imply that over-reliance on the code
solutions provided by ChatGPT today may hamper students’
acquisition of programming skills and knowledge, and can be
especially detrimental for students in introductory programming
education. However, this does not suggest that ChatGPT should be
banned since as shown by [32], its use, as experienced by students,
can improve their thinking skills, increase their self-confidence
when solving programming tasks, and facilitate debugging. Instead,
educators are recommended to design and integrate teaching
activities that would enable students to critically reflect and
use ChatGPT for learning by self-evaluating the responses (to
programming tasks) provided by generative AI-powered tools
such as ChatGPT or similar. To achieve this, educators need to be
supported in terms of their professional development focusing on
teaching with AI, since many of them may lack relevant knowledge
and skills that constitute AI digital competencies (e.g., [23]).

Furthermore, since ChatGPT’s use has been predominantly
driven by students [7], they need to be supported in the
development of relevant skills, including their critical thinking-
and self-regulated learning (SRL) skills, which are positively
associated with their academic performance in online and
blended learning settings [31], and in which the prevalent part
of introductory programming education is offered. Such support
can be considered in several ways. One way is to ensure that
the fostering of students’ critical thinking- and SRL skills are a
part of the introductory program education curriculum. Another
complementary way is to explore the opportunities of how
ChatGPT can be used to effectively support students in their
development of such skills. As recently demonstrated by scholars,

using AI applications for supporting students’ SRL in online
learning can be effective [16].

This study has several limitations. First, only 127 programming
tasks have been tested. This limits our ability to generalize the
results. Second, the tests were performed over one month on
different days, and during that time, ChatGPT-3.5 was updated
(March 23, 2023), which may have influenced our results. For more
controlled experimental settings, we recommend performing all
the tests on the same day. Third, the study assumes how students
might generate code solutions from ChatGPT by copying and
pasting the task descriptions provided by Kattis. It is not known if
students might use ChatGPT in other ways, such as using prompt
engineering to generate partial codes and evaluating the accuracy
of the codes themselves.

To better understand the key stakeholders’ perspectives on
utilizing ChatGPT in teaching and learning programming skills,
future research should focus on following up qualitative research
studies targeting both students and teachers. Second, since new
large language models are continuously developing, scholars
need to continuously evaluate their capabilities in authentic
settings of introductory programming education. Third, studies
in which ChatGPT is assisted by a human (either the teacher
or the student) in solving tasks at higher difficulty levels are
recommended to gain a deeper insight into the benefits and
limitations of human-AI collaboration for student-improved
learning of programming skills. Finally, rigorous experimental
studies that measure changes in student learning are needed to
assess the impact of utilizing ChatGPT or similar chatbots on
students’ acquisition of programming skills and their academic
performance.

In sum, our study provides insights into ChatGPT’s performance
and constraints when evaluated against the AI-powered EdTech
code generation and auto-grading tools used in programming
higher education for some time (i.e., Kattis). The results show that
ChatGPT performs well in solving only easy-level programming
tasks, which indicates its limited capability to be used by students
to pass introductory programming courses. The findings contribute
to the ongoing debate on the utility of AI-powered tools in
introductory programming education.
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