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Abstract 

Objectives: To compare the validity and robustness of five methods for handling missing characteristics when using cardiovascular 
disease risk prediction models for individual patients in a real-world clinical setting. 

Study design and setting: The performance of the missing data methods was assessed using data from the Swedish National Diabetes 
Registry (n = 419,533) with external validation using the Scottish Care Information ˗ diabetes database (n = 226,953). Five methods for 
handling missing data were compared. Two methods using submodels for each combination of available data, two imputation methods: 
conditional imputation and median imputation, and one alternative modeling method, called the naïve approach, based on hazard ratios 
and populations statistics of known risk factors only. The validity was compared using calibration plots and c-statistics. 

Results: C-statistics were similar across methods in both development and validation data sets, that is, 0.82 (95% CI 0.82–0.83) in 
the Swedish National Diabetes Registry and 0.74 (95% CI 0.74–0.75) in Scottish Care Information-diabetes database. Differences were 
only observed after random introduction of missing data in the most important predictor variable (i.e., age). 

Conclusion: Validity and robustness of median imputation was not dissimilar to more complex methods for handling missing values, 
provided that the most important predictor variables, such as age, are not missing. © 2022 Elsevier Inc. All rights reserved. 

Keywords: Missing patient characteristics; Epidemiology; Cardiovascular risk prediction; Real-world setting; clinical practise 
What is new? 

• The 2021 European guidelines on cardiovascular 
disease (CVD) prevention in clinical practice ad- 
vise using individual CVD-risk prediction to op- 
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timize and support treatment decisions about in- 
tensified preventive treatment options. However, 
CVD-risk prediction models do not allow miss- 
ing patient information, potentially limiting their 
use. 
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• Five methods for dealing with missing patient in- 
formation were validated in datasets with real-world 

missing information and in datasets with randomly 

introduced patterns of missing information. 
• When important patient characteristics, such as age 

and history of CVD, are not known, the most ac- 
curate methods are conditional imputation and the 
reduced model method (i.e., creating submodels for 
all combinations of available data). In the real- 
world datasets studied, however, these important 
predictors were always available. 
• In the datasets with real-world missing informa- 

tion, accuracy of all five methods was not dis- 
similar. Thus, in clinical practice, the simplest and 

most pragmatic method (i.e., imputing a population 

median value) performs similar to more complex 

methods. 

1. Introduction 

The use of cardiovascular disease (CVD) risk predic-
tion models to assist clinical decision-making regarding
preventive medications is recommended by clinical guide-
lines [1,2] , and is expected to increase in the future [3–5] .
The 2021 European guidelines on CVD prevention in clini-
cal practice advise using individual CVD-risk prediction to
optimize and support treatment decisions about intensified
preventive treatment options [6] . At time of risk prediction,
some patient characteristics necessary for risk prediction
may not be available. For example, the ADVANCE risk
engine and DIAL model use albuminuria as a predictor of
risk which is not routinely measured in all diabetic patients
by clinicians [7] . This may cause healthcare providers to
opt against using the risk prediction tool, potentially lead-
ing to suboptimal care [8] . In a report from the ESC pre-
vention of CVD program, seven considerations for the se-
lection of the best risk prediction tool for an individual
patient (i.e., patients in primary care, type 2 diabetes mel-
litus (T2DM) patients, or patients with a history of CVD)
have been stated. One of seven is the ability of the pre-
diction model to offer features that enable dealing with
missing or unavailable values such replacing the missing
value with the median value for a given population [9] . 

While extensive research has been undertaken into the
handling of missing data in the development and valida-
tion of risk prediction models, there is limited evidence on
methods to deal with missing patient characteristics in the
implementation stage [10–12] . Of the 23 prediction mod-
els discussed by Tsvetvanova et al, less then halve pro-
vided methods and guidance for approaches to estimating
patient CVD risk in the absence of patient characteristics
included in the model. Of the nine methods that allow
absence of patient characteristics eight impute a value rep-
resenting a healthy person and one model imputes the pop-
ulation mean. None of the models use more sophisticated
methods such as conditional imputation or reduced model
methods [13] . 

Several methods dealing with missing patient character-
istics have been described for the implementation stage.
However, most studies were simulation studies (not a
real-world clinical setting), and were not extended to a
Cox proportional hazard model. Examples are the reduced
model methods [14] , hybrid model method [14] , condi-
tional single imputation, mean/median imputation [15] , and
the naïve approach [16] . 

The objective of the present study is to compare the
validity and robustness of individual CVD risk prediction
using the before mentioned five methods for handling miss-
ing patient characteristics in a real-world clinical setting,
using the development of the Swedish National Diabetes
Registry (NDR) risk prediction model and its validation in
Scottish data for patients with T2DM as an example [17] .

2. Methods 

2.1. Study population 

Using data from nationwide health registers from the
Swedish NDR and the Scottish Care Information-Diabetes
(SCI-Diabetes) database linked to hospital admission and
death records. Patients were aged > 18 years with a diagno-
sis of T2DM registered in the Swedish NDR [18] between
2002 and 2012 or in the SCI-Diabetes register between
2004 and 2016. The definition of T2DM in the Swedish
NDR was treatment with 1) diet only, 2) oral hypogly-
caemic agents only, or 3) insulin only or combined with
oral agents, and onset age of diabetes ≥40 years. In the
SCI – diabetes database, T2DM was defined using an al-
gorithm which uses information on diabetes type recorded
by the clinician, prescription data (use of and timing of
sulphonylureas and insulin) and age at diagnosis. People
with a previous diagnosis of cancer (ICD-10 codes C00-
C97) were excluded due to their increased risk of (short-
term) mortality [19] . Use of each register’s data was ap-
proved by institutional review boards. 

Clinical characteristics at baseline for patients regis-
tered in the Swedish NDR and SCI –diabetes database
were identified in the first year after registration. The
Swedish NDR included people with prevalent and inci-
dent diabetes. At baseline, also the age at onset of dia-
betes was registered. The SCI-diabetes database only reg-
istered people with incident diabetes mellitus. Clinical
characteristics included in the updated Swedish NDR risk
score were age (years), sex (female/male), age at onset of
T2DM (years), smoking status (yes/no), body-mass index
(BMI in kg/m ²), systolic blood pressure (SBP in mm Hg),
hemoglobin A1c (HbA1c in mmol/mol), non-high-density
lipoprotein cholesterol (non-HDLc in mmol/L), albumin-
uria (no/micro/macro), estimated glomerular filtration rate
(eGFR in mL/min/1.73 m ²), retinopathy (yes/no), and a his-
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tory of CVD (yes/no) and atrial fibrillation (yes/no). Micro-
albuminuria was defined as an albumin/creatinine ratio 3
to 30 mg/mmol or urine-albumin 20 to 300 mg/L, and
macro-albuminuria was defined as an albumin/creatinine
ratio > 30 mg/mmol or urine-albumin > 300 mg/L. All
baseline characteristics had missing data, excluding age,
sex, history of CVD, and atrial fibrillation. 

2.2. Five methods for handling missing data 

An arbitrary 25% of patients picked at random from
the Swedish NDR (development dataset) was used to re-
estimate the Swedish NDR risk equation [17] (supplemen-
tal methods, including calibration plots of internal and ex-
ternal validation) and generate the necessary algorithms
and statistics for each method for handling missing data.
These five developed methods were: 
1) Reduced model method (also described as complete

case submodels) [20] : development of a comprehensive
set of models for each possible combination of available
characteristics. This means that in addition to the full
model including all variables, all other possible mod-
els with a combination of fewer variables are devel-
oped. In the current example, the full model consists of
13 variables. Therefore, for the reduced model method,
2 ̂  13 = 8,192 models were developed within the devel-
opment dataset. 

2) Hybrid model method: development of a set of models
that allow one missing value at a time and averaging
the predicted risks if more than one value is missing.
This means that in addition to the full model includ-
ing all variables, models with one variable missing are
developed. In the current example (full model of 13
predictors), the hybrid model method generates 14 mod-
els (i.e., one full model plus 13 single variable missing
models). When more than one variable is missing, mul-
tiple risk predictions are calculated using each appli-
cable single variable missing model and averaging the
result of those models. Other missing variables in these
models are imputed using the median value for contin-
uous variables or mean value for categorical variables. 

3) Conditional single imputation: iterative algorithm-based
imputation of missing values. This means that in addi-
tion to the risk score, imputation models are developed
to impute missing variables based on the available char-
acteristics. In the current example (full model of 13 pre-
dictors), this results in one risk score and 13 imputation
models. All missing values were estimated with a lin-
ear or logistic regression model for continuous and cat-
egorical variables, respectively. The imputation model
estimates the missing variable using all other variables
available. In case of multiple missing variables, the dif-
ferent imputation models estimating the missing vari-
able with a median value for other missing variables.
After the first estimates of missing variables were cal-
culated, these estimates were included in the different
imputation models at a new second time of estimating
variables. This was repeated for 30 times to ensure ac-
curate estimates for missing variables also when more
than one variable was missing. 

4) Median imputation method: Imputation of missing val-
ues using the population median for continuous predic-
tors or the population mean proportion for categorical
predictors derived from the data in which the risk score
was originally developed. In the current example (full
model of 13 predictors), this results in one risk score
algorithm and 13 imputation values. 

5) The naïve approach: not using the original risk score,
but estimating individual risk based on hazard ratios
and population statistics of known risk factors only.
This means that no statistical model is developed
from the development dataset, but only the following
population statistics: The baseline population survival,
the prevalence of categorical predictors, the mean
values of continuous predictors, and the independent
hazard ratios for all predictors. These population
statistics enable calculation of individual risk based
on a stepwise process that starts with the assumption
that the baseline population survival is the best es-
timate of individual risk if nothing is known about
that individual. This first baseline individual risk esti-
mate can be updated in a stepwise process with each
variable that is known using the following formula:
Basel ine popul ation surv iv a l ( 

Hazar d r atio 
population relative risk ) , 

where the population relative risk is equal to
( P r evalence of r isk f actor ×HR of the f actor ) + 

( ( 1 − prevalence ) × 1 . 0 ) for categorical variables.
For continuous variables, the Hazar d r atio 

P opulation relative risk 

is equal to the Hazar d r atio ×indiv idual continuous v alue 
Hazar d r atio ×median value of population 

This formula, thus, is used for each known risk factor
value, whereby the predicted survival of one step (e.g.,
average population risk updated for patient’s age) is
used as the new updated baseline survival for the next
step (e.g., age-specific risk updated for patient’s sex).
For individual patients, this method calculates indi-
vidual risk based on available risk factor information
only. Missing data, thus, are no issue when calculating
individual risk using the naïve approach method. 

2.3. Internal validation in the Swedish NDR 

In the remaining arbitrary 75% of patients (internal test
dataset) from the Swedish NDR, real-world missing data
were available to compare each method for handling miss-
ing data. Each method for handling missing data was ap-
plied in the estimation of 5-year risk for all patients using
the Swedish NDR risk score estimated from the other 25%
of the population. The effect of missing data on the predic-
tive accuracy of risk predictions was quantified by com-
paring C-statistics and calibration plots, stratified by the
number of missing variables. To further test the robustness
of the five methods, missing patient characteristics were
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introduced in the subset of the Swedish NDR with com-
plete data in three different ways. First, for all patients with
complete data, one variable was removed completely for
all patients. This was performed subsequently for all vari-
ables in the risk score. For example, in the complete data,
SBP was removed and assumed unknown for all patients
with all other variables available. 

Second, we simulated multivariate missing data using
the ampute function of the mice package in R. [21] Miss-
ing data were generated as missing completely at ran-
dom (MCAR), missing at random (MAR), and missing
not at random (MNAR). The missing data patterns nec-
essary for the ampute function were specified to create a
similar pattern of missing data as in the original dataset.
In the original dataset, 15% of the cases had no missing
data. These were excluded before patterns were specified
to avoid a pattern of cases without any missing charac-
teristics. For all other cases in the original dataset with
missing data between 1 and 9 missing variables, patterns
were specified and the proportions of each pattern was
calculated. Proportions were the number of appearances
of a certain pattern divided by the total number of cases
with missing characteristics. By specifying the proportion
in the ampute function for all different patterns, the con-
structed dataset with missing variables (from the selected
complete cases) had a proportion and number of cases
with missing between 1 and 9 that was similar to the to
the original datasets. The R statistical code of this part
of the statistical analyses is included in the supplemental
materials. 

Similar to the original dataset, values for age, sex, his-
tory of CVD, and atrial fibrillation were never missing.
Therefore, as a third way of testing robustness of the meth-
ods, missing data was also introduced for age, sex, history
of CVD, and atrial fibrillation. Missing data for these char-
acteristics were added to the constructed data set using
the ampute function with all possible patterns (so addition
of 1 to 4 missing characteristics with all possible permu-
tations as patterns with equal proportions for any of the
patterns). 

2.4. External validation in the SCI-diabetes database 

For external validation of the methods, data from the
SCI-diabetes database with real-world missing data were
used. First, 25% of the SCI-diabetes database was used to
recalibrate the Swedish NDR 5-year risk equation for dif-
ferences in baseline hazards (supplemental methods). Only
the risk equation was recalibrated, not the algorithms and
population statistics developed for imputation. For feasi-
bility reasons, the reduced model method could not be
externally validated as this would require recalibration of
8,192 developed (reduced) models. The remaining 75%
of the SCI-diabetes database was used for external val-
idation. All statistical analyses were conducted using R
version 3.4.1. 
3. Results 

3.1. Study population 

The baseline characteristics (including percentage of
missing characteristics) of patients in the Swedish NDR
development dataset (n = 104,883), the Swedish NDR
test dataset (n = 314,650) and the external validation SCI-
diabetes database (n = 170,215) are shown in Table 1 . No-
tably, in the Swedish NDR and the SCI-diabetes database,
age, sex, history of CVD, and history of atrial fibrillation
were always available (0% missing), and also age at on-
set of T2DM and retinopathy was never missing in the
SCI-diabetes database. The remaining missing data were
not missing completely at random. Patients without miss-
ing data were in general younger (median age of patients:
65 years without missing data vs. 66 years with missing
data). Also, patients without missing data had a longer du-
ration of diabetes, with a difference in median duration of
2 years. 

3.2. Internal validation in the Swedish NDR 

An example of how the models would be applied to a
single participant with a common pattern of missing data
in the test dataset of the Swedish NDR is given in Supple-
mental Table 1. Overall, the predicted 5-year risks using
any of the methods for dealing with missing data showed
good agreement with 5-year observed risks ( Fig. 1 ). There
was no difference in discriminative power as evaluated by
c-statistics of 0.82 (95% CI 0.82–0.83) for all methods.
Also, when stratified for the number of missing character-
istics, no differences in c-statistics between the methods
were observed ( Fig. 2 ). Even with 9 missing patient char-
acteristics (only age, sex, history of CVD, and atrial fibril-
lation available), c-statistics remained high (0.81; 95% CI
0.78–0.83). 

3.3. Removal of one variable in patients with complete 
data 

The results were different after missing data were intro-
duced in the subset of patients of the Swedish NDR with
complete data (n = 46,971; 15%). When age, the most
important variable (Supplemental Table 2) was missing for
all patients, the single imputation method, reduced model
method, and hybrid model method resulted in c-statistics
of 0.80 (95% CI 0.80–0.81) compared to c-statistics of
only 0.75 (95% CI 0.74–0.75) using median imputation or
the naïve approach ( Fig. 3 ). Missing data of variables with
the highest chi-squares in the model (i.e., age or history of
CVD; Supplemental Table 2) resulted in 5% underestima-
tion of predicted risk in the highest quintile of observed
risk when median imputation or the naïve approach was
applied (Supplemental Fig. 1). The observed and predicted
risks showed adequate agreement when applying the other
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Table 1. Baseline characteristics of people aged > 18 years with a diagnosis of T2DM registered in the Swedish NDR between 2002 and 2012 

foe development and internal test cohorts or in the 75% of the people in the SCI-diabetes database between 2004 and 2016 included in the 
external validation 

Development dataset Swedish NDR Internal Test dataset Swedish NDR 
External validation dataset SCI-diabetes 
database 

(n = 104,883) (n = 314,650) (n = 170,215) 

Median/frequency Missing Median/frequency Missing Median/frequency Missing 

Age (y) 66 (57–75) 0 (0%) 66 (58–75) 0 (0%) 61 (52–71) 0 (0%) 

Male sex 58,557 (56%) 0 (0%) 176,051 (56%) 0 (0%) 95,869 (56%) 0 (0%) 

Current smoking 13,111 (16%) 23,030 (22%) 39,591 (16%) 68,839 (22%) 29,634 (17%) 41,892 (25%) 

Age at onset of T2DM (y) 60 (52–69) 12,794 (12%) 61 (52-69) 38,054 (12%) 61 (52–71) 0 (0%) 

Systolic blood pressure 
(mm Hg) 

140 (128–150) 15,473 (15%) 140 (128-150) 46,283 (15%) 135 (125–145) 21,003 (12%) 

Body mass index (kg/m2) 29 (26–33) 26,824 (26%) 29 (26–33) 80,221 (25%) 31 (28–36) 65,145 (38%) 

HbA1c (mmol/mol) 50 (44–59) 11,842 (11%) 50 (44–59) 35,611 (11%) 53 (45–65) 23,207 (14%) 

Non-HDL-c (mmol/l) 3.7 (3.0–4.4) 42,240 (40%) 3.7 (3.0–4.4) 127,107 (40%) 3.1 (2.7–4.2) 60,971 (36%) 

eGFR (mL/min/1.73m 

2 ) 82 (67–95) 22,059 (21%) 83 (66–95) 66,912 (21%) 81 (66–95) 29,052 (17%) 

Micro-albuminuria 9,106 (15%) 43,862 (42%) 27,499 (15%) 132,091 (42%) 14637 (9%) 77,099 (45%) 

Macro-albuminuria 4,712 (8%) 14,090 (8%) 1,553 (1%) 

Retinopathy 7,249 (21%) 70,718 (67%) 21,800 (21%) 212,485 (68%) 20,958 (12%) 0 (0%) 

Atrial fibrillation 7,582 (7%) 0 (0%) 23,208 (7%) 0 (0%) 8,311 (5%) 0 (0%) 

History of CVD 13,952 (13%) 0 (0%) 41,117 (13%) 0 (0%) 27,919 (16%) 0 (0%) 

All data are shown as median (inter quartile range) or frequency (%). NDR: National Diabetes Registry. SCI: Scottish Care Information. Micro- 
albuminuria was defined as an albumin/creatinine ratio 3 to 30 mg/mmol or urine-albumin 20 to 300mg/L. Macro-albuminuria was defined as 
an albumin/creatinine ratio > 30 mg/mmol or urine-albumin > 300 mg/L. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

methods with 0% to 2% underestimation of predicted risk
in the highest quantile of observed risk. 

3.4. Simulated multivariate missing data using ampute 
function 

Second, with the introduction of multiple missing char-
acteristics patterns similar to the real-world missing data
in the Swedish NDR, the predicted 5-year risks showed
good agreement with 5-year observed risks for all methods
dealing with missing characteristics (Supplemental Fig. 2).
Also, there was no difference in discriminative power as
evaluated by the c-statistic of 0.81 (95% CI 0.81–0.82)
for all methods. No difference between methods was ob-
served when stratified for number of missing characteris-
tics. These findings were similar for different missing data
mechanisms (MCAR, MAR, and MNAR; Fig. 4 ). 

3.5. Introduction of missing age, sex, history of CVD, and
atrial fibrillation 

Third, when age, sex, history of CVD, and atrial fibril-
lation (i.e., variables that were never missing in the real-
world data) were included in the missing data patterns,
adequate agreement between predicted 5-year risk and 5-
year observed risk was still observed using the reduced
model method only. However, when using the single impu-
tation method, hybrid model method, median imputation,
and naïve approach, respectively, increasing levels of un-
derestimation of risk were observed (Supplemental Fig. 3).
C-statistics were lower overall compared to the real-world
missing data patterns (c-statistics between 0.72 and 0.77),
with the highest c-statistic for the reduced model method,
followed by the single imputation method, hybrid model
method, median imputation, and naïve approach. These re-
sults were similar for the different missing data mecha-
nisms, however the overall discriminative power was lower
for the MNAR compared to the MCAR and MAR patterns
(Supplemental Fig. 4). 

3.6. External validation in the SCI-diabetes database 

After recalibration of the Swedish NDR risk equation
(supplemental methods), in 75% the SCI-diabetes database
(n = 170,215), there was no difference in discriminative
ability between the hybrid method, single imputation, me-
dian imputation, or naïve approach with c-statistics of 0.74
(95% CI 0.74–0.75; Fig. 5 ). An example of how the mod-
els would be applied to a single patient with common pat-
terns of missing data in the SCI-diabetes database is given
in Supplemental Table 2. Predicted and observed 5-year
risks were similar in patients with < 30% observed risk
using each of the five methods for handling missing data.
In patients with an observed risk > 30%, all methods over-
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Fig. 1. Calibration plot of observed vs. predicted risk among patients in the Swedish National Diabetes Register (n = 314,650) with real-world 
missing patient characteristics using five methods of dealing with missing characteristics. Dots represent mean risks with 95% confidence intervals 
of people grouped by quintiles of predicted risk. (For interpretation of the references to color in this figure legend, the reader is referred to the 
Web version of this article.) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

estimated risk as expected based on the recalibration curve
(Supplemental Fig. 5). 

4. Discussion 

Using nationwide registers in two countries, five meth-
ods for dealing with missing patient characteristics were
developed and validated in real-world datasets with miss-
ing characteristics and in data with randomly introduced
patterns of missing data. The hybrid model method, sin-
gle imputation, median imputation, and naïve approach all
showed similar discrimination and good calibration com-
pared to the reduced model method. When important pre-
dictor variables were missing, such as age and history of
CVD, optimal accuracy was achieved by single imputation
or the reduced model method. However, when age, history
of CVD, atrial fibrillation, and sex were available and up
to 9 out of 13 variables were imputed using any of the
five methods tested acceptable and comparable results for
individual predicted risk were produced. 

In the model development stage, multiple imputation
is advocated as the preferred imputation method and also
leads to more appropriate standard errors and P values; in
single imputation, these are under-estimated [22] . However,
it is not necessary that missing data is handled the same
way at development, validation, or implementation stage
[13] . This study only focused on the risk prediction at the
implementation stage in the presence of missing predictors
for individual patients. Point estimates of missing predic-
tors using single imputation or multiple imputation were
very similar [23] . The simplicity of single imputation with-
out losing accuracy of the point estimate made us choose
the single imputation as our only imputation method. 
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Fig. 2. C-statistics for each method of handling missing patient characteristics in the Swedish National Diabetes Register (n = 314,650) by 
number of real-world missing patient characteristics. Y-axis are scaled from 0.75 to 0.90. Groups with 0 to 9 missing characteristics are mutually 
exclusive. The different number of missing characteristics on the x-axis, represent 10 different subsets of all (n = 314,650) patients. Therefore, 
only c-statistics within each subset can be compared. The “all” patients group represents the total population. (For interpretation of the references 
to color in this figure legend, the reader is referred to the Web version of this article.) 

Fig. 3. C-statistics for each method of handling missing patient data among a subset of people with complete data and in whom missing data 
were introduced for each missing characteristic separately in the Swedish national diabetes registry (n = 46,971). Y-axis are scaled from 0.70 to 
0.90. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The results of this study are in line with previous studies
in a diagnostic setting [15] . In a study with a diagnostic
prediction model for deep venous thrombosis (DVT), the
authors compared multiple imputation to other strategies
for handling missing data. In the absence of a D-dimer
test (the strongest predictor for the diagnosis of DVT),
multiple imputation was the best way to deal with missing
characteristics. In the absence of calf circumference, which
is a weak predictor for the diagnosis of DVT, all strategies
had similar results in terms of calibration and c-statistics.
However, it must be emphasized that in the clinical setting
for diagnosing DVT, only a few variables are needed in the
model that are usually available. CVD prediction models
usually contain 6 to 16 variables and therefore the chance
of missing variables is higher [24] . 

A more recent published study by Hoogland et al. han-
dling missing data for a new individual in the context of
prediction evaluated seven methods, including sub model
methods (reduced model method) and stacked imputation
which resembles the single imputation method used in this
study. In this study the authors conclude that the reduced
model method and the imputation method perform best
dealing with missing data in new individuals. This is sim-
ilar to our results when introducing missing values in all
variables (including age, sex, history of CVD, and atrial
fibrillation). It must be noted that the study of Hoogland



GijsF.N. Berkelmans et al. / Journal of Clinical Epidemiology 145 (2022) 70–80 77 

Fig. 4. C-statistics for each method of handling missing patient data among a subset of people with complete data from Swedish National 
Diabetes Registry (n = 46,971) and where missing data were introduced in a MCAR, MAR, and MNAR manner. The different number of missing 
characteristics on the x-axis, represent 10 different subsets of all (n = 46,971) patients. Therefore, only c-statistics within each subset can be 
compared. Y-axis are scaled from 0.50 to 1.00. (For interpretation of the references to color in this figure legend, the reader is referred to the Web 
version of this article.) 

Fig. 5. C-statistics for each method of handling missing data among people in the Scottish Care Information - diabetes database (n = 170,250) 
according to number of missing characteristics. Y-axis are scaled from 0.70 to 0.85. Groups with 0 to 7 missing characteristics are mutually 
exclusive. The different number of missing characteristics on the x-axis, represent 10 different subsets of all (n = 170,215) patients. Therefore, 
only c-statistics within each subset can be compared. The “all” patients group represents the total population. (For interpretation of the references 
to color in this figure legend, the reader is referred to the Web version of this article.) 
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et al. simulates missing data without taking into account
the variables that are always available in clinical practice.
No simulations were performed with values of (important)
variables available such as age of a patient. However, us-
ing any method dealing with missing values in a clinical
setting with small numbers of missingness showed no dif-
ference [25] . 

In our study, the results did not differ by missing data
method when handling incomplete data on weak predic-
tors since these weak predictors have limited effect on
predictive accuracy. Therefore, each of the proposed meth-
ods were able to adequately deal with missing data for
weak predictors [26 , 27] . The opposite is true when data for
strong predictors are missing. In the case of missing strong
predictors, the method resulting in the closest estimate of
the true value is more likely to have the highest predictive
accuracy compared to other methods. Thus, when dealing
with missing strong predictors, median imputation and the
naïve approach are insufficient. 

Importantly, the present study focuses on the accuracy
of risk prediction, since this is the main purpose of us-
ing cardiovascular risk prediction models in clinical prac-
tice. Other studies have investigated methods for estimat-
ing the actual missing value itself. For example, Nijman
et al. showed that more sophisticated methods such as joint
modelling imputation and conditional modeling imputation
outperformed median imputation when estimating miss-
ing predictor values. However, they also conclude in their
study that this hardly has any effect on the differences in
risk prediction [28] . 

These findings should encourage the addition of imputa-
tion models within apps or web-based calculators to han-
dle incomplete data to enable physicians to reliably use
risk prediction models in the presence of missing patient
characteristics. Although imputation may reduce the nega-
tive effects of missing characteristics in clinical practice, it
should be emphasized that it is still preferable to have com-
plete data available. Any method for dealing with missing
data when using prediction models results in a small loss
of predictive accuracy. 

While the reduced model method, hybrid model method,
single and median imputation methods, provide actual
numbers for missing data, the naïve approach uses the pop-
ulation baseline hazard and the hazard ratios from the risk
equation to estimate individual risks [16] . Interestingly, this
fundamental difference in methods did not lead to differ-
ences in c-statistics or calibration. Thus, with all charac-
teristics available, the naïve approach was as accurate as
predictions using Cox proportional hazard models. This
could provide further opportunities when other important
patient information is available in addition to predictors
in a risk model, such as coronary calcium score [29] or
family history [30] . Both are mentioned in the ESC guide-
lines to downgrade or upgrade the risk in intermediate risk
categories [31] . With the naïve approach, this information
could be added to an existing model if the hazard ratio
from large studies, ideally adjusted for all predictors in
the model, and prevalence in the population is known. 

Some strengths and limitations of the present study
should be considered. Using nationwide registers to in-
clude data from a large number of patients seen in routine
clinical practice, the observational nature, and the methods
to gather patient data in the Swedish NDR and the SCI-
diabetes database allowed for analyses in clinical data with
real-world missing characteristics that can be generalized
to clinical practice in similar settings. Whether the find-
ings of this study could also be generalized to other fields
in medicine is uncertain. However, the use of imputation
as the most accurate way to deal with missing characteris-
tics in the DVT example suggests that this method applies
for prediction models in general. Although five methods
were developed, only four methods were externally val-
idated in the SCI-diabetes database. The reduced model
method was not externally validated in the SCI-diabetes
database because recalibration of the 8,192 models was
computationally infeasible even when using a high- perfor-
mance cloud server. Therefore, the reduced model method,
despite being one of the most accurate methods for han-
dling missing data, may not be suitable for clinical use. In
non-randomized studies and clinical practice, a missing pa-
tient characteristic itself could be of value predicting risk
of disease. For instance, a general practitioner measures
albuminuria less often in patients that are less prone to
illness, and therefore missing this predictor could mean a
lower risk for disease. However, caution is required using
this missing indicator method because there is a potential
risk for bias [32] . 

In conclusion, pragmatic imputation of real-world miss-
ing values by median values resulted in valid and robust
predictions in a clinical setting. Only when the model’s
most important characteristics, such as age and history of
CVD in this example, are simulated as being missing, was
median imputation outperformed by more sophisticated
methods such as imputation or reduced model method. We
conclude that the clinical use of CVD prediction tools in
practice could be facilitated by automatic imputation of
missing patient characteristics by median values assuming
important characteristics to be available. 
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