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Abstract

We present and discuss the advancements made in PyRETIS 3, the third instalment

of our Python library for an efficient and user-friendly rare event simulation, focused

to execute molecular simulations with replica exchange transition interface sampling

(RETIS) and its variations. Apart from a general rewiring of the internal code towards

a more modular structure, several recently developed sampling strategies have been

implemented. These include recently developed Monte Carlo moves to increase path

decorrelation and convergence rate, and new ensemble definitions to handle the chal-

lenges of long-lived metastable states and transitions with unbounded reactant and

product states. Additionally, the post-analysis software PyVisa is now embedded in the

main code, allowing fast use of machine-learning algorithms for clustering and visualis-

ing collective variables in the simulation data.
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1 | INTRODUCTION

The constant increase in high-performance computing (HPC) power

enables molecular simulations to consider an increasing number of

particles and a significantly longer simulated time. These hardware

advancements have been complemented by the development of more

efficient algorithms and software, substantially amplifying the effec-

tiveness and predictive capacity of these methods. Despite these

advancements, the study of rare transitions remains a computational

challenge, as conventional simulations often capture insufficient tran-

sition events for statistical kinetic analysis.

For a numerical example, consider the dissociation rate of the

drug molecule imatinib from the kinase protein ABL, which is

approximately 10�3 s�1.1 Using a solvated simulation box of about

50,000 atoms, one can simulate up to 300 ns per day using a

recent A100 GPU with an AMD EPYC CPU on the GROMACS MD

software (version 2021.3).2 Assuming dissociation events follow a

Poisson process, one expects to observe an unbinding event after

9126 millennia of simulation time. Clearly, an increase of simula-

tion speeds alone, albeit several orders of magnitude, will not suf-

fice to extract kinetic information from biologically and chemically

relevant systems.

In response, rare event simulations have emerged as a pivotal

algorithmic advancement, enhancing the capabilities of molecular

dynamics simulations for studying transition events.3 In particular,

the replica exchange transition interface sampling (RETIS) tech-

nique has proven to be one of the most accurate and efficient

techniques for computing exact quantitative unbiased dynamical

properties.4 Yet, the necessity persists for intuitive and user-

friendly software that can broaden the utilisation of these

advanced simulation techniques, aiming to establish them as a

standard tool accessible to non-specialists.

With this rationale, we developed PyRETIS, a Python library dedi-

cated to efficiently simulating rare events in molecular systems based

on the RETIS algorithm. Since its first release in 2017,5 PyRETIS has

undergone significant improvements, including extended features and

algorithmic refinement in PyRETIS 2 in 2020.6 To the best of our

knowledge, PyRETIS is currently one of only two publicly availableWouter Vervust and Daniel T. Zhang share the first authorship of the present work.
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path sampling codes capable of executing RETIS, the other being

Open Path Sampling (OPS) code,7,8 which was released in 2019.

PyRETIS, in its different releases, has been shown effective in

multiple studies on a rather broad set of topics ranging from chemical

reactions,9–12 the adoption of a bacterial protein to DNA,13 thin film

breakage,14,15 the solid-solid transition between the wurtzite and rock

salt crystal structures,16 and the oxygen permeation through mem-

branes.17 These comprehensive studies have served as a sturdy foun-

dation, guiding the software's development over the past three years.

A graphical representation of the latest works is included in Figure 1.

The latest iteration introduced in this article, PyRETIS 3, incorpo-

rates novel structural and algorithmic enhancements. Notably, this

new release boasts an optimised architecture designed for parallel

simulations and features an interface with machine learning algo-

rithms, simplifying the post-analysis of simulation results. Its modular

structure is visually depicted in the accompanying flowchart

(Figure 2). A comprehensive discussion of the theory supporting the

software's development can be found in the literature.3,4,17,21–24

2 | ALGORITHMIC DEVELOPMENTS

2.1 | PPTIS: Partial path transition interface
sampling

In replica exchange transition interface sampling (RETIS), the sampling

is conducted by generating a large number of trajectories that are

accepted or rejected based on the Metropolis-Hastings law.25,26 To

use RETIS, a set of interfaces along a main collective variable has

to be positioned, where each of these interfaces defines an ensemble.

A trajectory belongs to the path ensembles [iþ] when it starts at λ0

(¼ λA, the boundary around stable state definition for the reactant

state A), crosses the specific interface λi and reaches either the prod-

uct state at λB or completely returns to the reactant state at λ0, as

visualized in Figure 3A. However, when the transition is not only rare,

but also slow, as paths may get stuck in local metastable states, the

average path lengths may extend beyond tens or hundreds of nano-

seconds for some of the RETIS ensembles.

F IGURE 1 Snapshots and descriptive representations of the latest works performed using the PyRETIS simulation library. (A) Thin film
breakage14,15 was investigated with force field dynamics using the GROMACS engine.2 (B) The permeability of ibuprofen through a bilayer
membrane18 was estimated using the PyRETIS internal engine. (C) The increase in ergodicity by addition of the replica exchange move to PPTIS
was demonstrated using a maze system.18 (D) The electron transfer reaction between two ruthenium (2+/3+) ions15,19 was investigated with
ab initio dynamics using the CP2K20 engine.
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To address this limitation, we have implemented partial path transi-

tion interface sampling (PPTIS)27 into the PyRETIS code. With this

method, the path ensembles [i�] contain paths that cross λi and start

and end on neighbouring interfaces λi�1 or λiþ1, as visualized in Figure

3B. From the paths, the local crossing probabilities p�i and p∓
i can be

determined, and with a recursive relation,27 the global crossing proba-

bility PAðλBjλAÞ can be estimated based on the assumption of

memory loss.

In PyRETIS 3, users can opt for a PPTIS simulation with a simple

keyword in the input.rst file, as described in the online documenta-

tion. In the summary file pathensemble.txt, the path labels of the [i�]

ensemble can now take on four different path-types for accepted

paths: LML or LMR (as in a TIS simulation), and also RMR or RML

(Figure 3B). Here, 'L', 'M', and 'R' denote the left, middle, and right

interfaces within a designated path ensemble. In post-analysis, the

ratio of different path-types determines local crossing probabilities,

F IGURE 2 Flowchart of PyRETIS 3 logic.

1226 VERVUST ET AL.
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for example, p�i ¼ LMR=ðLMRþLMLÞ denotes the local probability of

reaching the right interface λiþ1 rather than the left interface λi�1,

given that a path has crossed the middle interface λi after having

crossed the left interface λi�1.

2.2 | REPPTIS: Replica exchange partial path
transition interface sampling

Akin to RETIS enhancing the transition interface sampling (TIS)28 effi-

ciency through replica exchange,29–31 similar advancements in PPTIS

can lead to the REPPTIS method.18 The inclusion of replica exchange

in REPPTIS relies on MC moves designed to exchange path segments

among adjacent path ensembles. These segments are then extended

until they meet the acceptance criteria of a neighbouring ensemble,

an example of which is shown in Figure 3C. As shown in Reference 18,

these swaps notably facilitate the exploration in regions partitioned

by energetic or kinetic barriers orthogonal to the order parameter λ,

thereby substantially improving the sampling's ergodicity

The acceptance of a swap hinges on the pairing of path-types

(LMR, LML, RML, or RMR) and the selected propagation directions

(forward or backward in time). For example, an LMR path in the ½2��
ensemble can be extended into ½3�� by forward propagation in time,

while backward propagation would push the path towards the ½1��
ensemble. If propagation directions are incompatible with the path-

types, the replica exchange move is immediately rejected without

requiring MD steps, resulting in an SWD entry (‘Swap Wrong Direc-

tion’) in the pathensemble.txt files of the relevant ensembles. Next, if

propagation directions are compatible with path-types, path segments

are extended until they cross either the left or right interface of the

new ensemble.

Contrary to swaps between the RETIS ½iþ� ensembles, swaps

between REPPTIS ensembles require MD integration in the extension

step. In RETIS, only the swap between ½0�� and ½0þ� require MD inte-

gration. Fortunately, in both RETIS and REPPTIS, any required MD

integration commences only upon confirmation of swap acceptance.

Consequently, the CPU time spent on MD integration is almost never

wasted. The only exception is when paths exceed the user-specified

maximum path length. Such occurrences should be rare as (RE)PPTIS

is designed to reduce path lengths. Frequent occurrences suggest that

the user should either add more interfaces, increase the maximum

path length parameter, or change the order parameter definition. An

example PyRETIS 3 input file running REPPTIS with a certain swap

frequency is shown in Figure 4. The user can refer to the online docu-

mentation for detailed instructions on setting up a REPPTIS

simulation.

2.3 | Improved stone skipping & web throwing

To increase the simulation efficiency, advanced shooting moves in the

form of stone skipping (SS) and web throwing (WT)23 were already

implemented in PyRETIS 2. Compared to standard shooting

F IGURE 3 (A) Trajectories of a TIS path ensemble [iþ] start from
the reactant interface λA (L), cross the specific interface λi (M) and
reach either the product interface λB (R) or completely return to λA. (B)
Trajectories of a PPTIS path ensemble [i�] start from either the left-
neighbouring (L) or right-neighbouring (R) interface of λi (M), after
which they cross M, and return to either L or R. (C) Schematic
representation of a replica exchange move in a REPPTIS simulation.
The RMR path of [i�] (blue dotted) is extended backward in time to
create a new RML path of [ðiþ1Þ�] (solid red). Likewise, the LMR
path of [ðiþ1Þ�] (red dotted) is extended backwards in time to create
a new LMR path of [i�] (blue solid). (D) Schematic representation of a
WF move in a RETIS simulation. A new path (solid green) is generated
from an old path (dotted black) via a chain of subtrajectories (solid
black), which can significantly improve path decorrelation compared
to the standard shooting move.
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methods,32 both SS and WT are more cost-efficient per MD step.

They achieve this by leveraging a sequence of intermediate short

paths (subpaths) that minimise correlations between previously exist-

ing and newly generated paths. After a number of subpaths have been

completed, the last one is extended to become a new full path.

Although SS and WT yield an increase in efficiency of more than one

order of magnitude in case studies,23 their practical implementation

can be impeded when linked with external MD engines or when the

calculation of the order parameter is expensive.

More specifically, new SS/WT subpaths must be launched from a

randomly perturbed phase point (time slice) of the previous path/

subpath that establishes a crossing with some relevant interface (like

the main ensemble's interface that always needs to be crossed). Typi-

cally, only the velocities are changed in this perturbation, but after this

process, it should be verified that the perturbed phase point is still a

crossing point: the other side of the interface should be reached after

a time step forward or backward in time. If this is not the case, the

move is not directly rejected, but new velocities should be generated.

Especially if the time step considered by the RETIS algorithm actually

consists of several MD steps, this requirement is not always easy to

fulfil and multiple velocity randomization attempts can be required.

If a RETIS time step is a single MD step (the subcycle is set to 1), Ref-

erence 15 proposed two strategies to minimise the computational cost for

doing the one-step crossing test. First, the velocity-Verlet integrator15,33

can be reformulated to predict the next configuration point without the

associated expensive force calculation. Therefore, given a configuration-

based order parameter and a relatively cheap velocity generation, the cost

of testing reduces considerably such that the one-step crossing require-

ment can quickly be achieved. The second strategy is to modify the veloc-

ity generation procedure to increase the likelihood of pushing the next

step across the interface. For example, for an N particle system, certain

velocities can be kept or reversed instead of letting all 3N velocity

components be regenerated from a Maxwell-Boltzmann distribution.

However, in the case that one MD engine call implies performing

several MD steps (i.e., subcycle is set to 10-2000), and/or when the

order parameter calculation is expensive, the increased testing cost

for the one-step crossing condition reduces the SS and WT computa-

tional efficiency. We therefore developed a third type of advanced

shooting move that does not require the one-step crossing condition,

which is implemented in PyRETIS 3 and discussed in the next section.

2.4 | Wire fencing

To circumvent the issues related to the one-step crossing condition,

we formulated a third advanced shooting move within the subtrajec-

tory family that we named “wire fencing” (WF).15 In comparison to SS

and WT, a new WF subpath can be launched from a configuration

point of the previous path or subpath that lies between the path

ensemble's interface λi and λcap, a user-defined cap interface:

λi < λcap ≤ λB. It is therefore not restricted to crossing points of specific

interfaces. In the cases of potential energy surfaces that have gradual

regions close to state B, the shooting point selection can be restricted

to only occur in steep regions by a suitable λcap placement. A sche-

matic representation of the WF move is given in Figure 3D.

The WF move, like all advanced shooting moves, are best combined

with the high-acceptance technique.15,23 The high-acceptance scheme

alters the sampled path distribution, a change that can be precisely

adjusted through a reweighting scheme in the post-simulation analysis. In

this specific formulation, the Metropolis-Hastings acceptance criteria solely

reject paths that both commence and culminate at the interface λB.

To use SS, WT or WF in PyRETIS 3, the user can select, for each

ensemble, the type of shooting-moves, the number of subpaths, the

positions of the additional interfaces (like the cap-interface in WF),

and whether to adopt the high-acceptance sampling scheme.

2.5 | The λ�1 interface

In both RETIS and REPPTIS simulations, the flux term is computed

from the average path lengths of the ½0�� and ½0þ� ensembles. The for-

mer ensemble, ½0��, is conventionally defined by a single interface and

obeys different sampling rules compared to the other ensembles. In

some modelling situations, it could be advantageous to restrict the

[0�] ensemble within two interfaces. A first example is when the reac-

tant state A is unbound to the left, such as when it signifies an infinite

reservoir or when it is barrierlessly linked to state B through periodic

boundary conditions.

F IGURE 4 New keywords introduced to perform a REPPTIS
simulation. Replica exchange moves are introduced by setting the
‘task’ keyword to repptis. Typically, one will not perform time-
reversal moves in the PPTIS framework, which is accomplished by
setting the ‘freq’ keyword of TIS settings to 0.0. The relative
frequency of shooting moves to replica exchange moves is set by the
‘swapfreq’ keyword of the RETIS settings. In this example, 20 % of

the moves will perform replica exchange. This input excerpt is tailored
for a permeability simulation, as the ‘permeability’ keyword is set to
True. The positioning of the accompanying λ�1 interface is done by
setting the ‘zero_left’ keyword to �0:75.

1228 VERVUST ET AL.
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In such cases, while the rate might not be well defined, other

dynamical properties—such as the permeability in a membrane

system—are still ascertainable. A second example is when the reactant

state [0�] extends over a finite, but very large collective variable λ

range. Here, it may be more strategic to focus on sampling the region

closer to λ0. In Reference 34, an additional interface λ�1 was intro-

duced to the left of λ0, and the new ensemble [0�0� was defined as

the path ensemble containing trajectories that start and stop on λ0 or

λ�1. Consequently, the region λ< λ�1 is never sampled, hence avoiding

periodic boundary crossings or waste of computer time in a non-

relevant region of phase space.

A theoretical complication is that an adaptation is needed to

match the ½0�0� and [0þ� ensemble. Indeed, the number of paths that

may be cut out from a very long equilibrium MD simulation and that

belong to the standard ½0�� is equal to those of ½0þ�, that

is, N½0�� ¼N½0þ�. The λ�1 interface increases the number of paths, how-

ever, as the trajectory is cut more often, and N½0�0� >N½0þ�. To get the

correct permeability, a correction ξ is therefore needed,34 where

ξ¼N½0þ�=N½0�0�. Fortunately, the factor ξ can be readily evaluated in

the post-processing by PyRETIS-3.

2.6 | Mirror move and target-swap move

The permeability coefficient can directly be computed in PyRETIS 3. It

can be obtained by considering the rate of transition while following a

single permeant, referred to as the target, from left to right through

a given region (e.g., a membrane). The presence of other permeants in

the system affects the rate, as they are part of the surrounding envi-

ronment. Transitions from right to left are prevented due to the pres-

ence of the λ�1 interface. However, for the sake of sampling

efficiency, it would be beneficial to incorporate the statistics of other

transitioning permeants and utilise transitions in both directions,

including from right to left, whenever the membrane is (statistically)

symmetric. This potential for sampling efficiency gain is achieved

through the target-swap move and the mirror move, respectively.

The mirror move involves mirroring the z coordinates of all parti-

cles of all time slices of the previous path across an xy-mirror plane

located between two periodic images of the membrane. Additionally,

the z-component of the particle velocities is flipped. However, it is

important to note that the mirror move must be accompanied by set-

ting the λ�1 interface at an equal distance away from the mirror plane

in the water slab as the λ0 interface, but on the opposite side. The mir-

ror move solely applies to the ½0�0� ensemble and has the conse-

quence that a previous path ending at λ�1, will end at λ0 after this

move. It is worth noting the distinction from the time-reversal move,

as the mirror move would lead to a switch to the opposite interface

even if the previous path started and ended at the same side. As a

result of the new path now ending at λ0, it can be successfully

swapped with a ½0þ� path in the next MC step.

For code-technical reasons, PyRETIS-3 implements the mirror

move in a slightly different but equivalent manner. Instead of chang-

ing the particle coordinates and velocities directly, PyRETIS-3

modifies the definition of the reaction coordinate (RC) by using the z

of the target's position, and mirroring it across a mirror plane. This

alternative implementation facilitates the integration of PyRETIS-3

with external molecular dynamics (MD) engines, which may have dif-

ferent methods for altering coordinates and velocities. The flag indi-

cating the sign of z to be used in the RC definition is also exchanged

during the replica exchange moves of the RETIS algorithm.

The target-swap move also plays a crucial role in improving sam-

pling efficiency. This move randomly selects a permeant to be consid-

ered as the new target from all the time slices of the previous path. It

considers permeants within the ½0�0� boundaries, namely λ�1 and λ0,

at that time slice. Once a random time slice and permeant pair is cho-

sen, the trajectory is traced both forward and backward in time until

the new target reaches the boundaries. This process may involve

extending or truncating the old trajectory along each time direction.

Ultimately, the final trajectory is accepted or rejected based on a

Metropolis decision, ensuring that detailed balance is maintained.

It is worth noting that even if the mirror move and the target

swap move operate exclusively in the minus ensemble (½0�0�), the
enhanced exploration trickles down to the other ensembles through

replica exchange swaps, improving the sampling across all ensembles.

The effectiveness of both moves was distinctly demonstrated in a

two-channel system where it significantly enhanced sampling in the

collective variable space orthogonal to the reaction coordinate.34

3 | POST-PROCESSING

3.1 | Error analysis

Calculating statistical errors within a RETIS simulation is a non-trivial

task due to the various types of correlation. In contrast to TIS, where

path simulations are independent and standard error propagation

rules can be used, RETIS introduces additional complexities. Although

block averages can address correlations within a path ensemble, cor-

relations extend across different path ensembles in RETIS due to path

swapping, which results in shared data between the ensembles. The

involvement of the ½0þ� path ensemble in both the flux and crossing

probability calculations, along with the expected correlation between

path length and reaction progress, further hinders assuming error

independence. Additionally, computing the total crossing probability

using the weighted histogram analysis method (WHAM)21,35,36 also

increases the difficulty for dealing with correlations as it utilises over-

laps in path ensembles to improve the accuracy.

The implementation of standard block averaging poses practical

challenges. This issue is evident in REPPTIS, where p�i and p∓
i may be

based on different numbers of sampled trajectories, rendering an

absolute block length unsuitable. One potential solution is to adapt

the block length to the relative size of the different data sets. For

example, in a RETIS/REPPTIS analysis, the first 10% of each data file

could be utilised to compute a rate. Subsequently, data between 10%

and 20% from all files are employed to calculate a new rate, continu-

ing this process until ten nearly independent estimates are obtained.

VERVUST ET AL. 1229
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These rates can then be used to compute the standard deviation and,

ultimately, the error.

In a practical implementation, the described approach can still be

viable if the number of blocks (10 in the aforementioned example) is

predetermined and fixed. However, block averaging techniques often

demonstrate significant fluctuations in computed errors due to the

arbitrary choice of block length or, equivalently, the number of blocks.

It is therefore recommended to conduct error analysis using a range

of block lengths. By evaluating the computed errors across different

block lengths and observing the graph of computed error versus block

length m, one can identify a plateau region where the errors stabilise.

This specific region is usually identified for sufficiently large m values,

where the blocks can be deemed uncorrelated yet remain small

enough to maintain a substantial number of blocks. Taking the aver-

age of the computed errors within this plateau region is considered

good practice, as it provides a more reliable estimate of the statistical

uncertainty. Yet, partitioning all data files into many sets of relative

blocks is cumbersome and time consuming.

We have, therefore, taken a more practical yet sound approach,

that we refer to as recursive block errors, which surprisingly has not

been widely mentioned as an alternative to standard block averaging.

The recursive block errors approach is based on a single data file con-

taining the running estimate as a function of performed MC cycles of

the property under investigation, such as the rate, flux, crossing prob-

ability, or specific path ensemble properties like local crossing proba-

bilities and path lengths. These running estimates are standard

outputs from PyRETIS simulations.

Suppose the RETIS simulation consists of N MC cycles, where a

cycle typically implies the update of each path ensemble by a MC

move. Let k½n� with 1≤ n≤N be the running estimate of the rate after

n cycles have been completed. Given a block length of m, there are

M¼ intðN=mÞ blocks. We now introduce the recursive-block value krj
for each block j¼1,2,…,M. These values are implicitly defined by

ensuring that the mean of the initial j recursive-block values matches

the running estimate after jm MC cycles:

k½jm� ¼ ðkr1þkr2þkr3þ���þkrj Þ=j ð1Þ

which leads to a recursive relation for krj :

krj ¼
jk½jm��ðkr1þkr2þkr3þ���þkrj�1Þ if j>1

k½m� if j¼1

(
ð2Þ

From this, given a specific block length m, the following non-recursive

relation can be extracted

krj ¼ jk½jm�� ðj�1Þk ðj�1Þm½ � ð3Þ

These block values krj are then used to compute the standard devia-

tion between them and ultimately the estimated error for this particu-

lar block size m, just like is done with standard block averaging.

The great advantage of this simple relation is that the post-

analysis can start using just the running estimate k½n� with 1≤ n≤N,

which subsequently can be reused to compute krj for a large set of

block sizes m. Consequently, this method enables an efficient compu-

tation of the estimated error concerning block size, facilitating the

extraction of a final robust error estimate by averaging specifically

within the identified plateau region. In the appendix, we show that

this approach converges to the same error estimates as when

standard-block averages are used.

3.2 | Permeability

It is challenging to compute the permeability P of permeants through

a barrier (e.g., through a membrane), when a high free energy barrier

needs to be overcome or when the permeants are trapped in a free

energy well for an extended time.37 An example of the former is the

water permeation through phospholipid membranes,38–40 and an

example of the latter is the transport of oxygen molecules through

membranes.41,42 In Reference 34, it was shown that the permeability

through a region can be estimated from the RETIS crossing probability

PAðλBjλAÞ. As an additional quantity for P, the average time that a path

spends in a reference interval in the ½0�� or ½0�0� ensemble needs to

be calculated. Moreover, the ξ factor (see subsection on the λ�1 inter-

face) also needs to be evaluated when a λ�1 interface is used. These

two extra quantities were implemented in a straightforward way in

the PyRETIS post-processing analysis tools.

With the PyRETIS implementation in Reference 34, a series of 1D

examples of barriers with varying height and viscosity settings were

tested. In addition, the permeation of particles through a 2D mem-

brane with two distinct permeation pathways was successfully

mapped out, where the use of the target-swap move and mirror move

enhanced the sampling efficiency. When the permeation event is not

only rare but also slow, the permeability can be assessed with the

PPTIS or REPPTIS methodology.18 The (RE)PPTIS implementation was

used to investigate the permeation through a 2D maze, representing a

membrane with two permeation pathways, where one has an entropic

barrier and the other an energetic barrier. The computed (RE)PPTIS

permeabilities were benchmarked against the RETIS permeabilities,

where the replica exchange moves in REPPTIS could significantly

reduce the effect of memory-loss in the partial path sampling method.

3.3 | PyVisA

PyVisA,43 a post-processing visualisation and analysis tool, has been

integrated into the PyRETIS 3 release, with its own executable and

optional graphical user interfaces. The library permits to directly load

and visualise simulation outcomes, reducing the data handling time

and costs, as data can be checked and compressed remotely and

visualised locally. The simulation results can be displayed as a whole

or in sections. Different collective variables, simulation time, trajectory

status, trajectory number can be directly grouped for different ensem-

bles supporting the analysis and visualisation of simulation results. A

customizable interface to improve the appearance of the reports has
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been constructed and an interactive interface implemented. Further-

more, the selected data subset can be saved in ".hdf5", simple ".txt”,
or with a ".json” format. Images can also be exported directly as ".

png”. To provide further visualisation customizability, PyVisA can also

output a minimalistic python script to regenerate the selected image

from selected data. Clearly, the script can be then re-adapted to the

best user convenience. If trajectory data (x-, y-, z-positions) are stored,

each data-point of the displayed trajectory is linked by PyVisA to the

original source, and a molecular 3D visualisation can be launched

showing the molecular structure at the points of interest. The selected

data can then be fed directly to a set of machine learning approaches

such as clustering algorithms,44 random forests,45 calculation of the

Pearson correlation matrix of coefficients,46,47 and so forth. These

approaches are provided by the scikit-learn python package48 and the

sampling data is internally wrangled such that it can directly be fed to

these algorithms. PyVisA has been constructed to be executed inde-

pendently while simulations are ongoing, allowing for intermediate

descriptions and visualisations of the simulation outcomes. The new

panels to access the interactive functionality and the integrated

machine learning modules are shown in Figure 5.

4 | OTHER UPDATES

4.1 | Code structure

In PyRETIS 2 users could define different settings for different ensem-

bles, to allow for better customization in the design of sampling prob-

lems. In PyRETIS 3, the internal representation of ensembles has also

been subdivided. Each ensemble is represented by an independent

object, allowing multiple simulations to be performed contemporane-

ously. Each ensemble can also be, in principle, executed with a differ-

ent external engine. The trajectory management has been optimised,

where trajectory cleaning is now performed after every ensemble

move rather than waiting for an entire MC cycle to finish. This signifi-

cantly reduces storage space for large systems using many ensembles.

F IGURE 5 PyVisA interactive visualisation panel (A) and PyVisA machine learning model control panel (B).
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The new code structure allows for effective parallel simulations to be

performed in different ensembles, potentially speeding up sampling

performance by optimising cluster usage. An effective simulation han-

dler procedure to advantageously execute multiple parallel simulations

has been recently published by Roet et al.49 and it can be expected to

be included in forthcoming software releases.

4.2 | Interface with the external engine
Amsterdam modeling suite

The PyRETIS code has been developed with the intent to use external

engines (e.g., GROMACS,2 LAMMPS,50 CP2K,20 OpenMM51) and to

facilitate the implementation of new ones. In collaboration with SCM

(Software for Chemistry & Materials), we have established an inter-

face between PyRETIS and their Amsterdam Modeling Suite (AMS).52

This development allows PyRETIS 3 to utilise AMS as its MD engine,

significantly expanding the range of dynamic simulations it can per-

form. The extended capabilities include the ability to conduct ab initio

MD based on the Amsterdam Density Functional (ADF) package,

ReaxFF,53 and Density Functional Tight Binding (DFTB).54

These functionalities are already implemented and are currently

available in the development branch of the PyRETIS code. At the time

of submitting this paper, the documentation and unit testing for this

feature were not fully completed. Nevertheless, the functionalities are

fully operational. We encourage users interested in utilising this func-

tionality to reach out to the PyRETIS developers for support and guid-

ance on its usage.

5 | USER GUIDELINES

To maximize the efficiency of the sampling strategies offered by PyR-

ETIS, we provide some guidelines on which simulation technique is

best suited for which applications. In general, RETIS is a very efficient

sampling strategy for rare events, which are characterized by long

waiting periods followed by the actual transition that happens very

quickly. REPPTIS, on the other hand, is designed to tackle slow events.

A slow event can still be characterized by a long waiting period, after

which the transition happens in a sluggish fashion, where a transition

spends considerable time in metastable states along the reactive

pathway.

In more technical terms, RETIS is most suitable for reaction mech-

anisms that are well-described by overcoming a single, large energetic

and/or entropic barrier. If the reaction mechanism includes metastable

states, a collection of RETIS simulations can still be used if the loca-

tion of the free energy wells are well-known beforehand. A Markov

state model can then be built from the collection of RETIS simulations,

from which the global transition rate can be estimated. Examples of

this include the permeation of small molecules (methanol, ethanol,

etc.) through nanoporous materials or phospholipid bilayers. When

the system becomes more complex, the optimal reaction coordinate

quickly becomes elusive due to the increasing number of transition

states and metastable states. Consequently, (unknown) metastable

states emerge along (unknown) orthogonal degrees of freedom con-

cerning the selected reaction coordinate, for which REPPTIS is better

suited. Examples include the association and dissociation of drug mol-

ecules to proteins, the permeation of small drug molecules through

phospholipid bilayers, protein-protein interactions, and so forth.

6 | USER SUPPORT

The code has been updated with the latest python libraries and its

dependencies on external packages have been minimized in order to

increase its maintainability. Our software development has been

inspired by the FAIR software principles. The code is fully open source

and shared on GitLab and GitHub.55 Documentation, tests, and exam-

ples are constantly updated to simplify the code usability by external

users.

7 | CONCLUSIONS AND FUTURE WORK

We have released the third version of the PyRETIS code, which

includes algorithmic developments that can greatly improve sampling

efficiency. In particular, partial path transition interface

sampling (PPTIS), replica exchange partial path transition interface

sampling (REPPTIS), and advanced shooting moves (wire fencing, mir-

ror move, and target-swap move) were implemented and previous

implementations of the stone skipping and web throwing moves were

improved. Additionally, PyRETIS 3 solidifies the λ�1 interface feature

based on a new well defined and relevant path ensemble ½0�0�, which

improves the purely pragmatic implementation of the λ�1 interface

option in PyRETIS 2. Within the ½0�0� ensemble, two additional terms

are calculated: the average time that a path in this ensemble spends in

a reference region and the ξ factor. These two values, together with

the computed RETIS crossing probability, allow one to compute the

permeability coefficient in bounded and unbounded systems. The

approach does also not require any additional flux calculations, which

was the pragmatic solution suggested in the PyRETIS 2 for bounded

systems. A direct approach to compute the permeability in unbounded

systems was not available in PyRETIS 2.

In the post-processing phase of the code, we enhanced our error

analysis by employing recursive block analysis. This method is particu-

larly effective in handling intricate correlations, especially in scenarios

where the final computed properties stem from a series of separate

yet interdependent simulations, a characteristic notably pertinent to

RETIS and REPPTIS. We have then further improved and formally

included PyVisA as a part of the PyRETIS 3 release. The library pro-

vides an analysis and visualisation toolkit to facilitate the study of sim-

ulation output. In particular, the library prepares the data such that

machine learning approaches (e.g., random forest, clustering) can be

directly applied, providing enhanced insight on the results.

Further software development will focus on code parallelization.

The recent introduction of ∞RETIS,49,56 a novel RETIS variant

1232 VERVUST ET AL.

 1096987x, 2024, 15, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/jcc.27319 by U

trecht U
niversity, W

iley O
nline L

ibrary on [22/04/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



integrating asynchronous replica exchange with infinite swaps, repre-

sents a crucial advancement in line with this objective. This innovation

effectively resolves the challenge posed by the imbalanced CPU costs

associated with the (advanced) shooting moves, stemming from vary-

ing path lengths.

In the domain of force field development and data analysis, the syn-

ergy between path sampling and machine learning will continue to

advance. For instance, leveraging RETIS simulations at the Ab Initio MD

level can yield a pertinent training set of configuration points crucial for

establishing a reactive force field through neural networks57–59 tailored

for specific chemical reactions. Once the force field is established, it can

be reintegrated into the RETIS simulation, offering unprecedented con-

vergence and reliability. Additionally, mechanistic analysis through com-

mittor analysis60,61 and the predictive capacity analysis10,21 is anticipated

to provide deeper insights with the aid of machine learning tools. The

objective is not solely to comprehend the occurrence of rare events like

chemical reactions but also to understand methods for enhancing, direct-

ing, or impeding them. The PyRETIS development team aims to propel

these advancements by offering new open-source computer codes that

are publicly accessible, intuitive, and instrumental in tackling complex

applications while advancing quantitative path sampling algorithms.
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APPENDIX A: RECURSIVE BLOCK ERROR ANALYSIS

Considering Equations (1)–(3), it is easy to show that recursive block

values, krj , are identical to standard blocks averages, ksj , in case that

the running estimate k½n� would be a true running average (not only a

‘running estimate’): a simple average of n data points. However, the

rate estimate k½n� is not a running average in the strict sense. Instead,

it is a running estimate, and it is a result obtained from different

ensemble averages such as the path lengths of ensembles ½0�� and
½0þ�, and the local crossing probabilities PAðλiþ1jλiÞ of ensemble ½iþ�
with i≥0. In that case, the recursive block values and the standard

block values may not necessarily be identical. In this context, the term

‘the jth standard block value’ denotes the specific value derived by

segregating each relevant dataset into blocks and specifically examin-

ing the information within the jth block of each dataset to compute

the intended property. This is denoted by the superscript s in ksj , dis-

tinguishing it from a recursive block, krj . When the recursive and stan-

dard blocks coincide (i.e., when krj ¼ ksj ), we represent this as

krj ¼ ksj ¼ kj, omitting the superscript entirely.

To discuss the recursive block approach in a more generic con-

text, let us assume that the evaluation of k½n� is based on different

ensemble averages a½n�,b½n�,c½n�,…, that is, k½n� ¼ f a½n�,b½n�,c½n�,…ð Þ

where fð�Þ is the function that provides the rate from the ensemble

averages. For these ensemble averages a½n�, and so forth, the running

estimates are plain running averages and there is no difference

between recursive and standard blocks: arj ¼ asj ¼ aj and so forth.

However, ksj ¼ fðaj ,bj,cj,…Þ≠ krj for j >1. Yet, for large enough

blocks we can assume that each block j is close to its exact value

a,b,c: aj ¼ aþδaj, bj ¼ bþδbj, cj ¼ cþδcj such that in first order of δ:

ksj ¼ fðaj,bj,cj ,…Þ

≈ fða,b,c,…Þþ ∂f
∂a

� �
δajþ ∂f

∂b

� �
δbjþ ∂f

∂c

� �
δcjþ��� ðA1Þ

where the derivatives are evaluated at the exact value a,b,c. Now, let

us compare this to the Taylor expansion of the jth recursive block

starting from Equation (3):

krj ¼ jf a½jm�,b½jm�,c½jm�,…ð Þ
�ðj�1Þfða½ðj�1Þm�,b½ðj�1Þm�,c½ðj�1Þm�,…Þ

¼ jf
1
j

Xj

i¼1

ai,
1
j

Xj

i¼1

bi,
1
j

Xj

i¼1

ci, ,…

 !

�ðj�1Þf 1
j�1

Xj�1

i¼1

ai ,
1

j�1

Xj�1

i¼1

bi ,
1

j�1

Xj�1

i¼1

ci, ,…

 !

¼ jf aþ1
j

Xj

i¼1

δai ,bþ1
j

Xj

i¼1

δbi,cþ1
j

Xj

i¼1

δci , ,…

 !

�ðj�1Þf aþ 1
j�1
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i¼1

δai ,bþ 1
j�1

Xj�1

i¼1

δbi,cþ 1
j�1
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 !

Applying Taylor expansions to f in this equation and simplifying the

expression, we find

krj ≈ fða,b,c,…Þþ ∂f
∂a

� �
δajþ ∂f

∂b

� �
δbjþ ∂f

∂c

� �
δcjþ���þOðδ2Þ ðA2Þ

From Equations (A1) and (A2), it is evident that the Taylor expansions

are equivalent up to the first order in δ. This suggests that with an

increase in block length, the recursive blocks converge toward the

properties of standard blocks, validating our approach. It is important

to realise that truncating the Taylor expansion to the first order of δ

aligns with the standard error propagation practice, ensuring that our

approach does not introduce any additional approximations beyond

those already implied in other accepted methods.

It is interesting to note that the approach mentioned here, that

is, running estimates and recursive blocks, can be effectively integrated

with methods like Wang-Landau62 or metadynamics.63 In these tech-

niques, a bias dynamically adapts throughout the sampling process until it

converges and stabilises. Hence the bias is non-stationary and changes in

the running estimate and in the running block averages. Nevertheless, as

the sampling duration extends, the statistical impact of the bias' non-

stationarity gradually diminishes. Therefore, when the number of MC

cycles N becomes sufficiently large, the effect of non-stationarity will

only affect a small fraction of the blocks or only influence a minor part

of the initial block. This justifies the applicability of the recursive block

method even in such adaptive biassing methods.
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