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ABSTRACT
Visual routines theory posits that vision is critical for guiding sequential actions in the world. Most
studies on the link between vision and sequential action have considered individual agents, while
substantial human behaviour is characterized by multi-party interaction. Here, the actions of each
person may affect what the other can subsequently do. We investigated task execution and gaze
allocation of 19 dyads completing a Duplo-model copying task together, while wearing the Pupil
Invisible eye tracker. We varied whether all blocks were visible to both participants, and whether
verbal communication was allowed. For models in which not all blocks were visible, participants
seemed to coordinate their gaze: The distance between the participants’ gaze positions was
smaller and dyads looked longer at the model concurrently than for models in which all blocks
were visible. This was most pronounced when verbal communication was allowed. We conclude
that the way the collaborative task was executed depended both on whether visual information
was available to both persons, and how communication took place. Modelling task structure
and gaze allocation for human-human and human-robot collaboration thus requires more than
the observable behaviour of either individual. We discuss whether an interactive visual routines
theory ought to be pursued.
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Introduction

How do humans act in the world? Describing, explain-
ing, and predicting the varied nature of human
behaviour or action is a daunting task, and has to
be approached from various perspectives. To name
but a few examples, researchers have investigated
the settings in which certain patterns of behaviour
occur (Barker, 1968), how sequential patterns of
action may be controlled (Botvinick & Plaut, 2004,
2006; Cooper & Shallice, 2000, 2006; Norman & Shal-
lice, 1986), or how humans interact with others,
including interpersonal coordination (Marsh et al.,
2006, 2009; Paxton & Dale, 2013; Sebanz et al.,
2006), non-verbal exchange (Patterson, 1982), inter-
personal intimacy (Argyle & Dean, 1965; Patterson,
1976), and the modes and flow of face-to-face inter-
action (Hadley et al., 2022; Hessels, 2020; Ho et al.,

2015; Maran et al., 2021, 2022; Wohltjen & Wheatley,
2021). The observant reader of this literature may
notice an apparent dichotomy between individual
or object-oriented action and multi-agent (social)
action. For example, the studies on sequential
action by Land et al. (1999), Hayhoe (2000), Botvinick
and Plaut (2004), Cooper and Shallice (2006) are con-
cerned with making tea or sandwiches, which involve
objects (cups, knives, faucets, kettles) that do not act
back. In contrast, any action an agent carries out in
interaction with another, may evoke a response
which changes the course of sequential behaviour
of both individuals. In this paper, we are concerned
with the role of visual behaviour at this interface of
sequential action and social interaction.

Humans are visual animals, and the link between
vision and (sequential) action has been widely
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studied. A well-established theoretical framework in
this context is that of visual routines (Hayhoe, 2017;
Ullman, 1996), which postulates that “vision is critical
for gathering knowledge about the world to choose
rewarding actions as well as for guiding the execution
of those actions” (Hayhoe, 2017, p. 391). As Hayhoe
points out, this framework puts vision for action,
memory and prediction at its core unlike e.g., Marr
(1982), who emphasizes object recognition and local-
ization, or ecological approaches (e.g., Warren, 2006;
Zhao & Warren, 2015) that emphasize informational
coupling and online control (i.e., without memory
and prediction). In the visual routines framework,
knowledge about the world may be gathered by
making eye movements, i.e., directing one’s gaze to
locations in the world to acquire the relevant infor-
mation1 for ongoing behaviour (Hayhoe & Ballard,
2005, 2014). The pioneering studies on the relation
between gaze behaviour and task execution were
conducted by Land et al. (1999), Hayhoe (2000), Pelz
and Canosa (2001), who used wearable eye-tracking
technology to show that the fixation location in the
world was tightly linked to the task, e.g., looking at
the faucet prior to pouring water in the kettle while
making tea. According to Land et al. (1999), less
than 5% of fixations were on task-irrelevant locations,
while Pelz and Canosa (2001) concluded that most
fixations were related to the immediate action, and
some fixations were of a look-ahead nature for an
upcoming action (see also Sullivan et al., 2021, for
more recent work on look-ahead fixations). In
follow-up work, task-related gaze behaviour was
investigated in the context of e.g., collision avoidance
(Jovancevic et al., 2006; Jovancevic-Misic & Hayhoe,
2009; Tong et al., 2017), crowd navigation (Hessels,
van Doorn et al., 2020), foot control in rough terrain
(Matthis et al., 2018), and stair climbing (Ghiani
et al., 2023). The core idea of the visual routines
theory is that cognitive goals or tasks (e.g., “walk
across street”) can be subdivided into subtasks
(“monitor context,” “avoid obstacles,” “approach
goal”) (see Figure 1a in Hayhoe, 2017). For each
subtask, a different area of the world can be fixated
to provide the relevant visual information to success-
fully achieve that subtask, i.e., gaze behaviour serves
an “information-gathering” functioning (cf. Võ et al.,
2012).

Yet, one’s gaze direction has also been posited to
serve an “information-signalling” function. Argyle

and Cook (1976) write that “whenever organisms use
vision, the eyes become signals as well as channels”
(p. xi), which Risko et al. (2016) explicate as “the eyes
both gather information […] and communicate infor-
mation to others” (p. 71). This relevance of gaze direc-
tion for social interaction has long been known, as
Kendon (1967) points out, and it is well established
that one’s gaze direction may, for example, regulate
the maintenance or exchange of speaking turns in
conversation (Hessels et al., 2019; Ho et al., 2015;
Maran et al., 2021; Wohltjen & Wheatley, 2021) and
may express intimacy or exercise social control
(Argyle & Dean, 1965; Kendon, 1967; Kleinke, 1986).
Moreover, one’s gaze direction may be used as a
(gaze) cue to disambiguate expressions in spon-
taneous dialogue (Hanna & Brennan, 2007) or when
following instructions (Macdonald & Tatler, 2013).
This combination of “information-gathering” and
“information-signalling” functions is colloquially
described as the dual function of gaze, and has seen
a resurgence in the scientific literature in recent
years. In particular, this resurgence seems to follow
the realization that humans do not always look at
other people (or their faces and eyes) in many social
contexts, in contrasts to what one might have
expected given the bias for looking at others reported
in eye-tracking research with pictures and videos of
humans (for reviews on this topic from different per-
spectives, see Holleman, Hooge et al., 2020; Kingstone,
2009; Risko et al., 2012, 2016). In particular, researchers
have investigated to what degree gaze behaviour to
another person, particularly their face, depends on
whether the other person can (or is believed to be
able to) interact with them or not (Gobel et al., 2015;
Gregory & Antolin, 2019; Holleman, Hessels et al.,
2020; Macdonald & Tatler, 2018). Such studies attest
to the relevance of the putative dual function of
gaze for understanding gaze behaviour in various
contexts, although they do not yet reveal how
humans may balance perceptual ( “information-gath-
ering ”) and communicative ( “information-signalling”)
functions in face-to-face interactions.

Clearly, a substantial part of human behaviour may
be characterized both as sequential action and as
interaction with others, such as collaborative work
on oil drilling rigs or in aircraft cockpits.2 In such situ-
ations, each person may complete their own tasks,
monitor the progress of others, communicate with
others, and adjust their own plans accordingly. How
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humans achieve this has received substantially less
attention than the sequential action of an individual
agent, at least in the individual cognitivist tradition
(cf. Marsh et al., 2006, 2009). As Hayhoe and Ballard
(2014) write in their review of the task-control of
gaze: “The focus […] has been on endogenous atten-
tional control of tasks, but a complete story has, in
addition, to account for exogenous stimuli that can
change the agent’s agenda” (p. R628). In other
words, the focus by Hayhoe and Ballard (2014) is on
the spatiotemporal relation between gaze location
in the world and the sequential actions carried out
by an individual person while completing one or
more clearly defined tasks, for example making tea
or sandwiches. Less attention has been paid to how
something external to these tasks can change the
behaviour of the individual. One category of such
“exogenous stimuli” that may change the individual’s
agenda is another individual’s actions or attempts at
communication. Thus, in collaborative work, the
actions of each person may affect what the other
can or must subsequently do, and how gaze is allo-
cated as a result.

In the present study, we investigate the relation
between task performance, communication and
gaze behaviour to faces and objects in a face to
face dyadic collaborative task, i.e., two people

copying a Duplo model together (based on Ballard
et al., 1995). When an individual completes this
model-copying task, (s)he does so in a serial fashion
and makes saccades to the relevant areas (model to
copy, individual blocks to place, and the workspace)
just before a manual action is carried out there
(Ballard et al., 1995). In serial tasks like the model-
copying task, most fixations are assumed to be
related to immediate manual actions required for
completing the task (e.g., Land et al., 1999; Pelz &
Canosa, 2001). Thus, in order to predict an individual’s
gaze behaviour during task execution, one needs a
good model of how the task ought to be executed.
According to Hayhoe and Ballard (2005), in the
Duplo model-copying experiment, “the task structure
is evident” (p. 189). Would one expect the task struc-
ture to be different in a dyadic version of the same
task, i.e., two people copying the Duplo model
together? Intuitively perhaps not, unless dyads coor-
dinate the way in which they complete the task.
However, previous research on collaboration and
communication (e.g., Clark & Brennan, 1991) suggests
that dyads do coordinate, and the manner in which
they do so depends on e.g., the shared visual infor-
mation (Gergle et al., 2004, 2013) and modes of com-
munication (Wang et al., 2017). Moreover, such
coordination may take time (see e.g., Brennan et al.,

Figure 1. Schematic top view of the setup for the collaborative Duplo model copying experiment. Dyads copied a model in the build
area, using the blocks provided in a separate area. Fiducial markers were black and white in the real setup, but lowered in contrast
here for visualization purposes.
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2008). The question here is when and whether such
coordination occurs and how it affects task execution
and gaze allocation during the dyadic collaboration.
In essence, we ask to what degree the visual routines
theory (specifically the task-control of eye move-
ments) can usefully be applied to dyadic task
execution. This touches upon the theoretical divide
between individual cognitivist and embedded/embo-
died perspectives (cf. Marsh et al., 2006, 2009). Practi-
cally, moreover, knowledge on the relation between
gaze behaviour, sequential action and communi-
cation in collaborative interactions may be particu-
larly useful for the development of e.g.,
anthropomorphic virtual avatars and social robots
(see e.g., Huang & Mutlu, 2012; Ruhland et al., 2015).

To answer our research question, dyads were asked
to copy a Duplo model together as accurately and fast
as possible. We varied (1) whether all Duplo blocks in
a model were visible to both participants in a dyad or
not and (2) whether verbal communication was
allowed or not. What may be expected of the partici-
pants’ behaviour under these different conditions?
When all Duplo blocks are visible to both participants
in a dyad, there may be no need for any (verbal) com-
munication to correctly copy the model. Both partici-
pants can see which blocks have already been placed,
which blocks still need to be placed, and which block
the other person might currently be placing. When
verbal communication is allowed, the two individuals
may either act in a solitary fashion, or they may verb-
ally coordinate and agree on a joint strategy. Crucially,
when not all Duplo blocks are visible to both partici-
pants, some form of coordination is required, which
may take time (see e.g., Brennan et al., 2008). Each
individual in the dyad is dependent on the other for
placing at least a number of the Duplo blocks. Here,
we might expect that performance is impaired
(longer completion times and/or more errors) when
verbal communication is not allowed. Crucially,
should we observe differences in gaze behaviour
across the four conditions, we may conclude that
the manner in which the Duplo model-copying task
is executed depends on whether visual information
is shared (i.e., all blocks are visible to both partici-
pants) and what modes of communication are
allowed. This conclusion is based on the assumption
that gaze behaviour is tightly coupled to task
execution (as Hayhoe & Ballard, 2005, 2014, strongly
suggest), and thus the task execution must differ. If

so, modelling task execution requires more than a
description of the dyadic task, but also knowledge
of whether visual information is shared and what
communication opportunities exist. We discuss
whether this is feasible in an extended visual routines
theory, or whether the visual routines theory (specifi-
cally the task-control of eye movements) may be less
applicable to dyadic tasks than the sequentially-exe-
cuted tasks of an individual.

Methods

Participants

Participants were recruited at the Faculty of Social
and Behavioural Sciences of Utrecht University and
through the network of the first two authors. 46 par-
ticipants (22 female, 23 male, 1 unspecified) com-
pleted the experiments, arranged in 23 dyads (12
female-male, 5 female-female, 5 male-male dyads, 1
male-unspecified). Dyads were arranged such that
participants did not know each other well and
spoke the same language (English or Dutch). Mean
age was 23.1 years (sd = 2.9 years, range [18, 31]
years). The mean age difference between the partici-
pants in each dyad was 2.9 years (sd = 2.0 years,
range [0, 7] years). Four dyads (3 female-male, 1
female-female) had to be excluded (see below).
After exclusion, mean age was 23.3 years (sd = 3.0
years, range [19, 31] years). The mean age difference
between the participants in each dyad was 2.8 years
(sd = 1.9 years, range [0, 7] years).

Most participants (n = 36) reported normal or cor-
rected-to-normal vision with contact lenses.
However, the wearable eye trackers could not be
worn simultaneously with regular glasses, which
therefore had to be removed. Another 9 participants
reported sometimes wearing glasses or actually
needing glasses, but with minor correction only
(between +0.75 and −1.5 diopter). One participant
normally wore glasses at −3.5 diopter. When asses-
sing his vision for the experiments (asking him to
identify the colour and number of a few blocks), no
hindrance was reported by the participant nor
observed by the experimenters.

All participants gave written informed consent prior
to the start of the experiment, which was again
confirmed upon completion of the experiments. Par-
ticipants were compensated for their time with either
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course credit or money (€2 per 15min). The exper-
iment took approximately 30 minutes. The study was
approved by the Ethics Committee of the Faculty of
Social and Behavioural Sciences of Utrecht University
(protocol number 22-0206).

Setup & apparatus

Each participant was seated in an office chair on one
side of a 160× 80 cm table. As Figure 1 depicts, the
table was divided into three areas. One area was
reserved for the model to be copied by the dyad
(Model), one area contained the individual Duplo
building blocks (Blocks), and the centre of the table
contained a plate on which the model was to be
built (Build area).

On the table, 26 fiducial markers (ArUco markers,
dictionary size 4× 4, Garrido-Jurado et al., 2014)
were placed to allow mapping of the gaze position
in the scene camera’s coordinate system to the coor-
dinate system of the table. Each marker on the table
measured 8.85× 8.85 cm. Each fiducial marker used
was unique, i.e., those on the table and those used
to signal trial start and stop (see section Procedure).

Each participant was fitted with a Pupil Invisible
eye tracker (Pupil Labs, Tonsen et al., 2020) connected
to a OnePlus 8 running Android (Oxygen OS
11.0.7.7.IN21BA) and the Pupil Invisible companion
application (version 1.4.23-prod). The Pupil Invisible
is a calibration-free eye tracker that can record gaze
at 200+ Hz (empirically determined measurement fre-
quencies are given below). The scene camera of the
eye tracker recorded video at 30 Hz (1088× 1080
pixels, 82◦ by 82◦ field of view). The exposure was
set to a value of 100 to minimize motion blur, which
is problematic for detection of the fiducial markers.

To ensure a recording in which both participants
and the puzzle area were visible, a Logitech BRIO 4K
Stream Edition webcam (version 1.0.40) was
mounted approximately 2m above the table. We
refer to this camera as the top view camera. It
recorded a full HD video (1920 by 1080 pixels) at 30
Hz. The webcam was controlled by the Logitech
Capture software (version 2.06.34) running on a
MacBook Pro (macOS 10.14.6). Autofocus was set to
a value of 0, white balance to a value of 3008, and
field of view to 65◦. The first two recordings were
recorded at 60 Hz. However, due to visually notice-
able jitter during the second recording (see also

section Data quality & exclusion), we switched to 30
Hz. The top view camera and the two eye tracker
scene cameras included audio recordings.

Task

Participants were instructed that they would colla-
boratively copy a Duplo model in front of them. This
was to be achieved as quickly and accurately as poss-
ible. The Duplo model could not be rotated or disas-
sembled. Participants were allowed to move their
bodies and heads to get a closer look, as long as
they did not get up from their chair or move around
the table. Once participants felt they copied the
model accurately, they were to notify the experiment
leader verbally.

The experiment began with a practice trial to fam-
iliarize participants with the procedure. During the
practice trial, participants copied a Duplo model as
they would during the experimental trials. However,
the practice model consisted of only 11 blocks and
was easier to complete then all subsequent Duplo
models. Hereafter, 8 experimental trials were con-
ducted, during which a Duplo model had to be
copied. Each Duplo model consisted of 26 individual
Duplo blocks, varying in colour (yellow, red, blue,
green) and shape (standard 2× 2, 4× 2 and 8× 2
Duplo blocks). Half of the models were constructed
such that all blocks were visible from each partici-
pant’s perspective. Most blocks were placed on the
plate, with a few blocks (approximately 5) on top
of other blocks, creating a two-tier model (see
Figure 2A). The other half of the models were con-
structed such that some blocks were hidden from
each participant’s view (see Figure 2B). These
models were 3-tiered.

For brevity, we will henceforth refer to the models
allowing shared visual information as “visible”
models, as all blocks are at least partly visible to
both participants. Note also that participants could
move their head to get a better look at the partly
occluded blocks. The models in which some blocks
are fully hidden from each participant’s view are
referred to as “hidden” models. We expected the
visible models to be easier to complete than the
hidden models. The different versions of the hidden
and visible models were constructed such that we
expected them to be of equal difficulty.

VISUAL COGNITION 295



For half of the trials, participants were instructed
that they could not talk or otherwise communicate
verbally with each other. They were allowed to
point and/or attract each other’s attention in other
ways.

Thus, 4 of the 8 different models were “visible” (all
blocks visible to both participants), 4 “hidden” (some
blocks hidden from each participant’s view). Of each
of those 4, 2 allowed all communication, and 2
restricted verbal communication. Every other trial par-
ticipants switched from verbal communication
allowed to verbal communication not allowed. Every
set of two trials consisted of visible or hidden
models. Trial types were counterbalanced in such a
way that a dyad began with one of the four possible
combinations of model type and verbal
communication.

The building materials available to participants
consisted of the 26 blocks needed to recreate the
model, and 8 additional blocks.

Procedure

When participants entered the lab, written informed
consent and demographic information was acquired.
Hereafter, instructions were given regarding the
overall procedure. The experimenter fitted the partici-
pants with the Pupil Invisible eye tracker and checked
whether gaze could be recorded.

While one may expect that a wearable eye tracker
delivers gaze data that is synchronized to the scene
camera video, this need not be the case and should
be empirically verified (see e.g., Hooge et al., 2022;
Matthis et al., 2018). In order to check and, if
needed, correct the synchronization of the eye-

tracking data and the eye tracker scene video, we
asked participants to continuously fixate a 0.5 cm
white dot on a 10 cm green disk placed in front of
them, while nodding yes and no 5 times each (see
Hooge et al., 2022, for an elaborate description of
the procedure). When nodding one’s head, the fast
vestibulo-ocular reflex counterrotates the eyes in
the head to maintain fixation in the world with vir-
tually no latency. If there is a temporal offset
between the gaze signal and the scene camera
video, it should be evident during this procedure.
Any offset is erroneous and is removed by shifting
the gaze position signal in time.

Hereafter, an audiovisual transient (1000 Hz tone
and visual transient from black to coloured screen)
was presented to all cameras (eye tracker scene
cameras and top view camera) by means of a
digital clapperboard app.3 This allowed us to syn-
chronize recordings of the three cameras post-
recording.

Each trial in the experiment was marked by a
paddle containing a unique fiducial marker on each
side. This paddle was placed in front of participants
on the table. Participants were instructed to always
face the paddle when it was on the table such that
the fiducial marker was visible in the eye tracker
scene videos (in addition to being visible in the top
view camera). As each marker could be automatically
detected in the videos, we could find the start and
end of a trial automatically by detecting the occur-
rence of the specific markers on the paddle. A trial
start was marked by flipping the paddle from one
side to the other exposing the two unique fiducial
markers in quick succession to all three cameras.
Trial stops were marked in a similar fashion, but

Figure 2. Schematic example of (A) a model where are blocks are (partly) visible to both participants, and (B) a model where some
blocks are fully hidden from view for each participant. All schematics of the Duplo models used can be found at https://osf.io/2mc8p/.
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now by flipping the paddle in the reverse order. Thus,
the presence of fiducial marker 1 followed by the
presence of marker 2 in all three cameras indicates
trial start. The presence of marker 2 followed by the
presence of marker 1 indicates trial stop.

After the experiment was completed, the synchro-
nization procedure was repeated. That is, participants
fixated the white dot while nodding yes and no 5
times, and the audiovisual transient was presented
to all cameras.

Data processing & analysis

Figure 3 depicts a flowchart of the data processing
steps for the current study. First the two Pupil Invis-
ible (step 1) eye trackers and scene cameras were syn-
chronized (step 2), using the procedure described in
Hooge et al. (2022). In brief, we automatically
detected the position of the green disk in the eye
tracker scene camera video. For each synchronization
episode, we plotted the position of the green disk in
the scene camera video and the gaze position in the
scene camera video. As the participant maintains
fixation on this disk, the two should coincide, given
a maximum delay of 10 ms due to the latency of
the vestibulo-ocular reflex. We then manually
shifted the gaze position signal until it overlapped
approximately with the position of the target. The
error of this synchronization procedure is expected

to be around 10ms (for more details, see Hooge
et al., 2022). Gaze and target signals were manually
aligned by author RH.

Using the array of ArUco markers on the table with
known size and spatial configuration (step 3), gaze
was mapped to the table (step 4). Specifically, it was
performed using part of the code from the GlassesVa-
lidator tool for wearable eye trackers (Niehorster et al.,
2023). For each frame of each eye tracker’s scene
camera video, this method determines where the
scene camera is located and how it is oriented with
respect to the table. To determine the gaze position
on the table in the table’s reference frame, this infor-
mation together with the calibration of the scene
camera provided by Pupil Labs is then used to turn
the gaze position on the scene video into a 3D ray
in the table’s reference frame, and gaze position on
the table is determined as this ray’s intersection
with the plane of the table.

To allow automatic mapping of gaze to faces, we
ran face detection on the scene camera videos of
both eye trackers (step 5). The bounding box
around the face in each scene camera was located
with the cvzone library (https://github.com/cvzone,
git revision a6d0d6d), building on MediaPipe
(https://mediapipe.dev/).

We take the start of the top view camera as the
reference time point (step 6); all cameras are synchro-
nized to that camera (step 7). For all three cameras

Figure 3. Signal processing flowchart. Eye tracker signals and scene camera images are combined with known locations of ArUco
markers and a top camera video (left-hand side of flowchart) to produce Area-of-Interest based measures on the table or face,
paired gazed states, a gaze-gaze distance, and a gaze-overlaid movie (right-hand side of flowchart). See main body for description
of the individual processing steps.
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(top view and two eye tracker scene cameras), author
RH and MT determined the first frame in which the
first visual transient (clapperboard) was visible. The
offsets between the eye tracker scene camera time-
stamps and the top view camera are then determined.
The second visual transient was later used to assess
the reliability of the synchronization. Gaze coordi-
nates and face coordinates where then resampled
to the top view camera sampling frequency (30 Hz)
using standard MATLAB routines (step 8).

We assigned gaze coordinates on the table to three
Areas of Interest (AOIs): the block selection area, the
build area, and the model (step 9). AOIs encompass
the full width of the table (80 cm). The length of the
table is split into the AOIs as follow: 0–52 cm for the
block selection area, 52–104 cm for the build area,
and 104–160 cm for the Duplo model. When gaze is
not on the table, we determine when it is on the
face of the other (step 10). Gaze was mapped to the
face AOI when it does not exceed 150 pixel from
the centre of the bounding box around a face in the
eye tracker scene camera image. All gaze not on
one of the table AOIs nor on the face was assigned
to the “none” AOI.

Gaze measures
We report a number of different individual and pair-
based gaze measures, using the terminology by
Holmqvist et al. (2011). First we describe the total
dwell time in seconds on the various AOIs. The distri-
bution of total dwell times over the AOIs may reveal
which areas need to be looked at most in order to suc-
cessfully complete the Duplo-copying task. We
specifically use the total dwell time measure instead
of e.g., number of fixations on each AOI, as the total
dwell times for large AOIs are not very susceptible
to imprecision of the gaze position signal or short
bursts of data loss (Hessels et al., 2016), while the
number of fixations and corresponding average
fixation duration are (Hessels et al., 2017). As the
transformation of the gaze position from the
scene camera image to the table coordinate
system was not possible when the head moved
substantially (causing motion blur in the image),
short bursts of data loss in this gaze position
signal were common.

Total dwell time was calculated as the number of
samples (i.e., frame of the top view camera) an indi-
vidual looks at an AOI, after transformation of the

gaze position in the scene camera image to the
table coordinate system, multiplied by the inter-
sample interval of the top view camera (33 ms). As
the trial durations may differ substantially, we also
express the total dwell time as a proportion of the
trial duration. To clarify the nature of the difference
between the absolute and relative total dwell time,
consider e.g., a hidden model that takes twice as
long to complete as a visible model. If on both trials
participants look equally long in absolute terms at
the building material for picking up blocks, this will
be reflected in a much smaller relative total dwell
time for the hidden model than for the visible
model, as it is relative to a longer trial duration. In
this case, the absolute total dwell times and the rela-
tive total dwell times give qualitatively different
insights into the gaze behaviour.

To gain insights into the sequential nature of gaze
behaviour during the Duplo copying-task, transitions
between AOIs were considered for the three table
AOIs (model, build area, and blocks). Transitions
were operationalized as dwells of at least 0.1 s on
one of the table AOIs followed by a dwell on
another table AOI after maximally 0.3 s. The relatively
long gap of 0.3 s was because head movements often
temporally prevented gaze from being mapped to the
table due to motion blur in the scene camera, thus
yielding brief bursts of data loss.

Finally, we investigated the combination of the two
participants gaze locations, which we refer to as
paired gaze states. The time spent in each possible
paired gaze state (e.g., both look at model, or one par-
ticipant looks at model while the other looks at the
build area), was computed as the number of
samples in a state multiplied by the inter-sample
interval of the top view camera (33 ms). Total dwell
time for each paired gaze state was also expressed
as a proportion of the trial duration.

Analysis of speech
In order to contextualize the differences in gaze
behaviour between the hidden and visible models
with respect to the overall amount of verbal com-
munication, we annotated when participants spoke
to each other. For this analysis we only considered
the first trial containing a visible model and the first
trial containing a hidden model. As the duration of
each model-copying trial may vary between con-
ditions (visible versus hidden models) but also from
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dyad to dyad we sought a measure that we could
compare across all trials. We therefore only annotated
the first minute of each trial (each of these trials took
at least 60 s).

We annotated one of the scene camera audio
streams (using ELAN 6.4, The Language Archive,
2022) for when each participant spoke and what
they said. In some cases, participants spoke at the
same time, or it was difficult to hear what they said
over the sound of the Duplo blocks being placed.
We therefore estimated the amount of verbal com-
munication by the total time that either participant
spoke. Annotations were done independently by
authors RH and MT, using only the audio stream
such that the annotator could not see which model
was being copied. The results below are based on
annotations of author RH, but the overall pattern
and conclusions are identical when using the annota-
tions of author MT.

Statistical analysis
For the statistical analyses, we take a two-pronged
approach as in our previous studies (e.g., Hessels
et al., 2022, 2021). For group averages, we report
the Harrell-Davis estimated median and use non-
parametric bootstrapping to compute 95% confi-
dence intervals around the median. We do this
with the decilespbci MATLAB function provided by
Rousselet et al. (2017), with the number of boot-
strap samples set to the default value of 2000. We
supplement these descriptives with Bayesian stat-
istical analyses conducted in JASP 0.16 (JASP
Team, 2021). We use the notations for Bayes
Factors as implemented in JASP. Bayes Factors rep-
resent the evidence in favour of a statistical hypoth-
esis given the data. The higher the value, the more
evidence in favour. In the case of a Bayesian t-test,
for example, values above 3 are considered moder-
ate evidence for the alternative hypothesis (means
are not equal), while values above 10 indicate
strong evidence for the alternative hypothesis. For
more detailed interpretation of the values we refer
the reader to Table 1 in Schönbrodt and Wagen-
makers (2018).

More specifically, we conduct Bayesian analyses of
variance (ANOVAs) on the Duplo model-copying per-
formance, individual measures of gaze behaviour, and
paired measures of gaze behaviour. We determine
whether the model including the interaction of

model type (visible/hidden) and mode of communi-
cation (talking allowed/no talking allowed) is best
supported by the data. We then either conduct all rel-
evant pairwise comparisons if they are essential to our
research questions or use robust graphical means
(Rousselet et al., 2017) to select specific pairwise com-
parisons to quantify statistically. We believe this
approach is more conservative than putting all poss-
ible pairwise comparisons through additional statisti-
cal analyses, and follows recent advice made by
Brenner (2016).

Eye-tracking data quality
We follow the guidelines by Holmqvist et al. (2023)
that eye-tracking data quality should be reported in
every eye-tracking study. To this end, we assessed
(1) the effective frequency of the eye tracker and
(2) the accuracy and precision of the gaze position
data.

As the Pupil Invisible always reports a gaze coordi-
nate (i.e., no data loss occurs), the effective frequency
is a better measure for data loss than e.g., a pro-
portion of lost samples (see Hooge et al., 2022, for
an elaborate discussion of this measure). The
effective frequency was determined as the average
measurement frequency of the eye tracker through-
out an entire recording.

The accuracy was computed as the angular
distance between the centre of the green disk and
the gaze position for a 1 s window during the first
synchronization episode. The 1-second window was
set manually by author RH such that the least
amount of head movement occurred in the
window. This decision was made on the basis of
the gaze position signal in the scene camera video
and marked using a custom MATLAB script. Using
camera calibration parameters of the eye tracker
scene camera, the position of the green disk and
the gaze position in the scene camera image were
transformed to directions and the median angular
offset was then estimated.

Precision was operationalized as the root mean
square (RMS) sample to sample distance of the gaze
position on the table. More specifically, we report
the median RMS deviation of a 300ms moving
window slid over the entire recording. As our analyses
are about where people look on the table and partici-
pants may move closer and further from the table
surface, we report the precision in millimetres on
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the table instead of the more common angular RMS
deviation (see e.g., Holmqvist et al., 2023).

Results

Data quality & exclusion

Data from 4 out of the 23 dyads had to be excluded.
Data from two dyads were excluded as the top view
camera was set to 60 Hz, which led to noticeable
jitter in the video and we therefore did not trust the
analysis of the top view video. For another pair, the
recording application of the eye trackers failed after
commencing recording. There was no data saved for
either participant. The last excluded pair had an eye
tracking recording that failed halfway through the
experiment. For 2 out of the remaining 19 dyads,
one eye tracker failed during the last trial. Only data
from the first 7 trials of these dyads are therefore con-
sidered. For all analyses reported below, data from
these 19 dyads were considered.

We first describe the quality of the synchronization
between the three cameras, and between the eye
trackers (specifically the gaze position data) and
their respective scene cameras. For the 17 dyads for
which all trials were recorded with the top view
camera and both eye trackers, we assessed the
reliability of the camera synchronization by compar-
ing the time shift between scene camera and top
view camera between the first and second synchroni-
zation episode. The mean offset was 32.97 ms
(sd = 39.52ms). Thus, the synchronization of the
three cameras was reliable to approximately one
frame of the top view camera (33ms at 30 Hz). For
the 17 complete dyads and the two participants
from the remaining incomplete dyads (last trial
missing for one participant) we likewise assessed
the reliability of the synchronization of eye tracker
to scene camera. For these 36 participants the mean
time shift between eye tracker and scene camera
was 14.47 ms (sd = 8.28ms, range [0, 30] ms) at the
first synchronization episode. The mean offset
between the first and second synchronization
episode was 1.39 ms (sd = 9.31ms, range [−20, 20]
ms).

The mean effective frequency of the eye trackers
across all participants was 219.23 Hz (range across
participants [217.26, 225.21] Hz), and 30.83 Hz for
the scene cameras (range [30.72, 30.94] Hz). Thus, all

eye trackers and eye tracker scene cameras recorded
as specified by the manufacturer (or at higher fre-
quencies). The mean spatial precision across all par-
ticipant-trial combinations for gaze position on the
table was 19.17 mm (std = 6.38mm, range [9.79,
44.28] mm). An RMS deviation of 44 mm is well
within the AOI sizes on the table (at least 500 mm).
Finally, we found a mean inaccuracy of 4.48◦

(sd = 2.16◦, range [0.86, 10.39]◦). A maximum inac-
curacy of 10◦ might seem substantial: For a Full-HD
23′′ monitor at 57 cm distance, a 10◦ inaccuracy
covers approximately 20% of the screen. However,
in our experiment, the AOIs on the table were at
least 50 cm in width. At the 50–60 cm distance that
participants were seated from the centre of the
AOIs, the AOIs encompassed approximately 45- 50◦.
Moreover, while completing the model-copying
task, people often moved their head to around 30
cm distance from the table. At this distance, our 50
cm AOIs encompassed about 80◦. Thus, for the analy-
sis of where people looked on the table, these inac-
curacies are not problematic. Only for the face AOI,
the relatively large inaccuracy may be problematic.
However, very little looking at faces occurred during
the puzzle copying (see below), even for participants
with very low inaccuracies. Given the above, no par-
ticipants or pairs were excluded further.

Model-copying performance

Figure 4 depicts the average completion time and
number of errors for the four different conditions:
(1) visible models when talking is not allowed, (2)
visible models when talking is allowed, (3) hidden
models when talking is not allowed, and (4) hidden
models when talking is allowed. An error was
defined as (1) using one block too few, (2) using
one block too many or (3) having interchanged one
block with another (e.g., a green one where a red
one should be). The number of errors per condition
was computed as the sum of these three occurrences,
and then averaged across the two trials in a condition.
The left panel depicts much longer completion times
for the hidden models than for the visible models,
which indicates that the hidden models were more
difficult to copy. Contrary to our expectations, there
does not seem to be a difference in completion
time between the talking and no talking conditions,
not even for the hidden models. This was confirmed
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by a Bayesian repeated-measures ANOVA. The statisti-
cal model best supported by the data included only
the model type term, not the term for mode of com-
munication nor the interaction term (BFm = 4.62). The
number of errors was low overall and there does not
seem to be a systematic difference between the con-
ditions. A Bayesian repeated measures ANOVA
revealed that the best statistical model only included
the model type term (BFm = 3.12). This suggests that
number of errors might have been a bit higher for the
hidden models. Thus, there is no evidence for any
speed-accuracy trade-off.

Where did individuals look?

Where did individuals look as they completed the
model copying task? Panels A and B in Figure 5
depict the (relative) total dwell time for the blocks,
build area and model AOIs on the table, and the
none AOI (not on the table, nor on the face). The
face AOI is not depicted, as less than 0.5% of total
time was spent looking at the face. As can be seen
in panel A, participants spent more time looking at
the build area, model, and none AOI for the hidden
models compared to the visible models. The time
spent looking at the blocks seems equal across all
conditions. What does this mean? We interpret the

roughly equal time spent looking at the blocks (in
absolute terms) across conditions as evidence that
looking at the blocks in the selection area is only
required for finding the right piece to place on the
model: The number of pieces to place is identical
across visible and hidden models. The longer time
spent looking at the build area and model indicate
that participants took longer to determine what
block to place and whether the model was copied
correctly. The none AOI captures all gaze not on the
table nor on the face of the other person. This
happens e.g., when participants gaze at task-irrele-
vant areas in the room, but also when participants
make a large head movement and the ArUco
markers cannot be detected to map the gaze to the
table. As such, it can be seen as a measure of task-irre-
levant gaze and data loss, which is expected to scale
with the length of the recording. Indeed, the pro-
portion of total dwell time on the none AOI is
roughly equal across all conditions (panel B).

Statistical analyses back up our interpretation of
these results. Bayesian repeated measures ANOVAs
with AOI (none, blocks, build, model, face), model
type (visible, hidden) and talking (allowed, not
allowed) were conducted on the total dwell time
and proportion of total dwell time. For total dwell
time, the best statistical model included the AOI

Figure 4. Average completion time (left panel) and number of errors (right panel) for the four different conditions in the present
experiment. Square green markers depict the Harrell-Davis estimated medians for the hidden models, triangular purple markers
for the visible models. Dark purple or dark green reflect the conditions where talking is not allowed, light purple or light green
reflect the conditions when talking is allowed. The error bars represent bootstrapped 95% confidence intervals of the median. Circular
grey markers represent data from individual dyads.
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term, model type term, and AOI x model type inter-
action term (BFm = 90.56). For the proportion of
total dwell time, the same model was best
(BFm = 17.71). Thus, (relative) total dwell time differ
as a function of AOI, model type, and the interaction
of AOI and model type.

Why did participants spend more time looking at
the build and model area? It can be that individual
steps (checking the model, placing the block at the
right location) take longer. It may also be that

participants switch back and forth more between
model and build area to determine what to place
and where, or to check whether blocks have been
placed correctly. The latter should be evident from
transitions between the AOIs on the table. Panels C
and D in Figure 5 depicts the number of transitions
and proportion of transitions between the AOIs on
the table. As can be seen in panel C, more transitions
between the build and model area occurred (in both
directions). This also led to slightly higher proportions

Figure 5. Individual measures of gaze behaviour. Total dwell time (panel A) and proportion of total dwell time (panel B) on the blocks,
build area, model, and none Area of Interest. Number of transitions (panel C) and proportion of transitions (panel D) between the
blocks, build area, and model Area of Interest. Bars represent Harrell-Davis estimated medians for the four different conditions.
Green represents the hidden models, purple the visible models. Dark purple or dark green reflect the conditions where talking is
not allowed, light purple or light green reflect the conditions when talking is allowed. The error bars represent bootstrapped 95%
confidence intervals of the median.
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for these transitions (panel D). Bayesian repeated
measures ANOVAs with transition (six possibilities),
model type (visible, hidden) and talking (allowed,
not allowed) were conducted on the number and pro-
portion of transitions. For both measures, the best
statistical model was one which included the tran-
sition term, model type term, and the transition x
model type interaction term: BFm = 168.70 for the
number of transitions; BFm = 221.38 for the pro-
portion of transitions.

We conclude that participants spend longer
looking at the build and model area for hidden
models, and make more transitions between these
areas in order to determine what block to place or
to check whether blocks have been placed correctly.
Selecting the block from the selection area does not
seem to differ as a function of model type or mode
of communication. There does not seem to be any
difference in participants’ gaze behaviour as a func-
tion of the mode of communication.

Did dyads coordinate?

Although no differences in individual measures of
gaze behaviour were observed as a function of

mode of communication, it may be evident only for
pair-based measures of gaze behaviour. For
example, if participants coordinated their behaviour
verbally, this might be evident in a smaller distance
between their gaze position on the table when they
could talk compared to when they could not talk.
Therefore, we computed the median distance in
mm between the gaze positions for each frame of
the top view camera for which both participants
had a gaze position on the table.

The left panel in Figure 6 depicts the median dis-
tance between the gaze positions of the two partici-
pants as a function of condition. This distance
seems smaller for the hidden models, and particularly
so for the hidden models when talking is allowed. We
therefore computed the per-pair difference in the
median gaze-gaze distance between the talking and
no talking conditions for the hidden model, which is
depicted in the right panel in Figure 6. As can be
seen, the median distance is smaller when talking is
allowed (median −49.01 mm, 95%CI [−75.63, −7.26
mm]).

A Bayesian repeated measures ANOVA on the dis-
tance between the gaze positions revealed that the
best statistical model included the model type

Figure 6. Median distance between the gaze position on the table of the two participants as a function of condition (left panel).
Square green markers depict the Harrell-Davis estimated medians for the hidden models, triangular purple markers for the visible
models. Dark purple or dark green reflect the conditions where talking is not allowed, light purple or light green reflect the conditions
when talking is allowed. The error bars represent bootstrapped 95% confidence intervals of the median. Circular grey markers rep-
resent data from individual dyads. The right panel depicts the per pair difference (grey markers) and the group median difference with
bootstrapped confidence intervals (black square marker).
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(visible, hidden) term, talking (allowed, not allowed)
and the interaction term (BFm = 3.43). Subsequent
Bayesian paired-samples t-tests indicated evidence
for differences in the median gaze distance only for
the hidden model (BF10 = 6.70), but not for the
visible model (BF10 = 0.24). We interpret this as evi-
dence for more coordination between participants
when talking is allowed, but only for the hidden
model not for the visible model.

Another way of looking at coordination between
participants, is to look at the total time spent in
each area on the table by the two participants at
the same time. Figure 7 depicts the total time (left
panel) and relative total time (right panel) that
dyads spent in these paired gaze states. When
looking at the proportion of total dwell time (right
panel), it seems that the time that both participants
look at the model at the same time is higher for the
hidden models than for the visible models, and par-
ticularly so when talking is allowed. We therefore visu-
alized this in more detail in Figure 8. As can be seen in
the left panel, indeed the proportion of time that both
participants spent simultaneously looking at the
model is higher for the hidden models. The right
panel shows that this is more so when talking is
allowed. The median difference in the proportion of

time both participants look at the model between
talking and no talking for the hidden model was
0.034 (95%CI [0.015, 0.055]).

A Bayesian repeated measures ANOVA on the pro-
portion both participants spent looking at the model
revealed that the best statistical model again included
the model type (visible, hidden) term, talking
(allowed, not allowed) and the interaction term
(BFm = 8.41). Subsequent Bayesian paired-samples t-
tests indicated evidence for differences in the pro-
portion of time both participants look at the model
for the hidden model (BF10 = 144.10), but not for
the visible model (BF10 = 0.45). Thus, coordination
of behaviour between participants seems to occur
when participants can talk, and is evident in the
time that they both look at the Duplo model to be
copied.

Coordination through verbal communication?

The differences in the pair-based measures of gaze
behaviour between the talking and no talking con-
ditions for the hidden models suggest that coordi-
nation is (partly) achieved through verbal
communication. If that is the case, the amount of
speech or the content of the speech should differ

Figure 7. Total dwell time (left panel) and proportion of total dwell time (right panel) for the paired gaze states on the table (AOI
combination of the two participants). Bars represent Harrell-Davis estimated medians for the four different conditions. Green rep-
resents the hidden models, purple the visible models. Dark purple or dark green reflect the conditions where talking is not
allowed, light purple or light green reflect the conditions when talking is allowed. The error bars represent bootstrapped 95% confi-
dence intervals of the median.
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between the hidden and visible model when talking
was allowed.

Figure 9 depicts the total time that either partici-
pant is speaking for the visible and hidden model.
Indeed, dyads spoke less while completing the

visible model (median 22.70 s, 95%CI [15.26, 27.32]
s) than while completing the hidden model (median
29.54 s, 95%CI [23.83, 34.78] s). The per-dyad differ-
ence in time spent talking between hidden and
visible model was 7.90 s (95%CI [3.49, 11.73] s). This

Figure 8. Proportion of total time during which both participants look at the Duplo model as a function of condition (left panel).
Square green markers depict the Harrell-Davis estimated medians for the hidden models, triangular purple markers for the visible
models. Dark purple or dark green reflect the conditions where talking is not allowed, light purple or light green reflect the conditions
when talking is allowed. The error bars represent bootstrapped 95% confidence intervals of the median. Circular grey markers rep-
resent data from individual dyads. The right panel depicts the per pair difference (grey markers) and the group median difference with
bootstrapped confidence intervals (black square marker).

Figure 9. Time spent talking during the first minute of each first visible and hidden model while talking was allowed (left panel).
Talking is defined as any moment when either of the participants or both speak. The triangular purple and square green markers
depict the Harrell-Davis estimated medians for the visible and hidden model, respectively. The error bars represent bootstrapped
95% confidence intervals of the median. Circular grey markers represent data from individual dyads. The right panel depicts the
per pair difference (grey markers) and the group median difference with bootstrapped confidence intervals (black square marker).
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was corroborated by a Bayesian paired-samples t-test,
which indicated strong evidence for differences in the
time spent talking between the visible and hidden
model (BF10 = 152.11).

The episodes of speech were also transcribed and
qualitatively assessed. Almost all intelligible utter-
ances were about the task, e.g., which block to
place, how much space there should be between
two blocks, whether a particular block to place was
a long or short block. Very few off-task utterances
were observed. As dyads spoke more for the hidden
models, the coordination of gaze behaviour observed
for these models, may have been the result of the
verbal communication or at least partly.

Discussion

We investigated the relation between task perform-
ance, communication and gaze behaviour in a
dyadic Duplo model-copying task (based on Ballard
et al., 1995). We varied (1) whether all blocks were
visible to both participants or not (i.e., whether
visual information is shared), and (2) whether verbal
communication was allowed or not. Assuming a
tight coupling between task execution and gaze
behaviour (Hayhoe & Ballard, 2005, 2014), differences
in gaze behaviour between these conditions are
indicative of differences in task execution.

Summary of results

Performance was worse for the models in which some
blocks were hidden from either participant’s view
(labeled the “hidden” models for brevity) than for
the models in which all blocks were visible to both
participants (labeled the “visible” models for
brevity). The hidden models took roughly twice as
long to complete and more copying errors were
made. Performance in the Duplo copying task was
not affected by restricting the mode of
communication.

Participants looked at the model and build area
most of the time, while the collaborators’ faces were
hardly ever looked at. The latter finding corroborates
previous research on dyadic collaboration (Macdo-
nald & Tatler, 2018) showing that the collaborators’
faces do not receive gaze if not immediately task-rel-
evant, even in dyadic interaction. It should also be
noted that we did observe the dyads looking at

each other’s faces in between experimental trials.
This suggests that participants did not actively avoid
looking at faces during the experiment, for example
because they were aware that their gaze location
was recorded (cf. Risko & Kingstone, 2011).

Individual aggregate measures of gaze behaviour
(total dwell time and number of transitions) did not
vary as a function of the mode of communication
(i.e., whether talking was allowed or not), but did
differ between the visible and hidden models. Specifi-
cally, the longer time for the hidden models was
spent looking mainly at the build and model area
and transitioning between them. Picking blocks
from the selection area did not require more time
for hidden models than for visible models.

Pair-based measures of gaze behaviour did differ as
a function of whether verbal communication was
allowed, specifically for the hidden models, and
suggested between-participant coordination. The
spatial distance between the gaze locations of the
two participants was smaller for hidden models than
for visible models, and particularly so when talking
was allowed. Similarly, the proportion of time that
both participants looked at the model simultaneously
was larger for the hidden models, and particularly
when talking was allowed. Thus, when talking was
allowed, dyads solved the Duplo model copying
task differently than when talking was not allowed.
Crucially, this was only the case when some blocks
could not be seen by either participant. However,
the altered behaviour did not lead to differences in
performance. Coordination of gaze behaviour
seemed to be partly related to the verbal communi-
cation, the vast majority of which was about the
task execution. Note that we did not have the
sample size, both in terms of dyads and number of
trials per condition, to further investigate the poten-
tial correlations between coordination, communi-
cation and performance. We conclude that the
manner in which the collaborative task was executed
depended on both the visual information available to
both persons, and if or how communication took
place.

Implications

We employed a dyadic version of the Duplo model-
copying experiment introduced by Ballard et al.
(1995). The reason that we employed this particular
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task, is that according to Hayhoe and Ballard (2005),
“the task structure is evident” (p.189), and very few
fixations on task-irrelevant locations are expected
(cf. Land et al., 1999; Pelz & Canosa, 2001). We show
that in a dyadic context, the task execution depends
on the availability of shared visual information and
the mode of communication, which one might
expect based on previous research on coordination
in communication (e.g., Clark & Brennan, 1991;
Gergle et al., 2004, 2013; Wang et al., 2017). This
raises a number of specific questions.

What are the implications of our findings for mod-
elling dyadic task execution? We consider this ques-
tion from the perspective of visual routines theory
and the task-control of eye movements (henceforth
“visual routines theory”; Hayhoe & Ballard, 2005,
2014). In brief, visual routines theory holds that
“fixations are tightly linked in time to the evolution
of the task. Very few irrelevant areas are fixated”
and “Highly task-specific information is extracted in
different fixations” (Hayhoe & Ballard, 2005, p.189).
In our experiment, individual and paired measures
of gaze behaviour did not differ as a function of
whether verbal communication was allowed when
all visual information was available to both partici-
pants (the “visible” condition). Thus, when both par-
ticipants can work relatively independently of each
other, perhaps the task execution need not differ
much from the individual situation. Participants only
need to consider that another person places some
of the blocks and those need not be placed by
oneself anymore. It should be noted that verbal com-
munication still occurred when allowed, even when
all visual information was shared. Such verbal com-
munication may have been used to agree upon strat-
egies. However, better performance or differences in
gaze behaviour were not observed for these visible
models when verbal communication was allowed.
When visual information was not shared, the mode
of communication affected paired measures of gaze
behaviour. This suggests that the manner in which
the task was executed differed between the situation
where verbal communication was allowed from when
it was not allowed. Thus, modelling dyadic task
execution requires more than a description of the
dyadic task (the sequential actions required to copy
a Duplo-model), but also knowledge of whether
visual information is shared and what communication
opportunities exist. This leads us to another question,

that is, how does one go from a task description
(“copy a Duplo model”) to a model of task execution?

In visual routines theory, the simplifying assump-
tion is that “complex behaviour can be broken down
into simpler sub-tasks, or modules, that operate
independently of each other, and thus must be
attended to separately” (Hayhoe & Ballard, 2014,
p. R622). For example, the task of copying a Duplo
model together with a partner may be considered
as a sequence of sub-tasks, including the checking
of what block to place, finding the right colour
block, placing a block, verifying whether a block is
correctly placed, etc., which each may have a corre-
sponding manual or communicative action and gaze
location in the world. But how is this task structure,
i.e., the sub-tasks and order, arrived at? Hayhoe and
Ballard (2014) write about the case of sandwich
making (Hayhoe, 2000), that “it’s possible to infer
the underlying task structure very accurately by
incorporating the observable data, such as the
gaze location, hand position, hand orientation, and
image features as well as the prior sequence of
states of the task” (p. R626). If an algorithm can auto-
matically identify the sub-task being executed from
information about the manual action, the gaze
location in the world, and the state of the scene,
Hayhoe and Ballard (2014) state that this means
we have “a valid model of the task execution” (p.
R626). Thus, the task structure is derived from the
observable behaviour by annotation. In the case of
our dyadic model copying task, deriving a task struc-
ture for one participant may require the observable
behaviour of both participants. Even in our case,
where the task structure for an individual ought to
be evident, we saw that the availability of shared
visual information and communication opportu-
nities may affect the task execution. One therefore
wonders how feasible deriving a task structure is
for perhaps less straightforward real-world tasks
such as work on an oil platform or in construction,
or when the task is less constrained (see e.g.,
Hessels, Benjamins et al., 2020, for a discussion).
Yet, such task structures may be necessary com-
ponents for developing robots that collaborate
effectively with humans in e.g., industrial settings
(Villani et al., 2018; Zhao et al., 2020). Our findings
highlight that for collaborative tasks, besides the
directly observable behaviour, it may be relevant
to consider the communicative opportunities and
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whether information sources are shared between
collaborators.

A third question that arises is whether modelling
the behaviour of a dyad completing a collaborative
model-copying task is best achieved from the per-
spective of two individual agents or from the perspec-
tive of the dyad. This is best addressed in the context
of our findings on coordination. We find that for the
hidden models verbal communication may be used
to coordinate the task execution, as evident from
e.g., a smaller distance between the gaze locations
of the two individuals. While this may be understood
as coordination from the perspective of the dyad, one
wonders how it may be understood from the per-
spective of the individual in the context of visual rou-
tines theory. Hayhoe and Ballard (2014) already
pointed out that a complete account has, “in addition,
to account for exogenous stimuli that can change the
agent’s agenda” (p. R628). When not all visual infor-
mation is shared between collaborators, one partici-
pant may ask another to elucidate which blocks to
place in a location that (s)he cannot see. This can
be considered as an exogenous stimulus that
changes the priority for what action to complete
next. Thus, what is coordination at one level of
abstraction (the dyad) may be considered as multiple
instances of exogenous attraction of attention and
subsequent changes of the current agenda at
another level of abstraction (the individual infor-
mation-processing system).

How does the discussion of individual versus inter-
active perspectives relate to visual routines theory
proper? Visual routines theory made a point about
vision being critical for choosing and executing
actions, with gaze allocated at each step to pick up
highly specific information. The interactive perspec-
tive here would be that what information to pickup
and when may be decided in the interaction. In
other words, an interactive visual routines theory
may hold that the task structure is co-constructed
by two or more individuals as they interact, constrain-
ing what information each may pickup from the
environment at each moment in time. Research in
other domains of interaction suggests that such an
interactive or system perspective may be fruitful. For
example, research on dialogue has switched from a
purely individualistic to an interactive view, theorizing
that dialogue is constructed in interaction through
alignment (Pickering & Garrod, 2004) or synergy

(Fusaroli et al., 2014; Fusaroli & Tylén, 2016). Likewise,
cognition and memory may be considered from the
perspective of an entire system of collaborating indi-
viduals and the technical system they operate, as
opposed to only the individual perspective (see e.g.,
Hutchins, 1995; Hutchins & Klausen, 1996, in the
context of airline cockpits). More generally speaking,
the question is what the right unit of analysis is for
describing the behaviour of interest (cf. Hutchins,
2010). As Dingemanse et al. (2023) argue, “A funda-
mental fact about human minds is that they are
never truly alone: all minds are steeped in situated
interaction […] we benefit from looking beyond
single minds toward cognition as a process involving
interacting minds” (p. 1). Thus, it seems sensible to
pursue an interactive visual routines theory. It
should prove useful for understanding task execution
and corresponding gaze behaviour in interaction, and
may be particularly helpful in describing (spon-
taneous) leader/follower roles in collaboration (see
e.g., Luft et al., 2022; Macdonald & Tatler, 2018), or
how interactants adjust their behaviour to each
other over time as they collaborate.

Clearly, substantial empirical and theoretical work
remains for the development of an interactive visual
routines theory. However, studies on attentional
coordination (Pagnotta et al., 2020; Richardson &
Dale, 2005), synchronization during collaborative
task execution (Coco et al., 2017), and dyadic visual
search (Brennan et al., 2008; Coco et al., 2018; Niehor-
ster et al., 2019) may be particularly insightful in what
ought to be modelled. We foresee that it may be
difficult to develop a theory that predicts behaviour
at the level of individual dwells to an AOI. Higher-
level measures of gaze patterns as derived from e.g.,
recurrence quantification analysis (Anderson et al.,
2013; Coco et al., 2021; Pérez et al., 2018), or those
based on entropy (Allsop & Gray, 2014; Hessels
et al., 2019; Niehorster et al., 2019) may be useful in
this regard. In addition, investigating the dynamic
relation between gaze behaviour and verbal or ges-
tural communication may be necessary to understand
how interactants decide which actions to carry out
(see e.g., Coco & Keller, 2012; Kendrick et al., 2023,
for studies on the relation between these modes of
communication and gaze behaviour), or how com-
munication and coordination may subsequently
affect collaborative performance (e.g., Coco et al.,
2018).
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An additional interesting future line of research is
the relation between task-related gaze behaviour
and psychopathology, personality characteristics,
and culture. For example, it has been shown that
gaze behaviour in face-to-face interactions may
relate to traits of social anxiety and autism (Chen
et al., 2023; Chen & Westenberg, 2021; Hessels et al.,
2018; Vabalas & Freeth, 2016), charisma (Maran
et al., 2019), and cultural background (Haensel et al.,
2020, 2022). Moreover, in relatively unconstrained
situations, stable individual differences in gaze behav-
iour to other people have been observed (e.g.,
Hessels, Benjamins et al., 2020; Holleman et al.,
2021; Peterson et al., 2016). It would be worthwhile
to understand whether and how these may relate to
task-related gaze behaviour. Does culture, for
example, modulate which visual routines emerge at
which point in time during collaborative interaction?

To conclude, we show that task execution in a
dyadic model-copying task depends on both the
availability of shared visual information and the
mode of communication. Our findings are relevant
to the modelling of task structure and gaze allocation
for dyadic human-human and human-robot collabor-
ation, and attest to the usefulness of integrating
research on task-related gaze control with research
on communication and grounding and interactive
perspectives on dialogue, cognition, and memory.
An interactive visual routines theory ought to be
pursued.

Notes

1. “Relevant information” is to be understood here in terms
of reinforcement learning models on the task-control of
eye movements (e.g., Sprague & Ballard, 2004; Sprague
et al., 2007), see Koenderink (2010) for a relevant discus-
sion on the term “information.” It is not immediately
clear how “information” in the term “information-signal-
ling” discussed later is to be understood.

2. One finds ample video material illustrating such colla-
borative work online, just one example being https://
www.youtube.com/watch?v=KZxUiFFVEAQ (the real
action starts around 1 minute).

3. https://play.google.com/store/apps/details?id=de.ueen.
filmklappe.
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