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Abstract

Neural populations, rather than single neurons, may be the fundamental unit
of cortical computation. Analysing chronically recorded neural population
activity is challenging not only because of the high dimensionality of activity
but also because of changes in the signal that may or may not be due to neural
plasticity. Hidden Markov models (HMMs) are a promising technique for ana-
lysing such data in terms of discrete latent states, but previous approaches
have not considered the statistical properties of neural spiking data, have not
been adaptable to longitudinal data, or have not modelled condition-specific
differences. We present a multilevel Bayesian HMM addresses these shortcom-
ings by incorporating multivariate Poisson log-normal emission probability
distributions, multilevel parameter estimation and trial-specific condition cov-
ariates. We applied this framework to multi-unit neural spiking data recorded
using chronically implanted multi-electrode arrays from macaque primary
motor cortex during a cued reaching, grasping and placing task. We show that,
in line with previous work, the model identifies latent neural population states
which are tightly linked to behavioural events, despite the model being trained
without any information about event timing. The association between these
states and corresponding behaviour is consistent across multiple days of
recording. Notably, this consistency is not observed in the case of a single-level
HMM, which fails to generalise across distinct recording sessions. The utility
and stability of this approach is demonstrated using a previously learned task,
but this multilevel Bayesian HMM framework would be especially suited for
future studies of long-term plasticity in neural populations.
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1 | INTRODUCTION

The accelerating scale of recorded neurophysiological
data has been accompanied by a shift from the view that
individual neurons are the basic unit of computation, to
one that explains computational processes in terms of
neural population dynamics (Saxena & Cunningham,
2019). Electrophysiology studies routinely record data
from ever larger neural populations using chronically
implanted multi-electrode arrays. These datasets are chal-
lenging to analyse because of their dimensionality, but
recent evidence suggests that neural population activity
in low dimensional subspaces, or manifolds, may be
more important in neural computation than the firing of
particular single neurons (Barack & Krakauer, 2021;
Gallego et al., 2017, Gallego, 2018; Humphries, 2021;
Saxena & Cunningham, 2019). Chronically implanted
electrode arrays present an additional analysis hurdle
because the recorded signals can change dramatically
over weeks and months of recording because of electrode
drift or degradation (Barrese et al, 2016; Welle
et al., 2020), or task-induced plasticity (Dayan & Cohen,
2011). The ability to understand long-term learning
mechanisms requires such longitudinal recording, but
the analysis of the resulting data at the individual neuron
level is hindered by the difficulty in tracking single neu-
rons over such long periods.

Hidden Markov models (HMMs; Rabiner, 1989;
Zucchini et al, 2017) are a particularly promising
approach for analysing the activity of large neural
populations (e.g. Gat et al., 1997; Kemere et al., 2008;
Mazurek et al., 2018; Ponce-Alvarez et al., 2012; Radons
et al, 1994; Sadacca et al, 2016; Seidemann
et al.,, 1996; van Kempen et al., 2021; Warwick 2011).
HMMs are probabilistic models which infer unobserva-
ble (hidden) °‘states’ from a temporal sequence of
observable data. These models can therefore be used to
infer discretised lower dimensional state spaces that
represent high dimensional neural activity. By examin-
ing the impact of experimental manipulations on these
states, it becomes possible to gain insights into the
underlying computations performed by the associated
neural activity, which is often challenging to achieve
solely through analysing firing rate data from large
neural populations (Marcos et al., 2019). Given a
suitable observational model governing the emission of
observable data from unobservable states, HMMs do

not require trial averaging or smoothing, making them
suitable for trial-by-trial analyses.

Movements unfold in a specific spatiotemporal
sequence, making it difficult to disentangle the underly-
ing cognitive and motor mechanisms of goal-directed
movements in which planning and feedforward and
feedback-based control are fundamentally intertwined.
The primary motor cortex is the largest source of corti-
cospinal projections, making it uniquely situated to inte-
grate these mechanisms and translate them to muscle
coordination of the arm and hand. Because HMMs can
identify discrete changes in continuous multivariate time
series (Cunningham & Yu, 2014), they are a promising
technique for decomposing dynamic M1 population
activity into discrete states corresponding to the underly-
ing cognitive and motor mechanisms of goal-directed
movement. Previous HMM-based approaches to analys-
ing neural spiking activity have shown that such models
can identify similar patterns of neural population activity
in premotor and primary motor cortex between execution
and observation of the same actions (Mazurek
et al., 2018), accurately predict changes in movement
velocity in the primary motor cortex (Kadmon Harpaz
et al., 2019), and segment baseline, plan, and peri-
movement epochs from dorsal premotor cortex activity
(Kemere et al., 2008). However, these approaches typi-
cally use statistical models with assumptions that are
unmet by neural spiking activity and, in general, have
not considered non-stationary patterns of activity over
long-term recordings. Efforts have been made to develop
spike sorting algorithms to track single neurons over long
periods of time (McMahon et al., 2014; Muthmann
et al., 2021; Zhu et al., 2020) and techniques for identify-
ing continuous latent variables from neural population
activity over weeks or months (Gallego et al., 2020;
Pandarinath et al., 2018). However, to our knowledge no
such techniques exist for HMMs, which we have chosen
because they are better suited for identifying discrete seg-
ments over longer trial durations.

In the current study, we present a novel Bayesian
multilevel HMM (e.g. de Haan-Rietdijk et al., 2017;
Raffa & Dubin, 2015; Rueda et al., 2013; Shirley et al.,
2016; Zhang & Berhane, 2014) adapted to longitudinal
spiking data recorded from multi-electrode arrays with a
multivariate Poisson log-normal emission distribution. In
our model, we assume that the pattern of neural activity
detected over time by the electrodes depends on a
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sequence of hidden neural states that cannot be observed
directly. Because the activity is measured as spike counts
for multiple electrodes, we adopt a multivariate Poisson
distribution conditional on the hidden state. The innova-
tive aspect of our model is that we use a multilevel frame-
work to accommodate the fact that different trials may
have different patterns of activity. Each individual trial is
thus allowed to have a specific sequence of hidden states,
along with a specific set of transition probabilities
between states and emission parameters (i.e. trial-specific
Poisson means). These parameters are centred around
group-level means, which reflect the overall patterns of
neural activity across all trials.

We trained the model on spiking neural data recorded
from the primary motor cortex of the macaque monkey
during a reaching, grasping, and placing task. Consistent
with previous applications of HMMs to motor cortical
activity (Kadmon Harpaz et al., 2019; Kemere et al., 2008;
Mazurek et al., 2018) state transitions were tightly linked
to task behavioural events, and state statistics such as the
number of activations and lifetime were closely related to
the duration of intervals between events. We show that
the states identified by the HMM represent fast transi-
tions between distinct spatiotemporal patterns of neural
population activity which are generated during specific
phases of the reaching, grasping, and placing task, and
likely correspond to different motor control processes.
Finally, we demonstrate that the multilevel HMM suc-
cessfully identifies stable relationships between neural
states and behaviour across multiple days of recording.
Conversely, a single-level HMM is unable to generalise to
neural activity recorded on different days, thereby con-
straining its capacity to capture such relationships.

2 | MATERIALS AND METHODS

21 |
model

Multilevel Bayesian hidden Markov

HMMs identify latent states from observable data by
assuming that each state is only dependent on its previ-
ous state (the Markov assumption), and that only one
state actively generates observations (emissions) at any
given time point (i.e. states are mutually exclusive). The
fitted model parameters include transition probabilities,
which define the likelihood of transitioning from any
given state to any other state, and emission probabilities,
which govern the generation of observable data within
each state. Classic frequentist HMMs applied to neural
data have used a univariate multinomial distribution for
emission probabilities (Bollimunta et al., 2012; Mazurek
et al.,, 2018; Diomedi et al., 2021), encoding which of
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N neurons is spiking in each time bin, and choosing a
random neuron if multiple neurons spike in the same
bin. Such an approach does not capture the multivariate
nature of neural population activity measured with high
density recordings, nor the statistical distribution of neu-
ral spiking, and breaks down as larger neural populations
are recorded from. Previous HMM frameworks which
have used multivariate and/or Poisson emission probabil-
ities (Radons, 1994; Siedemann, Kemere et al., 2008;
Warwick, 2011; Ponce-Alvarez et al., 2012) have been
single level, meaning that they do not model the
hierarchical nature of the data (e.g. data points come
from a particular trial which was recorded in a particular
session). They are therefore unable to model day-to-day
variability in longitudinal neural recordings. We there-
fore used a multilevel Bayesian hidden Markov model
framework (Shirley et al., 2012) to mitigate these short-
comings, modelling trial-specific random effects in
transition and emission probabilities, multivariate
Poisson log-normal emission probability distributions,
and trial-specific condition covariates.

The adoption of the multilevel (i.e. hierarchical or
mixed) framework allows estimation of parameters at the
single trial and group level. It therefore yields group-level
or global parameter estimates representing the expected
mean values for the corresponding parameter over the
full sample of trials, and additionally allows parameters
for individual trials to slightly deviate from these values.
This has a number of advantages over previous non-
hierarchical approaches. First, all the available informa-
tion in the full data set is used for the estimation of each
trial-specific parameter, meaning that parameter estima-
tion for trials with fewer observations leverages informa-
tion from trials with more observations (Hox et al., 2018;
Schoot & Miocevi¢, 2020). As a result, the hierarchical
structure of the model helps to regularise the estimation
of trial-specific parameters, making them more robust to
outliers (i.e. trials with extreme parameter values are
pulled towards the group-level averages; Gelman &
Pardoe, 2006). Second, the electrophysiological data
inherently have a nested structure: measurements that
occur as part of a same trial are generally more alike than
measurements obtained from different trials. Allowing
individual parameters to deviate from group-level esti-
mates avoids the statistical caveats of ignoring the nested
structure of the recordings, such as the underestimation
of standard errors and overconfidence in statistical signif-
icance tests (Aarts et al., 2014; Hox et al., 2018; Schoot &
Miocevi¢, 2020). Lastly, the multilevel framework assigns
individual parameters to each trial, resulting in a unique
sequence of states that corresponds to specific patterns of
neural activity. This approach is advantageous because it
tailors the inference of hidden states to the specifics of
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each trial, and ignoring the differences between trials by
using a single-level model may lead to lower state decod-
ing accuracy, as shown by McClintock (2021). Addition-
ally, the multilevel framework ensures between-trial state
consistency, which eliminates the need for post-hoc state
matching between trials that would otherwise be neces-
sary if separate single-level models were fitted to data
from different recording sessions or days.

Using a Bayesian hidden Markov model (HMM)
framework has advantages over traditional approaches
that relied on maximum likelihood estimation and
expectation-maximisation methods. Firstly, with the
inclusion of trial-specific random effects, it enables the
estimation of trial-specific parameters in transition and
emission probabilities, which would not be computation-
ally possible for both components with other estimation
frameworks (Altman, 2007; de Haan-Rietdijk et al., 2017).
Secondly, the Bayesian method provides additional fea-
tures at no extra computational cost, such as local decod-
ing of the states (i.e. the most likely state at each point in
time for a trial) and credibility intervals on all model
parameters, which avoids the need for additional steps to
estimate parameter standard errors. Lastly, while non-
informative priors are commonly used, the framework can
also use (weakly) informative priors, which allows updat-
ing of the model with new data as it becomes available.

2.1.1 | Model specification of a basic HMM
with Poisson emissions

A basic single-level Bayesian HMM with a Poisson emis-
sion distribution can be used to model the variability in
the activation patterns of neurons (e.g. Kemere
et al, 2008; Seidemann et al, 1996; van Kempen
et al.,, 2021). Let O0y,0,,...,07 be a time series of spike
counts (neural activations) of T measurements (bins) in
a single trial (N =1), measured by a single electrode
(K=1). The neural activity recorded by the K electrodes
is assumed to be a result of a sequence of S}, S, ..., St with
M possible latent neural states such that S; € {1,..,M}
which cannot be measured directly. These neural states
represent transient groups of neurons in the neural cor-
tex that work together during the orchestration of a
motor task and are assumed to follow a first-order
Markov process. This means that the probability of
switching from one neural state to the next only depends
on the previous state visited.

Three sets of parameters describe the basic single-
level HMM: the initial distribution of the states = with
the initial probabilities z;=P(S;=1i) of each state at
the first-time measurement of the trial; the transition
distribution A containing the probabilities a; =

P(S;=j|S;_1 =1i) of switching from state i to state j; and
the emission distribution B consisting on the parameters
by; defining P(Oy =q|S; =1), the probabilities of observ-
ing q spike counts in electrode k, given the neural state i
being visited.

In this study, z is a column vector of dimensions
(1 x M) representing the initial probabilities of the states
Si—1 €{1,...,M} at the beginning of a trial and is calcu-
lated from the transition distribution A after assuming a
stationary distribution. A is a transition probability
matrix of dimensions (M x M) with the transition proba-
bilities a; that are modelled with a multinomial logistic
regression using the experimental conditions of the trial
(i.e. left, centre or right) as covariates in the linear predic-
tor and that are assumed to be homogeneous over time.
The observed spike counts, Ok, Okz,..., Okr, are assumed
to follow a Poisson distribution conditional on the
sequence of neural states, Ski,Skz,...,Skr, such that
Poisson(by;) = P(Oy: = q|S¢ = i) with mean Poisson param-
eters by; representing the mean expected spike counts for
electrode k, given each state i. The Poisson emission dis-
tribution B consists of a matrix of dimensions
(KM x KM) with K submatrices of dimensions (M x M)
on its diagonal, each with the ith diagonal element repre-
senting the Poisson emission mean by; for the neural state
i and electrode k. We assume that the multiple sequences
(e.g. observations from multi-electrode probes) are condi-
tionally independent given the neural states, so no corre-
lations are assumed between them after controlling for
the neural states.

Notice that in the basic model, the same values of A
and B are used for all the trials in the sample; as a result,
inferring the most likely sequence of hidden states is per-
formed with the Viterbi algorithm (Viterbi, 1967) based
on the observations specific to each trial but using the
same parameter values A={A,B}. Although the HMM
can be estimated using direct likelihood maximisation,
following a computationally efficient recursive imple-
mentation of the Expectation-Maximisation
(EM) algorithm known as the Baum-Welch algorithm
(Baum & Petrie, 1966), we perform an iterative Bayesian
estimation based on Scott (2002) to keep the results con-
sistent with the multilevel HMM (which cannot be easily
estimated using traditional EM procedures). We refer the
reader to the online supporting information for the full
model specification.

2.1.2 | Model specification of the Bayesian
multilevel HMM with Poisson emissions

The multilevel HMM model incorporates individual ran-
dom effects in both transition and emission distributions,
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extending the basic HMM model. This results in each
trial having its own set of trial-specific parameters
An={Au, By}, denoted by sub-index n for each of the N
trials, which are centred around group-level estimates
A={A,B}. Now, Oyp1,Onk2, .., Onikr denote the number of
spikes per bin recorded in the trial n of 1,...,N trials, by
electrode k of 1,...,K electrodes, over T measurements.
Thus, each trial counts with individualised transition
probabilities a,; and Poisson emission means byy;. Same
as for the single-level HMM, the transition probabilities
ay; are modelled with a multinomial logistic regression
using the experimental conditions of the trial as covari-
ates, and they are assumed homogeneous over the trial.
The trial-specific transition intercepts ay; in the multino-
mial logistic regression are allowed to deviate from the
group-level intercepts a@; (intercepts for the group-level
transition probabilities) following a multivariate normal
distribution. A multivariate normal distribution is chosen
as prior because it is a flexible and well-known distribu-
tion that has several desirable properties such as a single
peak and probabilities evenly distributed on either side of
the mean (Gelman et al., 2015). The means of the multi-
variate normal distribution represent the expected values
for the trial-specific transitions given the information
across the sample of trials (i.e. the group-level means),
and the covariance, the expected degree of dispersion or
uncertainty on the trial-specific transitions. The emission
distribution of the spike counts O, at time t and elec-
trode k for trial n now also follows a Poisson distribution,
although with trial-specific means b, that depend on
the state i: Poisson (b)) =P(Onke = q|Sn: =1i). The trial-
specific Poisson means for each state and each electrode,
by, are lognormally distributed around the group-level
emission log means by; (notice the absence of the subin-
dex n). The lognormal distribution is adopted as prior to
ensure that the Poisson means are positive and because it
can accommodate the wide range of count values often
observed in count data with its long tail (Aguero-
Valverde, 2013; Congdon, 2019; Ma et al., 2008).

As mentioned in the previous section, incorporation
of trial-specific parameters following a hierarchical
approach grants additional estimation properties such as
leveraging of information across trials and reliability to
outliers. However, including individual deviations from
the group level in both transition and emission parame-
ters is challenging to estimate using traditional
expectation-maximisation or maximum likelihood esti-
mation (Altman, 2007; Scott, 2002). Because of this, an
iterative Bayesian estimation framework is followed (for
more details, see the supporting information). Finally,
note that the state decoding (inferring the most likely
sequence of hidden states for a trial) is performed using
the Viterbi algorithm with trial-specific parameters

T Wiy L

An={An,By}, as opposed to the decoding in the single-
level HMM where the same values are used for all trials
(ie. A={A,B}).

2.2 | Reaching, grasping and placing task
Two adult female rhesus macaques (Macaca mulatta)
trained on a reaching, grasping and placing task served
as the subjects. The animal handling as well as surgical
and experimental procedures complied with the
European guideline (2010/63/UE) and authorised by the
French Ministry for Higher Education and Research (pro-
ject # 2016112713202878) in force on the care and use of
laboratory animals, and were approved by the ethics
committee CELYNE (comité d’éthique Lyonnais pour les
neurosciences expérimentale, C2EA 42). After initial
training, we performed a sterile surgery to implant six
floating multielectrode arrays (FMA, Microprobes for Life
Science, Gaithersburg, MD, USA) in the right (monkey 1)
or left (monkey 2) cortical hemisphere. Each array com-
prised 32 platinum/iridium electrodes (impedance .5 MQ
at 1 kHz) with lengths ranging from 1 to 6 mm and with
an inter-electrode spacing of 400 pm. One electrode array
was implanted in the primary motor cortex (M1), two
were implanted in the ventral premotor cortex (F5), one
in the dorsal premotor cortex (F2), and two in the pre-
frontal cortex (45a and 46/12r), as estimated according to
a previous magnetic resonance imaging scan. For the
purposes of this study, we analysed data from the M1
array of each monkey.

Throughout the task, the monkey sat in front of a
table containing a handle and a semicircular groove. A
metallic cube, the target, was placed at 11 cm from the
handle, in a slot within a metallic grasping platform
which could be placed within the groove (Figure 1b).
Contact with the handle, target object and the bottom of
the groove was recorded by a circuit which detected
changes in resistance. The task was programmed and
controlled by EventIDE software (OkazoLab Ltd). Trials
started when the monkey grasped the handle. After a var-
iable delay period (500-1000 ms), an auditory go signal
(900 Hz tone) instructed the monkey to release the han-
dle, reach for the target object, grasp it, lift it and place it
anywhere into the groove beside the grasping platform
(see Videos S1 and S2 for different views of the same
example trial). The monkey was then rewarded with a
few drops of water. The data were recorded from 1 s
before the handle grasp until the reward. The task was
run in blocks of 10 trials per condition (with the grasping
platform placed in the left, right, or centre of the groove).
The left and right target positions were each 25° from the
centre of the semicircular groove, relative to the handle.
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FIGURE 1

grasping
platform

~1500 ms place

Experimental setup. (a) Localisation of the floating multi-electrode arrays (FMA) on the right cortical hemisphere of

monkey 1. Six arrays were implanted in the frontal cortex, and here we analyse data from one which was located in the primary motor
cortex (M1). Labels show the location of the arcuate sulcus (AS), central sulcus (CS) and principal sulcus (PS). (b) The monkey performed a
cued reaching, grasping and placing task. In each trial, the monkey was required to grasp a handle until the go signal, then release the

handle and reach and grasp a metallic cube with a precision grasp (using the index finger and thumb). Finally, after lifting the cube out of

the slot, they had to place it anywhere into a groove in the table. The inset shows a schematic of the table from a top-down view with the
handle, cube, grasping platform (containing the slot) and groove labelled.

The orientation of the slot in the grasping platform
depended on the condition. In the centre condition, the
slot was oriented at 0° with respect to the animal, and in
the left and right conditions, the slot was oriented at 45°
to left and right, respectively. The monkey completed 2—4
blocks of 10 trials per day by condition (monkey 1: left:
M =171, SD = 5.4, centre: M = 16.7, SD = 5.1, right:
M =16.7, SD = 7.2; monkey 2: left: M = 16.0, SD = 4.1,
centre: M = 13.1, SD = 4.4, right: M = 15.2, SD = 3.9),
for a total of 25-70 trials per day (monkey 1: M = 50.5,
SD = 13.3; monkey 2: M = 44.3, SD = 11.9). Any trial in
which the handle was released before the go signal or the
grasping movement was not properly executed within 3 s
was aborted and not rewarded. Each monkey used the
hand contralateral to the implanted array to perform the
task (monkey 1: left hand, monkey 2: right hand).

2.3 | Neural recordings

The wideband neural signal (bandpass filtered at .1 to
7500 kHz) was recorded at 30 kS/s, and amplified and
digitised (16-bit; .192-pV resolution) with an Intan Tech-
based (Intan Technologies, Los Angeles, CA, USA) open-
source acquisition system (Open Ephys; Siegle et al.
2017). This system uses a 256-channel Intan RHD2000
series acquisition board and 32-channel head stages
(RHD2132). Spike detection was performed offline using
Trisdesclous (Garcia & Pouzat, 2015). The common refer-
ence was removed to reduce ambient noise. Spikes were
then detected from each electrode using a threshold of

2 times the median absolute deviation (MAD) and ana-
lysed as multi-unit activity (MUA) in 10 ms bins. All elec-
trodes in which at least one well-isolated spike waveform
was detected were selected for the following analyses. We
thus used a sample of 21 electrodes out of 32 for monkey
1, and 25 out of 32 electrodes for monkey 2. Custom
made detection panels were used to record the moments
when the monkey’s hand released the handle, the hand
contacted the target object, and when the object was
placed in the groove. An Omniplex 16-channel recording
system (Plexon, Dallas, TX, USA) was used to simulta-
neously record these behavioural events. Trials were dis-
carded if the response time (time between the go signal
and handle release) was less than 100 or greater than
1500 ms, the reach duration (time between handle
release and object contact) was less than 100 or greater
than 1000 ms, or the placing duration (time between
object contact and placing the object in the groove) was
less than 100 or greater than 1200 ms, leaving 19-68 trials
per day for monkey 1 (M = 43.9, SD = 15.46, N = 439;
left: M = 14.8, SD = 5.74; centre: M = 14.4, SD = 5.15;
right: M = 14.7, SD = 7.73), and 23-49 per day for mon-
key 2 (M =38.3, SD =9.87, N = 383; left: M = 14.2,
SD = 3.91; centre: M = 10.8, SD = 3.55; right: M = 13.3,
SD = 3.37).

2.4 | Model training

Model training was performed using R (R Core Team,
2021) and the developer version of the package
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mHMMbayes (Aarts, 2019). In mHMMbayes, models are
fitted using a hybrid Metropolis within Gibbs Markov
Chain Monte Carlo (MCMC) algorithm, which expands
on classic HMM implementations by using Bayesian esti-
mation as outlined in Scott (2002). Fitting the Bayesian
multilevel HMM requires specifying a set of starting
values and a set of hyper-parameters for the hyper-priors
of the group-level transition and emission parameters.
The MCMC chains for the group-level parameters were
initialised using random values centred on the final cor-
responding parameter estimates (i.e. group-level transi-
tion and emission means) obtained with a conventional
expectation-maximisation HMM trained on spike count
data aggregated over trials as starting values (depmixS4;
Visser & Speekenbrink, 2010). In fitting the model,
agnostic non-informative hyper-priors were specified for
all group-level parameters. An ergodic topology was
assumed for the transitions between  states
(i.e. transitions to and from all states were possible), so
no restrictions were imposed over the transition parame-
ters. The Bayesian multilevel HMM was trained with
binned (10 ms bin width) spike counts from each elec-
trode used with trial-specific intercepts and covariates
encoding each trial’s condition. The model was fit with
4000 iterations, with the first 2000 being discarded to dis-
sipate the effect of starting conditions (burn-in). Conver-
gence of all sample-level parameters was checked by
verifying that the multivariate potential scale reduction
factor, R, was lower than a threshold of 1.05 (Brooks &
Gelman, 1998) for two additional chains with random-
ised starting values. The sequence of most likely states
given the neural data (i.e. state decoding), along with
each state’s forward probabilities, was determined for
each trial with the Viterbi algorithm (Forney, 1973;
Viterbi, 1967) based on trial-specific parameters.

To assess whether the model presented here offered a
better fit to the spike count data than traditional
methods, we also fitted a basic (i.e. single-level) Bayesian
HMM following the same training procedure.

Model selection was performed by comparing relative
model fit using AIC (Akaike, 1974) and BIC (Schwarz,
1978). The ability of the selected model to reproduce the
original multielectrode data was determined using
Bayesian posterior predictive checks (PPCs; for more
details see, Gelman & Shalizi, 2013; McElreath, 2020).
For the PPCs, the fitted model was used to simulate
500 new data sets, after which we assessed the extent to
which a set of summary statistics (mean, standard
deviation, maximum counts and proportion of zeros) on
all electrodes (21 for monkey 1 and 25 for monkey 2)
at the aggregated sample level in the simulated data
recovered the values empirically observed in the
electrophysiological data.

T Wiy L

As previously mentioned, one of the advantages of
our multilevel HMM is that trial-specific parameters are
estimated and used on the Viterbi algorithm for state
decoding. However, this poses a challenge when attempt-
ing to implement a cross-validation approach, because no
trial-specific parameters are immediately available for
out-of-sample trials. State decoding would have had to be
performed using group-level estimates, jeopardising the
main advantage of using a multilevel model. As a result,
we made the decision not to use cross-validation to assess
state decoding accuracy, and instead perform a small
Monte Carlo simulation to obtain an indication of the
decoding precision of the models where the ground truth
(i.e. the actual sequence of states) was known. The multi-
level HMMs trained on the empirical data of the two
monkeys were used to simulate 100 new data sets for
each monkey with the same number of trials and obser-
vations per trial as the respective empirical data. The sim-
ulated data sets, for which the true sequence of states
was known, were then used to fit a multilevel HMM and
a basic HMM, and the precision of state decoding using
the Viterbi algorithm (with trial-specific parameters in
the multilevel HMM) was evaluated in terms of accuracy,
balanced accuracy, F1 score and Cohen’s kappa.

2.5 | Neural and behavioural data
analysis

To compare state onset and offset times to behavioural
event timings, we identified episodes lasting at least
100 ms in each trial where a particular state was identi-
fied as the most likely using the Viterbi algorithm. If a
state was activated multiple times in a trial, we used the
first activation. The partial Spearman’s correlation coeffi-
cient was used to relate state onset and offset times to
each behavioural event time (movement onset, object
contact and placing), accounting for correlations between
other event timings and the onset or offset of all other
states. Statistical significance was tested using permuta-
tion tests (10,000 permutations) in which the event tim-
ings, but not the state onset and offset times, were
shuffled in each iteration. The stability of these correla-
tions over time was evaluated using permutation tests
(10,000 permutations) in which the recording session of
each trial was shuffled.

Response time (the time between the go and move-
ment onset events), reach duration (time between the
movement onset and object contact events) and placing
duration (time between the object contact and placing
events) were computed for each trial and compared
between conditions for each monkey using linear mixed
models with condition (left, centre, right) as a fixed effect
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and day-specific offsets as a random effect. These kine-
matic variables were also compared between monkeys
using the same models with the addition of subject and
its interaction with condition as fixed effects. The number
of state activations per trial was given by the number of
episodes where a state was identified as the most likely
for at least 100 ms. To compute state lifetime, the first
activation was used if a state was activated multiple times
in a trial, as above. State activations and lifetime were
compared across states and conditions using generalised
linear mixed models (with Poisson distribution and log
link function for activations, and normal distribution and
identity link function for lifetime) with condition, state,
and their interaction as fixed effects, and trial nested
within day offsets as random effects. The relationship
between response time, reach duration, and placing dura-
tion and the number of activations and lifetime of each
state was evaluated using partial Spearman correlation
coefficients, accounting for all other behavioural dura-
tions and state activations or lifetimes.

Multi-unit firing rate activity around state transitions
was compared by aligning firing rates to the onset and
offset of the maximum duration activation of each state
around a time window lasting from 100 ms prior to the
onset to half of the mean state lifetime after onset, and
from half the mean state lifetime prior to offset to
100 ms after offset. The firing rate from each electrode
was then baseline corrected using the mean firing rate
in the 100 ms prior to the state onset. For each electrode,
we compared the mean, baseline-corrected firing rate
in the 100 ms prior to state onset to that in the first half
of the state lifetime using linear mixed models with
state, time period (baseline or first half of lifetime), and
their interactions as fixed effects, and trial nested
within day offsets as random effects. In the same way,
we compared the mean, baseline-corrected firing rate in
the first half of the state lifetime to that in the
second half.

Temporal and spatial shuffling was performed by
permuting the data, either by time point or by electrode,
100 times. The resulting permuted data were run
through the HMM to obtain forward probabilities and
sequences of the most likely state. For each iteration, the
partial Spearman coefficient between state onsets and
offsets and the behavioural events (accounting for
correlations between other event timings and the onset
or offset of all other states, as above) were evaluated,
and the resulting coefficients were used as the null dis-
tribution for comparison with the corresponding
unshuffled coefficients.

All mixed models were run in R (R Core Team, 2021)
using Ime4 (v1.1.26; Bates et al., 2018). Factor significance
was determined using type II Wald X? tests using

the car package (v3.0.10; Fox et al., 2019), and pairwise
Tukey-corrected follow-up tests were performed using
estimated marginal means using the emmeans package
(v1.5.3; Lenth et al., 2020) with Kenward-Roger approxi-
mated degrees of freedom. Code for all analyses is freely
available (https://github.com/danclab/motor_mea_
mbhmm).

3 | RESULTS

Multiple multilevel Bayesian HMMs with three to eight
states were fit to single-trial multi-unit spiking activity
(Figure 2a) recorded from the primary motor cortex of
two macaque monkeys during a reaching, grasping and
placing task. Model comparison (AIC and BIC) was used
to select the optimal model, yielding a model with six
states for monkey 1 and five states for monkey
2 (Figure S1). All group-level parameters in the optimal
models met the convergence criterion.

3.1 | Simulations

We started by evaluating the goodness of fit of the opti-
mal models selected for the two monkeys with posterior
predictive checks. The results of the posterior predictive
checks (PPCs) show that the models were able to recover
the overall patterns of electrical activity aggregated over
trials for the 21 and 25 electrodes of the first (Figure S2)
and second monkeys (Figure S3), respectively, which
indicates a good fit to the empirical data. In addition, for
some of the electrodes, the PPCs reveal a small overesti-
mation of the mean aggregated counts, coupled with a
small underestimation of the proportion of bins with zero
spike counts (e.g. monkey 1 electrodes 6, 10 and 21;
Figure S2). These minor deviations from good fit appear
to be more pronounced for the data of the second mon-
key than for the first monkey.

Next, we explored the expected state decoding accu-
racy with a Monte Carlo simulation based on the model-
ling results for the optimal models on the two monkeys.
The mean percent balanced accuracy averaged over trials
and simulation repetitions of 91.6% (CI95 [91.3-92.0%])
for monkey 1 and 87.5% (CI95 [86.3-88.7%]) for monkey
2 (see Table S1 for extended performance metrics). The
mean balanced accuracy varied across states, ranging
from 73.0% for state 2 to 96.6% for state 1 in monkey
1, and from 60.8% for state 2 to 98.6% for state 3 in mon-
key 2 (Table S2). Given the good fit to the data
(Figures S2 and S3), these results indicate that a high
level of decoding accuracy can be expected for the
empirical data.
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FIGURE 2 The HMM identifies states that correspond to different phases of the action. (a) Raster plot of a single example trial
representing the spiking activity from 21 electrodes from the M1 array of monkey 1. (b) Forward probabilities for each state given by the

model for the same trial shown in Figure 2a. (c) Mean multi-unit firing rate of 21 electrodes from the M1 array of monkey 1 over 10 days

(439 trials) aligned to behavioural events (go: go signal tone, hand movement onset: beginning of the reaching movement, object contact:

grasping of the object, place: placing the object). Solid lines represen

t the mean firing rate of each electrode and the shaded areas indicate

the standard error. (d) Mean forward probabilities (solid lines, shaded areas represent standard error) generated by the model for each state,
averaged over the same trials and aligned to the same behavioural events as in Figure 2c.

3.2 | Distinct M1 population activity
states occur during different phases of the
reaching, grasping and placing task

For each state, the model generates a forward probability,
representing the probability at each point in time that the
neural population is in that state given the MUA
(Figure 2b). States were labelled in order of their trial-

averaged order of occurrence. Trials had different dura-
tions due to variability in response time and movement
kinematics, so in order to determine the task phase speci-
ficity of each state, we aligned both multi-unit firing rates
and each state’s forward probability with each beha-
vioural event (go signal, hand movement onset, object
contact and placing), and averaged over trials. The event-
aligned multi-unit mean firing rate exhibited slow
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ramping dynamics prior to the movement onset, and
peaking just before object contact (monkey 1: Figure 2c;
monkey 2: Figure S4A). In contrast, the mean forward
probabilities of each HMM state indicate that discrete
state transitions tended to occur around the same time as
the movement onset, object contact and object placing
behavioural events (Figure 2d). At the start of each trial,
state 1 predominated, but sometime following the go sig-
nal, there was a transition to state 2, followed by a transi-
tion to state 3 after the hand movement onset. During
the initial reach, there was a transition to state 4, and
then to state 5 after the hand contacted the object.
Finally, during the final reaching movement to place the
object in the groove, there was a transition to state 6. This
sequence of state transitions was similar for the five states
identified from monkey 2 (Figure S4B). Importantly,
behavioural event timings were not provided to the
HMM during training, it was simply fit to the multi-unit
spiking activity recorded during each trial. This suggests

Movement onset

that the identified states represent actual states of the
neural population corresponding to different processes
involved in motor control, rather than trivially reflecting
the temporal structure of the task.

Although it appears that state transitions occur in
specific relation to behavioural events, this could have
been a result of trial averaging. We therefore examined
the temporal relationship between state transitions and
behavioural events at the single trial level. In each trial,
increases and decreases in state forward probabilities
closely matched the timing of the movement onset, object
contact and placing events (monkey 1: Figure 3; monkey
2: Figure S4C). In each trial, there was a transition from
state 1 to state 2 occurring before the hand movement
onset, from states 2 to 3 closely locked to the hand move-
ment onset, from 3 to 4 between the hand movement
onset and object contact, from 4 to 5 locked to object
contact, and from 5 to 6 between object contact and the
placing event. We next used the Viterbi algorithm
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FIGURE 3 States are tightly linked to behavioural events at the single trial level. Each row shows the forward probabilities from one of
the model states for each trial, over all days of recording, for monkey 1. Each column shows the trial forward probabilities sorted by one of
the behavioural events (from left to right: go signal, hand movement onset, object contact and placing). When trials are sorted by the
appropriate event, the alignment between state forward probabilities and event timing can be clearly seen over all trials.
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(Forney 1973; Viterbi, 1967) to estimate the most likely
state at each point in time, for every trial, from the for-
ward probabilities. We used the sequence of most likely
states to determine the onset and offset times of each
state in every trial. We then ran a permutation test on the
partial Spearman’s correlation coefficient (accounting for
correlations between event timings and the onsets and
offsets of other states) between the onset and offset time
of each state and the timing of each behavioural event.
This revealed that for monkey 1, the onset and offset of
state 2 were most correlated with the movement onset
time (Table S3). Only the onset of state 3, the offset of
state 4 and the onset of state 5 were correlated with the
object contact event. The offset of state 5 and the onset of
state 6 were the transitions most correlated with the plac-
ing event. For monkey 2, the onset and offset of state
2 were correlated with movement onset time, the onset of
state 3 and the onset and offset of state 4 were correlated
with object contact, and the onset and offset of state
4 and the onset of state 5 were correlated with the placing
event (Table S3). We then evaluated these correlations
over the duration of the recordings, in groups of 2 days to
ensure a large enough number of trials for each correla-
tion. In both monkeys, these correlations were sustained
over 10 days of recording (all p < .02; Figure 4). A permu-
tation test shuffling the trials by recording day confirmed
that there were no consistent changes in these relation-
ships over sessions (all p > .10; except for monkey 1, days
1-2: p < .014; monkey 2, days 5-6 and 9-10: p < .044).
The onset and offset of various states were therefore
tightly linked to the movement onset, object contact and
placing events at the single trial level, with earlier occur-
ring states tending to be related to movement onset,
states in the middle of the trial related to object contact,
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and states occurring later related to the placing event.
Moreover, this linkage between states and behavioural
events was stable over the entire period of recording.

3.3 | M1 population state statistics are
related to behavioural state durations

We next compared response time (the time between the
go signal and the hand movement onset events), reach
duration (the time between the hand movement onset
and object contact events), placing duration (the time
between the object contact and placing events) and state
statistics between task conditions. States were charac-
terised by their number of activations per trial and their
lifetime (the time that state remains active, taken for
each trial as the maximum duration over all activations
in that trial).

There was no difference in response time between
conditions (monkey 1: X*(2) = .66, p = .717; monkey 2:
X?(2) = 4.37, p = .113), but conditions varied in terms of
reach duration (monkey 1: X*(2) = 78.68, p < .001; mon-
key 2: X*(2) =9.09, p = .011; Figure S5). For monkey
1, reach durations to the left target location (M = 408,
SE = 8.40 ms) were longer than to the right (M = 343,
SE =8.58ms, t[430] =583, p <.001) and -centre
(M =312, SE = 8.48 ms, t[432] = —8.67, p < .001), and
longer to the right compared to the centre target location
(t436] = —2.79, p = .015). For monkey 2, reach dura-
tions to the left target (M = 230, SE = 13.2 ms) were
shorter than to the right (M = 264, SE = 13.3, {[372]
= —3.01, p =.008). Placing duration was only different
for monkey 1 (X*(2) = 30.18, p < .001) and longer in the
left (M =641, SE = 15.7 ms) compared to the right
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FIGURE 4 The link between states and behavioural events is consistent over days. (a) Partial correlation coefficients between state

transitions and behavioural events over the duration of recording from monkey 1, in groups of 2 days. Asterisks indicate statistically

significant correlations. (b) As in Figure 4a for monkey 2.
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(M =582, SE =158 ms, t[436] =3.41, p =.002) and
centre (M = 548, SE = 15.8 ms, t[430] = —5.43, p < .001)
conditions, but there was no difference between placing
duration for the centre and right conditions ([433]
=-1.96, p =.123). Monkey 1 made more rapid
responses and reaches than monkey 2 across conditions
(response time: X*(1) = 59.91, p < .001; reach duration:
X?(1) = 279.18, p < .001), but made slower placing move-
ments than monkey 2 for the left target (#(810) = 4.13,
p < .001) and faster placing movement for the centre tar-
get (1[814] = —2.38, p = .018).
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The number of state activations per trial and their
lifetime varied by state and condition in monkey 1 (activa-
tions: X%(10) = 95.94, p < .001; Figure 5; lifetime: X *(10)
= 66.00, p < .001; Figure 6). State 1 had a shorter lifetime
in the centre (M = 533.5, SE = 11.4 ms) compared to the
left (M = 635.5, SE = 11.2 ms, #[2616] = —6.39, p < .001)
and right (M = 626.9, SE = 11.2 ms, {[2616] = —5.84,
p < .001) conditions. State 3 was activated more times the
left condition (M = .67, SE = .06) than in the centre
(M =.36, SE =.07, z = —3.37, p =.002) and right
(M = .39, SE = .07, z = 3.12, p = .005) conditions. State
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FIGURE 5 Number of state activations per trial compared between conditions. (a) The number of activations per trial for each state
identified by the model. Shaded areas indicate the distribution density, scatter plots show the number of activations for individual trials
(ordered by trial in the y dimension, and jittered in the x dimension), and box plots show descriptive statistics: median (in the box),
interquartile interval (the box) and outliers (above whiskers). The inset shows the event-aligned mean state forward probabilities from
Figure 2. (b) Number of activations per trial for each state compared by conditions: centre, right, left. Asterisks indicate significant pairwise

comparisons.
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pairwise comparisons.

4 had longer duration in the left condition (M = 160.2,
SE =112ms) than in the centre (M =977,
SE =114 ms, t[2616] = —3.92, p <.001) and right
(M =114.4, SE = 11.2, t[2616] = 2.89, p = .011) condi-
tions. In contrast, state 5 was activated fewer times in the
left condition (M = .11, SE =.08) than the centre
(M =.61, SE =.06, z =510, p <.001) and right
(M = .68, SE = .06, z = —5.81, p < .001) conditions. State
6 was also activated more times and had longer lifetime
in the left condition (activations: M = .77, SE = .06; life-
time: M = 114.8, SE = 11.2 ms) than the centre (activa-
tions: M = .26, SE = .07, z = —5.59, p < .001, lifetime:
M =43.1, SE = 11.4 ms, {[2616] = —4.50, p < .001) and
right (activations: M = .30, SE = .07, z = 5.23, p < .001;
lifetime: M =67.7, SE=11.2ms, t[2616]=2.97,
p = .008) conditions. The number of activations per trial
and the lifetime of state 2 did not vary by condition. In
monkey 2, there was only a main effect of state on the
number of state activations per trial and their lifetime;

however, there was almost no difference between condi-
tions in response time, reach duration and placing dura-
tion for this monkey.

Finally, we looked at relationships between state sta-
tistics and response time, reach duration and placing
duration. For monkey 1, response time was correlated
with the number of activations and lifetime of state
1 (Table S4). Reach duration was correlated with the
number of activations of states 3, 4, and 6. Placing dura-
tion was correlated with the number of activations of
states 1 and 4, as well as the number of activations and
lifetime of state 6. For monkey 2, response time was cor-
related with the number of activations and lifetime of
state 1, and the number of activations of state 2. Reach
duration was correlated with the number of activations
of states 2, 3, and 5, and the number of activations and
lifetime of state 4. Placing duration was correlated with
the number of activations of state 2, the lifetime of state
4, and the number of activations and lifetimes of states
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3 and 5. The number of activations and lifetime of identi-
fied states was therefore related to response time, reach
duration and placing duration in a state-specific way,
with earlier occurring states related to response time,
states occurring in the middle of the trial to reach dura-
tion, and states occurring later to placing duration.

3.4 | States represent distinct
spatiotemporal patterns of neural
population activity

Having determined that the timing, number of activa-
tions, and lifetime of the HMM-identified states are
tightly coupled to the behavioural phases of reaching,
grasping, and placing an object, we next examined neural
dynamics associated with state transitions and occurring
within states. We aligned multi-unit firing rates to the
onset and offset times of each state in every trial, and
baseline-corrected them using activity from the 100 ms
prior to the state onset (monkey 1: Figure 7; monkey 2:
Figure S6). State transitions tended to be associated by
rapid changes in firing rates followed by, for each state, a
different pattern of activity across electrodes. For each
electrode, we compared the effect of state on the multi-
unit firing rate in the 100 ms prior to state onset to that
in the first half of the state duration, and the multi-unit
firing rate in the last half of the state duration with that
in the 100 ms following the state offset. For monkey 1, all
electrodes had a significant interaction between state and
time period, and follow-up comparisons showed that

state 1 onset

state 1 offset

state 2 onset

states differed in the number of electrodes in which
multi-unit firing changed with the onset (state 1: N = 0,
state 2: N = 14, state 3: N = 18, state 4: N = 19, state 5:
N =19, state 6: N = 16) and offset (state 1: N = 16, state
2: N =20, state 3: N =15, state 4: N =19, state 5:
N = 14, state 6: N = 18) of the state. The same was true
for monkey 2 for all electrodes for both state onset (state
1: N = 0, state 2: N = 18, state 3: N = 24, state 4: N = 15,
state 5: N =20) and offset (state 1: N = 20, state 2:
N = 19, state 3: N = 21, state 4: N = 21, state 5: N = 12).
Although the model states represent a particular dis-
tribution of multi-unit firing rate across electrodes, these
firing rates are not stationary and thus may change dur-
ing the lifetime of a state. We therefore examined elec-
trode firing rates within each state in order to determine
if they systematically varied over the state’s lifetime. With
this aim, we compared the effect of state on firing rate in
the first half of the state duration to that in the second
half. A significant interaction between state and time
period was found in 19 out the 21 electrodes for monkey
1, with the fewest number of electrodes exhibiting
within-state dynamic activity in state 1 and the greatest
number in state 4 (state 1: N = 0, state 2: N = 5, state 3:
N =9, state 4: N = 19, state 5: N = 9, state 6: N = 6). For
monkey 2, there was a significant state by time period
interaction in 24 out of the 25 electrodes, with the least
within-state dynamics in state 1 and the most in state
5 (state 1: N = 5, state 2: N = 15, state 3: N = 14, state 4:
N = 16, state 5: N = 14). In both monkeys, state 1 there-
fore represents a static period of low activity in all elec-
trodes, but each other state represents a transition to a

state 3 offset

state 3 onset

state 2 offset
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FIGURE 7 States represent different patterns of neural activity. (a-f) Each panel shows mean, baseline-corrected firing rates from each
electrode from monkey 1 aligned to the onset (left plot) and offset (right plot) of states 1-6. Dashed vertical lines indicate the onset and offset
time of the state. Insets depict, for each state, the group-level (prior) emission mean spike counts for each electrode (without baseline
correction). State transitions are associated with rapid changes in state-specific patterns of neural activity.

85UB017 SUOLILIOD SO 8|edddde BU Aq pauRA0D 318 S3[o1e WO ‘88N JO S3NJ 0 A%1q 1T 8UIIUO AB] 1M UO (SUORIPUOD-PUR-SWLIBYW0D A3 | IM*A eI [oUUO//STNY) SUORIPUOD PUe SWi L 8U388S *[£202/2T/02] Uo Ariqiauluo AB|IM AsieAlun 1yoaN Ag S909T UR/TTTT OT/I0p/W00 A3 1M Afeiq Ul |uo//SANY WOy papeojumoq ‘€ ‘€202 ‘8956094 T



KIRCHHERR ET AL.

specific combination of sustained and dynamic activity
across electrodes.

We then evaluated the spatiotemporal specificity of
these activity patterns by shuffling the data, either tempo-
rally (i.e. shuffling time points; Figure S7) or spatially
(i.e. shuffling electrodes; Figure S8) and using the HMM
to obtain forward probabilities and sequences of the most
likely state. For monkey 1, both temporal and spatial
shuffling abolished the relationships between the move-
ment onset time and the onset (temporal shuffled
p = .14; compared to unshuffled: p = .01; spatial shuffled
p =.08; compared to unshuffled: p =.01) and offset
(temporal shuffled p = .09; compared to unshuffled:
p = .01; spatial shuffled p = .04; compared to unshuffled:
p = .01) of state 2. The correlations between the object
contact event and the onset of state 3 (temporal shuffled
p = —.02, compared to unshuffled: p = .02; spatial shuf-
fled p = .10, compared to unshuffled: p = .02) and the
onset of state 5 (temporal shuffled p = .10, compared to
unshuffled: p = .01; spatial shuffled p = .13, compared to
unshuffled: p = .01) were also destroyed by temporal and
spatial shuffling. Only spatial shuffling had an effect on
the correlation between the placing event and the onset
of state 6 (spatial shuffled p = —.08, compared to
unshuffled: p =.02), and only temporal shuffling dis-
rupted the relationship between object contact and the
offset of state 4 (p = —.02, p = .01). For monkey 2, both
temporal and spatial shuffling abolished the relationships
between the movement onset time and the onset (tempo-
ral shuffled p = —.05; compared to unshuffled: p = .01;
spatial shuffled p = .06; compared to unshuffled: p = .01)
and offset (temporal shuffled p = —.05; compared to
unshuffled: p = .01; spatial shuffled p = 004; compared
to unshuffled: p =.01) of state 2. The correlations
between the object contact event and the onset of state
3 were not destroyed by either temporal or spatial shuf-
fling, but those between object contact and the onset
(temporal shuffled p = —.03, compared to unshuffled:
p = .01; spatial shuffled p = .10; compared to unshuffled:
p = .02) and offset (temporal shuffled p = —.02, com-
pared to unshuffled: p = .01; spatial shuffled p = .06,
compared to unshuffled: p = .01) of state 4 were affected
by both forms of shuffling. Both temporal and spatial
shuffling had an effect on the correlation between the
placing event and the offset of state 4 (temporal shuffled
p = —.03, compared to unshuffled: p = .01; spatial shuf-
fled p = .04, compared to unshuffled: p = .01), but nei-
ther had an effect on that between the placing event and
the onset of state 5. The states identified by the HMM
therefore represent rapid transitions between distinct
spatiotemporal patterns of neural population activity
which are generated during specific phases of the reach,
grasp and place task.

T Wiy

3.5 | The multilevel HMM outperforms
a basic HMM

To investigate the potential advantages of multilevel
HMMs over single-level HMMs, we conducted a compar-
ative analysis by fitting single-level HMMSs to the same
data used to train the multilevel model, and evaluating
their decoding accuracy for simulations. The results of
the Monte Carlo simulation indicate that the balanced
accuracy of state decoding was significantly higher for
the multilevel HMM than the single-level HMM for both
monkey 1 and monkey 2. In monkey 1, the percent mean
balanced state decoding accuracy was 8.11 (CI95[6.43-
12.2]) points higher for the multilevel HMM compared to
the single-level HMM over the simulation repetitions,
which was statistically significant (paired t-test, {[99]
=40.27, p < .001). Similarly, in monkey 2, the percent
mean balanced state decoding accuracy was 7.07 (CI95
[5.60-8.51]) points higher for the multilevel HMM com-
pared to the single-level HMM, which was also statisti-
cally significant (paired t-test, {{99] = 99.30, p < .001).
These findings were consistent over the four evaluation
metrics assessed (see Table S1), which indicates that the
multilevel HMM is a more effective model for state
decoding compared to the single-level HMM in both
monkeys.

Subsequently, we examined the relationship
between state transitions and behavioural events, and
between state lifetime and number of activations and
behavioural state durations for both monkeys using
the single-level HMM. However, the low number of
trials in which states were active precluded the compu-
tation of partial correlations between state onsets and
offsets and behavioural events, and between state life-
times and behavioural state durations for both mon-
keys, specifically for state 5 from monkey 1, which
was only activated in 17.54% of the trials, and state
4 from monkey 2, which was only activated in 26.37%
of the trials.

Moreover, we found that the number of activations of
states from the single-level HMM were no longer corre-
lated with the behavioural state durations, except for
state 1 with reaction time (p = .18, p < .001) and placing
duration (p = .10, p = .035), state 4 and placing duration
(p =.15, p =.001), and state 6 and placing duration
(p = .21, p < .001). No correlations between the number
of activations of any state and reaching duration were sig-
nificant. For monkey 2, only the correlations between the
number of activations of state 1 and response time
(p =.36, p <.001), state 2 and reaching duration
(p = .24, p < .001), state 2 and placing duration (p = .31,
p < .001), and state 3 and reaching duration (p = .12,
p = .023) were significant.
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These results suggest that the inability of the single-
level HMM to account for trial-to-trial variability led to
states, particularly state 5 from monkey 1 and state 4 from
monkey 2, that only represented patterns of neural popu-
lation activity in certain trials or days of recording. Con-
sequently, the single-level HMM could not capture the
relationship between neural activity and behaviour across
all trials.

4 | DISCUSSION

In this paper, we present a new multilevel Bayesian
HMM, designed for analysing longitudinal neural record-
ings from chronic multi-electrode arrays through the use
of trial-specific random effects in transition and emission
probabilities, multivariate Poisson log-normal emission
probability distributions, and trial-specific condition cov-
ariates. We trained instantiations of the model on long-
term data recorded from the primary motor cortex of the
macaque monkey during a task involving reaching,
grasping and placing a target object. We showed that
although the model was not trained with any information
about the task structure, the timing of discrete state tran-
sitions was tightly linked to behavioural events (i.e. the
timing of the movement onset, object contact and placing
events), and state statistics were closely related to the
duration of intervals between events (i.e. response time,
reach duration and placing duration). The states identi-
fied by the HMM represented fast transitions between
distinct spatiotemporal patterns of neural population
activity which are generated during specific phases of the
reach, grasp and place task, likely corresponding to dif-
ferent motor control processes.

At the single trial level, various states were coupled to
different phases of the task. In both monkeys, state
1 represented a static period of low activity across all elec-
trodes, and the go signal event did not elicit any state
transition. However, sometime after the go signal, there
was a transition to state 2, whose onset and offset corre-
lated with movement onset time. State 2 therefore likely
represents movement preparation or initiation mecha-
nisms. States 3-5 in monkey 1 and states 3 and 4 in mon-
key 2 were correlated with the object contact, the reach
duration, and the placing duration and therefore may be
differentially involved in the acceleration and decelera-
tion phases of reaching (Kadmon Harpaz et al., 2019), or
the coordination of the wrist orientation. Model compari-
son resulted in a model with six states for monkey 1, and
five states for monkey 2. Analysis of the kinematic data
revealed that monkey 2 had faster response times and
made faster reaches than monkey 1, suggesting that mon-
key 2 was making more ballistic reaching movements

with less reliance on feedback motor control. Monkey
2 also exhibited poorer performance in both the posterior
predictive checks and the decoding accuracy when com-
pared to monkey 1. One explanation for this difference
could be attributed to monkey 2’s more rapid reaching
movements. However, it is also plausible that the smaller
number of trials for monkey 2 (N = 383), as opposed to
monkey 1’s larger number of trials (N = 439), could have
contributed to the observed contrast. The difference in
the number of states could therefore be because state 4 in
monkey 1 corresponds to feedback control mechanisms
used during the deceleration phase (Kadmon Harpaz
et al., 2019), but these mechanisms are less implicated in
monkey 2’s reaching movements. States 5 (monkey 2)
and 6 (monkey 1) are activated before, and aligned to,
the placing event, and therefore likely reflects control of
a reaching movement in the opposite direction from the
initial reach-to-grasp (Kadmon Harpaz et al., 2019). The
model was trained solely on the multi-unit spike data
from each trial without any event timing information,
and yet state transitions and lifetimes were tightly linked
to kinematic events and movement durations, suggesting
that each state represents distinct motor control
mechanisms.

This paper presents three modelling enhancements
that improve the effectiveness of the basic hidden
Markov model in various ways. Firstly, the trial-specific
random effects in transition and emission probabilities
enable the model to account for differences in the under-
lying dynamics of the system between trials. This cap-
tures individual variability in neural activity that cannot
be captured by a single-level model, resulting in signifi-
cant decoding accuracy improvement over a single-level
model as measured in the Monte Carlo simulation for the
two monkeys. Secondly, the use of multivariate Poisson
log-normal emission probability distributions allows for
flexible modelling of emission probabilities, taking into
account the correlation between different neural signals
and skewness in neural activity data. Lastly, the inclusion
of trial-specific covariates on the transition distribution
facilitates the exploration of the effect of experimental
conditions on the neural dynamics of the system across
trials. This enhances the interpretability of the model and
enables statistical assessment of the influence of experi-
mental conditions (i.e. whether the null value zero is
excluded from the 95% credibility intervals for regression
coefficients of the experimental conditions).

There are a few limitations to this framework which
include the basic assumptions of HMMs, longitudinal
generalisability for predictive decoding, task conditions,
zero-inflation and the use of multi-unit, rather than
single-unit, activity. All HMMs make the assumption that
only one state can be active at any given time, and that

85UB017 SUOLILIOD SO 8|edddde BU Aq pauRA0D 318 S3[o1e WO ‘88N JO S3NJ 0 A%1q 1T 8UIIUO AB] 1M UO (SUORIPUOD-PUR-SWLIBYW0D A3 | IM*A eI [oUUO//STNY) SUORIPUOD PUe SWi L 8U388S *[£202/2T/02] Uo Ariqiauluo AB|IM AsieAlun 1yoaN Ag S909T UR/TTTT OT/I0p/W00 A3 1M Afeiq Ul |uo//SANY WOy papeojumoq ‘€ ‘€202 ‘8956094 T



KIRCHHERR ET AL.

state transition probabilities only depend on the current
state rather than the recent history of states (the Markov
assumption). These may not be reasonable assumptions
for neural population activity, and there have been recent
efforts to develop a similar framework without, or with
relaxed versions of, these assumptions (Gohil et al.,
2022). A promising future direction might be to extend
the benefits of multilevel Bayesian HMMSs to such frame-
works, for example, by implementing an explicit-duration
hidden semi-Markov model that relaxes the Markov
assumption, decoupling the state duration from the tran-
sition probabilities by explicitly assigning distributions to
the duration of the states (Yu, 2010). One advantage of
the multilevel approach is the ability to model between-
trial differences in activity that might undermine
attempts to identify the population state. However, as
would also be the case for single level models, new trials
would have to use group-level mean model parameters.
One possibility for future work might be to take advan-
tage of the trial-specific parameters in the multilevel
model and extrapolate them for decoding future activity.
The task used involves only three reach directions and
one grasp type. This was a necessary restriction for the
current study to establish and test the framework, but
future applications should use a wider range of reach and
grasp movements along with kinematic tracking in order
to identify the specific motor control mechanisms repre-
sented by each state. Model checking with PPCs revealed
a minor underestimation of the proportion of zeros in the
spike count data, consistent with a zero-inflated genera-
tive process (i.e. a generative process assuming a ‘back-
ground’ component that generates zero spikes
[‘structural zeros’] and an ‘active’ component that gener-
ates a number of zero or more spikes). Future versions of
the model could be extended with a zero-inflated Poisson
emission distribution to model the excess of zeros beyond
what a common random-effect Poisson distribution can
accommodate (Aguero-Valverde, 2013). Finally, we
trained the model on multi-unit spiking data, because of
the inherent difficulty in tracking single units over long-
term recordings. However, this is also a strength of this
approach, as multi-unit activity has been shown to be
sufficient to capture neural population dynamics
(Trautmann et al., 2019), and therefore circumvents the
need for longitudinal spike sorting.

Multilevel Bayesian HMMs provide a framework for
analysing neural population activity within relatively
long trials and over extended periods of time. However,
while these models are able to identify discrete segments
of activity, they do not directly provide insight into the
neural dynamics occurring within each segment. A
promising avenue for future research is to combine mul-
tilevel HMMs with PCA-based dimensionality reduction

T Wiy L

techniques (Duncker & Sahani, 2021; Gallego
et al,, 2017). Such techniques can extract continuous
latent variables from neural population activity but are
typically applied to very short-time windows (200-
700 ms; Gallego, 2018; Mazor & Laurent, 2005; Russo
et al., 2020). These latent variable dynamics have been
shown to be stable over long periods of recording by
aligning, day-to-day, the low-dimensional manifolds that
they are embedded in (Gallego et al., 2020). These tech-
niques could thus be used to probe the dynamic neural
activity within the states identified by a multilevel HMM
during longer trial periods. It may also be possible to take
advantage of the group- and trial-level HMM parameters
to guide manifold alignment.

5 | CONCLUSION

The multilevel Bayesian HMM presented here has several
unique advantages for analysing longitudinal neural pop-
ulation dynamics from multi-electrode arrays compared
to current approaches. The emission probabilities are
multivariate Poisson distributions, capturing the statisti-
cal distribution of neuronal spikes. The model is trained
trial-by-trial, without the need for epochs of the same
length, making it applicable to motor tasks which typi-
cally have variable trial duration because of movement
variability. The inclusion of covariates allows the model
to be fit on data from multiple experimental conditions
and therefore simplifies comparison between them. In
this study, each monkey was pre-trained on the reaching,
grasping and placing task, but because the multilevel
Bayesian framework easily handles longitudinal data, it
is especially well suited for studies of longer-term neural
population plasticity in the context of motor learning.
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