Algorithmic group formation and group work evaluation in a
learning analytics-enhanced environment: Implementation study in a
Japanese Junior High School

Changhao Liang®, Rwitajit Majumdar®, Yuta Nakamizo?®, Brendan Flanagan® and
Hiroaki OgataP

a&Graduate School of Informatics, Kyoto University, Kyoto, Japan;
P Academic Center for Media and Computing Studies, Kyoto University, Kyoto, Japan

ARTICLE HISTORY
Compiled September 26, 2022

ABSTRACT

In-class group work activities are found to promote the interpersonal skills of learn-
ers. To support the teachers in facilitating such activities, we designed a learning
analytics-enhanced technology framework, Group Learning Orchestration Based on
Evidence (GLOBE) with data-driven approaches. In this study, we investigated how
algorithmic group formation and group work evaluation systems were orchestrated in
a Japanese junior high school throughout a series of collaborative learning activities.
From the field implementation of 12 group formations, we validated the difference
in the measured heterogeneity of the groups formed by the different algorithms
to create homogeneous and heterogeneous groups compared to random grouping.
Further, the peer rating and self-perception of the group work were compared for
different contexts (comparative reading and idea exchange) conducted by group-
ing following different algorithms. We found that groups formed heterogeneously or
homogeneously considering the learner model data performed better than random
grouping. Specifically, students in groups created by the homogeneous algorithm
received higher peer ratings and more positive self-perception of group work in the
idea exchange group tasks. We did not find significant differences in the context of
comparative reading. Additionally, we examined texts extracted from the peer feed-
back tags to reflect on the group work process and the usability aspects of the peer
evaluation system. Along with empirical findings, this work presents a paradigm
of continuous data-driven group learning support by incorporating the peer and
teacher evaluation scores as an input to the subsequent algorithmic grouping.
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1. Introduction

Collaborative learning is progressively adapted in various pedagogical contexts. Dur-
ing collaborative learning, participants work together to share ideas, help each other
or accomplish team goals (Dillenbourg, 1999), which benefits many of their soft skills
development such as critical thinking, problem-solving, and interpersonal consulta-
tion that count in modern society (Stahl et al., 2006). Computer-supported collab-
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orative learning (CSCL) (Stahl et al., 2006) and learning analytics (LA) (Siemens,
2012) provides digital tools and data support, thus bringing immense opportunities
to scaffold such activities with information technologies. Currently, many researchers
focus on the implementation of LA tools during the orchestration phase of the group
work (Rodriguez-Triana et al., 2015; Van Leeuwen et al., 2014), or in a synchronous
digital learning environment (Van Leeuwen, 2015). However, valid support for group
formation and evaluation phases in a classroom-based environment deserves further
attention.

Meanwhile, obstacles to providing valid support to collaborative learning exist. In
the face-to-face in-class group learning context of junior high schools, collaborative
learning appears to happen in form of small-group learning (Gillies, 2003). Teachers
should compose each group and align students appropriately according to different
learning contexts (Urhahne et al., 2010). In terms of group formation, teachers tend to
resort to random grouping or just pairing neighboring students owing to difficulties to
do it in a real-time manner (Salihoun et al., 2017). Unlike online learning environments,
students of traditional classrooms seldom use digital tools, which leads to a cold start
problem for the lack of enough learning logs to create learner models (Brusilovsky et al.,
2015) that can be used to allocate students based on their attributes. In the CSCL-
supported context, there remains a chance that teachers would get overwhelmed if they
do not know how to make the best of computer-supported tools for orchestration.
In addition, to evaluate the performance of the in-group work, only the teacher’s
evaluation is not enough since one teacher cannot check what is happening in all
groups during the group learning (Kasch et al., 2021). Thus such technology adoption
barriers further demand teachers’ efforts and distract from starting the classroom
activities (Austin et al., 2010).

The limitations listed in actual practice prompted the introduction of technology
support on classroom implementation of group work that can help the teacher create
groups efficiently during the class and get more information on students’ participation.
Since such in-class group learning practice with digital systems and data support is
still not studied to a great extent, this study implements systems of Group Learning
Orchestration Based on Evidence (GLOBE) framework (Changhao et al., 2021a) in
a classroom group work context. In this paper, we aim to show how the systems of
GLOBE operate for in-class group work and depict a picture of a classroom group
work implementation under learning analytics support.

2. Related works

2.1. Algorithmic group formation based on student model

Group formation is a starting point (Sadeghi and Kardan, 2016) and fundamental
task (Wessner and Pfister, 2001) to achieve pedagogical goals of group learning. Col-
laborative learning with properly formed groups is found to outperform traditional
teaching (Kyndt et al., 2013), while improperly selected group formation parameters
may raise several problems that lead to failure (Wang, 2010). Since various issues such
as group members’ characteristics, the context of the group creation process and the
techniques used to form the group (Maqtary et al., 2019) could affect the group learn-
ing processes. Janssen and Kirschner (2020) also mentioned that students’ domain
knowledge, collaboration skills, self-regulation skills, group size, and group experience
should be considered when designing a group work activity. In Sdnchez et al. (2021),



personalities such as gender, self-efficacy, and attitude were used but such one-off data
was collected in one specific context. In the learning analytics-enhanced environment,
there are student model data (Brusilovsky et al., 2015) that covers recorded learning
behaviors on the learning management platforms (LMS), preferred learning styles, pre-
vious common working experiences, and so on (Bozic et al., 2008). The student model
data depicts learning-relevant characteristics of learners that could be considered in
group formation.

Meanwhile, researchers have pointed out that the optimal group composition varies
from different pedagogical contexts with diverse goals and output (Manske et al., 2015).
Though heterogeneity between group members and their resources is recommended ac-
cording to Vygotsky (1980), homogeneous compositions in learning engagement pat-
terns could avoid neglect and isolation of learners during group work (Salihoun et al.,
2017). Also, Sanz-Martinez et al. (2019) found that homogeneity in learning engage-
ment produced better quality in team assignment with more interactions and self-
efficacy. Heterogeneous groups in intellectual abilities, gender, experiences, preferences,
interests, personalities are implemented for better results by peer help (Knez et al.,
2017). Kanika et al. (2022) showed heterogeneous composition in academic achieve-
ment on group performance as well, but for subjective perception, students were more
satisfied with homogeneous group settings. Jensen and Lawson (2011) indicated that
homogeneous grouping in terms of students’ initial reasoning abilities performs better
with more positive attitudes toward collaboration in the inquiry learning context, while
in the didactic condition heterogeneous groups outperformed homogeneous groups.

To form groups with homogeneous or heterogeneous compositions, artificial intelli-
gence (AI) algorithms can make use of the former attributes to generate groups based
on optimization functions. For instance, evolution-based machine learning, which is
flexible to different group compositions and matches the multidimensional input of
student model attributes to provide a genetic solution of formed groups (Moreno et al.,
2012; Sukstrienwong, 2017). According to Flanagan et al. (2021), multiple variables in-
put are vectorized with the value of each dimension representing one input parameter.
Then, the fitness value (F') indicating the distance of each vector, will determine homo-
geneous groups with a smaller F', or heterogeneous groups with a larger F. The fitness
value can also play a role as the heterogeneity indicator of each group characterizing
its internal composition. Besides, there are other methods such as clustering (Kanika
et al., 2022; Magtary et al., 2019) for homogeneous grouping, semantic analysis based
on textual input (Erkens et al., 2019; Manske and Hoppe, 2016) and social network
analysis (Sadeghi and Kardan, 2016; Yoshida et al., 2020). Given the open nature of
the learner model attributes that Flanagan et al. (2021) approach can accommodate,
we have adopted this method in the current version of the system. In summary, cur-
rent systems on algorithmic group formation have provided abundant approaches for
orchestrating optimized groups. These systems usually provide only one group for-
mation strategy using fixed characteristics of learners for a specific context. Hence a
more integrated system that enables flexible group formation approaches and selective
student model data deserve further discussion.

2.2. Group learning activities: Classroom orchestration and practices

Group learning activities practiced in the classroom provides students with opportu-
nities to acquire basic collaboration skills and valuable experience (Chowdhury et al.,
2002) and can cover different learning contexts. Teachers may conduct group learning



for simple brainstorming to just share ideas (Chang and Yeh, 2021), or peer help-
oriented activities that require collaborative knowledge construction (Fischer et al.,
2002) such as collaborative reading (Toyokawa et al., 2021) and problem-solving tasks
(Ouyang et al., 2021), or workshop with further project-based group cooperation
and more complex activities (Zhang et al., 2011). In terms of the national language
class, the former two contexts featuring in-class communication are more common,
but the involvement level of the learner’s previous knowledge is different. In a peer
help-oriented context, more knowledge externalization and elicitation of task-related
knowledge happen (Fischer et al., 2002), so that individuals can extend their knowl-
edge by the distribution of knowledge resources within the group work according to
Vygotsky’s Zone of Proximal Development (ZPD) theory (Vygotsky, 1980).

To assess the classroom-implemented group learning process, several indicators re-
flect the performance of group learning activities. Arvaja et al. (2007) pointed out
the perceived quality of experience is discernible as well, which shows the insight of
group work participants in a direct way. In Japanese schools, the idea of “proactive,
interactive and authentic learning” suggested by the national curriculum standards
has been implemented as the goal of modern education as well as common evaluation
criteria for pedagogical activities (Mikouchi et al., 2019). In case of lacking objective
data like real-time communication records for process analysis, several studies inspect
the classroom-implemented group learning process using quantitative methods such as
observations (Ambreen, 2021) and focused-group interview for supplement (Seri¢ and
Garbin Pranicevi¢, 2018).

2.3. Group work evaluation

The evaluation of group learning can not only provide a grade for the course but also
improve group learning quality and give motivation during the process to promote
individual learning (Forsell et al., 2020). The evaluation methods can be broadly di-
vided into summative or formative assessment (Strijbos, 2010). Formative assessment
is proved to be helpful to facilitate reflection and immediate correction (Aminu et al.,
2021; Mentzer et al., 2017). Hence, in a data-rich environment, instant feedback and
enriched group awareness information (Ollesch et al., 2019; Straufl and Rummel, 2021)
were adopted to support the group work process.

However, one teacher cannot check what is happening in all groups during the group
learning (Kasch et al., 2021; Van Leeuwen, 2015). There exist some solutions to this
issue in the mobile learning context (Alvarez et al., 2021) by providing monitoring of
the group work process for the teacher, classroom-based scenarios still need supplement
from peer evaluation. Meanwhile, problems of social loafing and free riding (Strijbos,
2010) are prevalent that remain large obstacles to successful group learning activities.

Peer evaluation becomes imperative to alleviate teachers’ workload and provide a
real-time inspection across the group learning process (Willey and Gardner, 2010).
The peer evaluation tools evolve from paper-based surveys to digital files and online
platforms (Tharim et al., 2016), making the evaluation delivery process faster (Cley-
nen et al., 2020) with anonymity (Cheng and Warren, 1997), which can enable teachers
to conduct the evaluation activities in a short time. Peer evaluation engagement also
benefits to improving the students’ soft skills such as critical thinking (Rohmah et al.,
2021) and self-regulation (Meusen-Beekman et al., 2016). It can also enhance stu-
dents’ motivation and increase attendance as a facilitator (Chaloupsky et al., 2021).
The quality of peer evaluation becomes a promising issue (Aminu et al., 2021). Cur-



rently, researchers aim to improve these peer evaluation skills using group awareness
indicators from their learning logs (Kasch et al., 2021) or interactive peer evaluation
platforms with backward feedback (Lin et al., 2021). From the learning analytics per-
spective, the re-use of these peer evaluation data is seldom discussed in the former
peer evaluation platforms. Changhao et al. (2021b) went further on the role of peer
evaluation in the data-driven ecosystem, and this study will serve as an empirical
classroom implementation of that approach.

3. Group Learning Orchestration Based on Evidence (GLOBE)
framework and its system components

Group Learning Orchestration Based on Evidence (GLOBE) provides a framework for
group learning support with data-driven approaches in the learning analytics-enhanced
environment (Changhao et al., 2021a). As illustrated in the figure 1, the data-driven
workflow covers four phases: group formation, orchestration of group work, evaluation
of group work, and reflection after group work. For this study, the algorithmic group
formation system and the peer evaluation system instantiate the GLOBE framework as
two organic components of a Learning Analytics Dashboard (Majumdar et al., 2019).
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Figure 1. GLOBE framework and its two implement systems

3.1. Group formation module: algorithmic grouping using logs in student
model

As for the group formation module, based on the former research that formed groups by
the simple ranking of each characteristic (Changhao et al., 2021a), a genetic algorithm
was applied to strengthen the flexibility to multiple data sources. To represent a group
formation, one combination of students constructs a candidate individual (G) as a set
of randomly-ordered students (s) partitioned by groups (Figure 2). For each student,
there is a corresponding vector covering multiple characteristics of the student for the
calculation of fitness value. These characteristics come from user model variables such
as online reading logs, quiz scores from the LMS, and previous rating data from the
peer evaluation module. Each dimension of a student vector is represented by a certain
variable selected by the user. Figure 3 illustrated an example of metrics representation
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Figure 2. Representation of a candidate group formation as a vector of students divided into groups, illus-
trated by an example of 4 groups of 4 students (Flanagan et al., 2021)

where each student (s) is represented by a column vector with a characteristic (c)
being represented as a dimension.

For the fitness estimation, the system uses the measure of squared differences.
Adapted from the global optimization method of the original algorithm that con-
centrates on inter-group difference (Moreno et al., 2012), a local optimization strategy
focusing on the intra-group difference of characteristics of members within each group
(Flanagan et al., 2021) was used in this implementation. The Equation 1 shows the
fitness calculation of each individual (G), where S is the number of students, C is the
number of characteristics, NV is the number of groups, and z;, is the average value
of the characteristic j in the group g. The fitness value of one group formation (F)
is the sum of all of the fitness values of each group (Fy). Employing the fitness value,
we can determine homogeneous groups that have similar members and a small F', or
heterogeneous groups that are made up of dissimilar group members shown by a large
F'. This fitness measure is used to cull undesirable candidates during the genetic algo-
rithm iteration processes of breeding, crossover, and mutation (Flanagan et al., 2021)
from the original candidate individual (G). Finally, it can select the best candidate
(G) among all individuals with the largest or smallest F' at the end.
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The algorithms were used to create groups with different compositions. After cre-
ating groups, teachers can also check the group’s homogeneity and the details of each
attribute of the group members. Figure 4 serves as examples of a heterogeneous group
and a homogeneous group formed by the system showing its F} in the equation 1 as the
squared differences within the group. This F, value denotes the heterogeneity of the
corresponding group. In this case, the group is created based on three student model
variables: course score, teacher’s ratings, and peer ratings. The course scores can be
any academic performance score like quizzes, and the teacher’s and peer ratings can
be collected in the group work evaluation module introduced in the next subsection.

In the heterogeneous group, we can find a higher heterogeneity, where student 3
got zero in the course score, and student 4 received a lower peer rating in the past.
Such extreme values can be attributed to the absence of previous group works. For
the heterogeneous grouping algorithm, we can ensure that these student with missing
previous data can be assigned to diverse groups so that those with previous group work
experience can assist them. While when considering homogeneous grouping, teachers
may exclude these students from the algorithm and manually assign groups for them
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Figure 3. The mapping of student model variable values to the student characteristic representation matrix
(Flanagan et al., 2021)

later.

Conversely, the squared heterogeneity of the homogeneous group is much lower
where group members have closer scores. For random group formation, the members
of each group are determined totally by random arrangement without any data inter-
vention. Hence the heterogeneity of each group under random group formation remains
unstable.

3.2. Group work evaluation module: System support for peers and teacher

The group work evaluation module provided the affordances to both teachers and
peers to rate their evaluation of the group work. For the teacher’s rating, the teacher
can directly give ratings to each group in the group panel. In the peer evaluation
module (Changhao et al., 2021b), group members can rate other individuals in their
group or another group by just clicking the stars in the interface. They can also provide
textual comments about the group learning as formative peer feedback. When students
received feedback from peers, the comments will be visualized in the teacher’s interface
instantly. Once the ratings and comments are provided, the system shows them to the
specific users with real-time ratings and textual feedback without association to the
evaluator’s name. The teacher can also set whether to show these ratings directly
to the students as formative feedback or temporarily hide them and show them as
a summative score later. Before the evaluation, the teacher can set the criteria of
peer evaluation and the student can see each indicator of the criteria (for example
subjectivity, communication, and perceived learning) as an independent column (see
Figure 5).
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Squared Difference within the Group: 1.34326 Squared Difference within the Group: 0.045921

Number of Positive Relationship: 0 Number of Positive Relationship: 0

Number of Negative Relationship: 0 Number of Negative Relationship: 0

Pre-quiz scores Teacher’s ratings for affiliated group Peer ratings to group members
Name Course score  Group Evaluation: By teacher Individual Evaluation Name

Course score  Group Evaluation: By teacher Individual Evaluation
Student1 100 100 856 Student1 80 60 69.71
Student2 100 60 6 Student2 80 60 81

Student3 0 60 9% Student3 100 60 76.5

Student4 80 40 6644 Student4 80 70 80.86

Heterogeneous group Homogeneous group

Figure 4. Example of the group formation details of a heterogeneous group and a homogeneous group (raw
scores scaled to 0-100)

Name Initiative Communication Learning Tags
shichisans 4=5E05(Me) * k& ok ok * %k ko % ok ok ok

+ New Tag
shichisans 2425 * ok & ok & * & ok ok ok * %k k& k

+ New Tag
shichisans Z4E19 * ok & ok ok * &k ok ok * %k k& ok

+ New Tag

Figure 5. Interface of peer rating with three criteria set by the teacher

3.3. Supporting continuous data-driven group works using GLOBE

Figure 6 summarizes the continuous data-driven support throughout the two phases of
GLOBE. As is depicted in the figure, the peer’s evaluation together with the teacher’s
evaluation is logged into the learning record store as a part of the student model
(orange circles). It can be reused as input to the algorithm in the following group
formations (orange triangles). These inputs can also be used to identify students who
may need special attention in the current group learning beforehand (Bukowski et al.,
2017) in the detail panel of Figure 4. Additionally, to determine the reliability of each
evaluator’s peer ratings, the student model attributes used in the group formation
phase can be capitalized on as performance indicators according to (Piech et al.,
2013) to address the impact of biased peer scores. In other words, raters with higher
scores in the group formation indicators will be modelled as high-reliability students
and get a higher weight when calculating the scores for an individual using weighted
average scores. Currently, this function has been visualized in the system (See Figure
7) showing both the raw score and the weighted score considering the reliability of each
rater, and would be further investigated in the following research of this study. Also,
simple randomized grouping followed by using the evaluation score for subsequent
grouping provides a feasible solution to the cold start problem in data-driven research
(van der Velde et al., 2021).
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Figure 6. Example of a continuous data-driven support data flow under GLOBE

4. Research Method

4.1. Research Question

Based on the gap in the previous studies discussed in section 2 and the GLOBE
framework presented in section 3, in this study we aim to investigate how the data-
driven group formation together with group work evaluation systems work in an actual
junior high school classroom context.

The specific research questions are stated as follows:

RQ1. Does data-driven algorithmic group formation create groups of different het-
erogeneity?

RQ2. What are the differences in students’ peer ratings and self-perception of group
work among groups created by different algorithms?

As for RQ2, we considered different algorithmic grouping conditions and divided
RQ2 into two research questions:

RQ2.1 What are the differences of peer ratings and self-perception of group work
between groups created by random arrangement and data-driven algorithmic group
formation system for in-class group learning?

RQ2.2 For data-driven groups, what are the differences in peer ratings and self-
perception of group work between groups created by the homogeneous and heteroge-
neous algorithm?

4.2. Study context and design

The study was implemented in native language classes of the second grade in a junior
high school in Japan. The group learning activities focused on two contexts: idea
exchange and comparative reading.

In the idea exchange context, students were expected to just share their opinions
with group members, which is aimed to help them to get more inspiration and under-
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Raw Score (Average): 4.33333
Weighted Score (Average): 4.209

Rater Reliability Raw Score
student 3 0.32 5.0
student 5 0.38 5.0
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Figure 7. Example of a visualization of the weighted score considering the reliability of peer ratings

standings of the learning topic. Figure 8 shows the workflow of an actual idea exchange
group learning (typical session 2 or 4).

Showing group Group work by '

memebrs idea sharing

Individual work
on worksheet

Peer evaluation

Figure 8. Idea exchange group learning: Classroom implementation workflow

In the comparative reading context (session 3), students were expected to find sim-
ilarities and differences between two articles, which was aimed to help them to under-
stand the topic from various perspectives and also practice their reading skills.

Such two contexts vary from the knowledge construction level since idea exchange
may represent an activity with a low level of collaborative knowledge construction since
sharing ideas with others does not require elaboration or critical discussion. While
comparative reading may require higher-level collaborative knowledge construction
in which the presented ideas are elaborated and critically discussed, and cognitive
capabilities like reading skills are required as well.

A series of such activities across four sessions were conducted during the course
topic of “the power of words”. Each session took one class hour and was conducted
sequentially within one week. For each session, the actual group work phase where stu-
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dents discussed in small groups lasted 5 - 10 minutes. 12 group formations generated
by random, homogeneous, and heterogeneous approaches were adopted in different
classes (see Figure 9). Though the same sample of learners was compared in different
conditions, they worked in different groups with different group heterogeneity, which
is what we aimed to investigate in this study. Session 1 was an initiation to the system
where students worked to understand the technology when participating in groups to
think about a word while coming up with a name for a newborn baby. In session 2,
students wrote down their opinion about the power of words in the worksheet individ-
ually by listing some daily words that they use. Then they shared their worksheet in
groups and discussed them. In session 3, students were instructed to do comparative
reading by working in groups. The output of this session tended to be more objective
and reading skills-based compared to that of the previous idea exchange context. As
for session 4, students first wrote a short composition about their impression of the
power of words and then shared it with group members, which was similar to the idea
exchange activity in session 2.

4.3. Participants

Participants were from grade 2 in a Japanese junior high school. 120 students (46 boys
and 74 girls, with an average age of 14 years old) were selected by purposive sampling
to be part of this study. They were distributed across 3 classes and were instructed
by the same native language teacher. Each class had 40 students and there were 107
students (36 from Class A, 36 from Class B, and 35 from Class C) who participated in
all sessions with some missed due to absence. Each Student with their parents had read
and signed the consent form telling about privacy issues on personal data collection
and usage.

4.4. Procedure

The procedure of the study across four sessions was summarized in Figure 9. For each
group learning session, students were beforehand divided into groups using different
group formation algorithms of the group formation system as is shown in the figure.
We set the group size as four since it is easy for 4 students to sit around in the
classroom with 4 neighboring tables, though some groups have only 3 members due to
the absence issue. In the initiation activity of session 1 and idea exchange activity on
session 2, students were combined by random arrangement without data intervention.
Then, the algorithm used data from 2 to generate the groups of session 3 and the
heterogeneity of these groups was measured by using the data at the end of session
3. It was the same with session 4 where data from both session 2 and 3 were utilized
following the continuous data flow in Figure 6.

In session 1, a pre-test of reading comprehension related to the topic “the power
of words” was conducted at the beginning, and a survey on attitude towards group
learning (Cantwell and Andrews, 2002; Xethakis, 2018) was also incorporated after
the class. From session 2, students were required to give peer ratings after the group
learning. A 5-item self-perception of group work survey was also given at the end
of class. After the class, the teacher gave ratings to each group depending on the
activeness of communication as well.

When it comes to sessions 3 and 4, we used pre-test scores and previous ratings
received by each student to generate homogeneous or heterogeneous groups for different
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Session 1 Session 2 Session 3 Session 4

Context Initiation Idea exchange Comparative reading Idea exchange
Class All All Class A Class B & C Class A Class B & C
Algorithm Random Random Homogeneous | Heterogeneous Heterogeneous Homogeneous
Pre-test score Pre-test score
Data Used Teacher’s ratings of class period 2 ' Teacher’s ratings of class period 2 and 3
Peer ratings of class period 2 Peer ratings of class period 2 and 3
Test Pre-test Post-test
Evaluation Teacher & Peer

General attitude
towards group
learning (Xethakis,
2018)

Self-perception of
group work (Drury et,  Self-perception of group work
al., 2003)

General attitude towards group learning

Sarvey & Self-perception of group work

Figure 9. Procedure of the group learning experiment

classes. For each session executed in the same class, we employed different algorithms
to control the learning effect caused by the order of the learning task. For session
3, students were grouped to do comparative reading tasks, where students in Class
A were grouped homogeneously while Class B and C formed heterogeneous groups.
Conversely, in session 4, Class A worked in heterogeneous groups and Class B and C
worked in groups formed by the homogeneous algorithm for the idea exchange activity.

4.5. Instruments and data collected

We adopted Mixed Methods Research (Creswell et al., 2011) for data collection which
covers both quantitative and qualitative data. The ratings from the teacher’s and
peer evaluation inputs are automatically collected in the data-driven evaluation sys-
tem (Changhao et al., 2021b). The teacher walked around the classroom during the
group learning and made some notes of the performance of each group. The teacher
did the rating after the class since the scores are sensitive in Japanese high schools
and he does not want students to see it directly. As for peer ratings, group mem-
bers were asked to rate each other in three indicators: subjectivity, communication,
and perceived learning, from the perspective of “proactive, interactive and authentic
learning” suggested by the national curriculum standards of Japan. As is explained by
Shiho (2021), “Subjectivity” indicates the motivation of the participation of the group
work. “Communication” emphasizes student interaction through dialogue, which is
measured by the activeness of speaking. “Perceived learning” refers to how much help
you get from the member in the group work, which reflects the concept of “authentic
learning” that focuses on the actual cognitive improvement. These three indicators
have been implemented throughout daily pedagogical activities in Japanese schools
since 2016 so that students were not alien to them (Mikouchi et al., 2019). A total of
506 evaluations from students were made in the system for the last three sessions. The
teacher’s evaluation scores were not considered in the data analysis of this research
since we focused on students’ evaluation this time, but these scores were used as the
group formation input variables for sessions 3 and 4.

To measure the perception of group work, a 5-item self-perception of group work
survey (see Table 1) was selected and adapted from the questionnaire of student per-
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ceptions of group work in Drury et al. (2003) with a 5-point Likert-type scale from
“strongly agree” to “strongly disagree”. The Cronbach’s alpha value of the survey
was 0.901 in this study with relatively high reliability of the scales. To assume the
homogeneity of three different classes, students took a pre-test of reading compre-
hension with 5 multiple choice questions in session 1 (e.g., “Read the article and
choose which statement is right in the following answers.”). A post-test with similar
patterns was conducted in the end after finishing all 4 sessions. Meanwhile, a sur-
vey on the general attitude towards group learning based on Feelings Towards Group
Work (FTGW) questionnaire (Cantwell and Andrews, 2002; Xethakis, 2018) composed
of three constructs (Preference for Individual Learning (PIL), Preference for Group
Learning (PGL), and Discomfort in Group Learning (DGL)), was also carried out
in the initiation phase. The Cronbach’s alpha values of FTGW in this study were
0.775 for PIL, 0.620 for PGL, and 0.546 for DGL which is similar to the related study
(Xethakis, 2018).

Table 1. 5-item survey on the self-perception of group work (adapted from Drury et al. (2003))

No. Item

1 I have had very positive experiences with group work.
2 The product of group work has been as good or better than
I could produce as an individual.

3 We gave each member the opportunity to contribute.
4 I am a good player during the group work.
5 We work well as a group.

In addition, for the peer evaluation phase, we did random observations to find
problems when students use the system in the actual classroom field. After the group
activity, informal talks were conducted with the teacher and students after class.

4.6. Data analysis

Before analysis, we conducted tests to confirm the equivalence of groups by considering
their academic performance and attitude to group learning. Table 2 shows the pre-test
score proved to be of no significant difference in ANOVA so that we can consider each
class performs similarly in academic performance. Meanwhile, it is also indicated that
their post-test scores proved to be of insignificance, hence we can consider that the
sequence of sessions does not affect the group work outcome.

To answer RQ1, we adopted ANOVA to examine the difference among the hetero-
geneity of groups created by different algorithms. To answer RQ2, firstly, we compared
the students’ ratings of groups formed by random arrangement and formed by data-
driven algorithmic group formation system to answer RQ2.1. To control the issue of
context difference, all group works under these comparisons were conducted in the idea
exchange context. Then, as for RQ2.2, we went further to inspect the groups created by
the homogeneous algorithm and heterogeneous algorithm in two group learning con-
texts. In this case, we divided different classes into different conditions and we have
controlled the issue of inter-class difference as well as the sequence of sessions accord-
ing to the former illustrations. For statistical examination, we took Mann-Whitney U
tests since neither of the peer rating scores nor self-perception survey scores satisfied
normal distribution according to Shapiro-Wilk test.
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Table 2. ANOVA of pre-test score and attitude towards group learning survey

Class  Mean SO N F n?
Pre-test A 4.128 1.490 39 0.039 0.0007
B 4216 1.134 37
C 4.167 1.464 36
Post-test A 3.821 0.451 39 1372 0.025
B 3.595 0.686 37
C 3.778 0.722 36
PIL A 12.333 3.578 36 0.672  0.013
B 12.333 3.719 36
C 13.143 2.777 35
PGL A 23.611 3.055 36 0..63 0.009
B 24.361 3.863 36
C 23.800 3.333 35
DGL A 10.222 2,542 36 0.627 0.012
B 10.167 2.699 36
C 10.800 2.655 35

5. Results

5.1. RQ1: Does data-driven algorithmic group formation create groups of
different heterogeneity?

Table 3 lists the descriptive statistics of the heterogeneity of all groups created in
this study under different group formation algorithms of the system measured by
fitness values (Flanagan et al., 2021) introduced in section 3.1. For one group created
by the homogeneous and heterogeneous algorithm, the fitness values are calculated
automatically using the selected variables. For randomly-created groups, the fitness
values are calculated manually using the values of the same variables. The results of
ANOVA denote the significant difference (F = 9.569, p < .001, 2 = .18) between
groups created by three approaches, and Figure 10 shows the distribution. We can see
groups created by the heterogeneous algorithm have higher heterogeneity values and
those formed by the homogeneous algorithm have lower values. The groups formed by
random arrangement are between those formed by two algorithms.

Table 3. Descriptive statistics and ANOVA of group heterogeneity under three group formation approaches

Algorithm N Mean Min Max SD F n?

Random 30 0.404 0.053 1.383 0.401 9.569*** 0.18
Homogeneous 30 0.297 0.028 1.343 0.364
Heterogeneous 30 0.687 0.137 1.361 0.422

D, < 001,
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Figure 10. Box plot comparing heterogeneity of groups created by three approaches

Table 4. Post Hoc Comparisons of groups formed by different approaches

Mean Difference t Drukey

Heterogeneous Homogeneous 0.390 4.234*%FF < .001
Random 0.283  3.070**  0.008

Homogeneous Random -0.107 -1.164 0478

Note. P-value adjusted for comparing a family of 3

Post-hoc tests found significant difference in heterogeneity between groups created
by heterogeneous algorithm and homogeneous algorithm (t = 4.234, pyykey < -001),
and heterogeneous algorithm and random arrangement (t = 3.070, pyykey < .01) (See
Table 4).
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5.2. RQ2: What are the differences in students’ peer ratings and
self-perception of group work among groups with different
heterogeneity

5.2.1. Comparison of groups created by data-driven algorithmic group formation and
random arrangement

Table 5 gives the overall result of statistical examinations with the green color indi-
cating significance. Each comparison is independent since the sample is different due
to different group compositions in each condition. As is indicated in the figure, groups
formed by the homogeneous algorithm tend to have significantly higher peer rating
scores as well as self-perception than random groups, and also perform better than
groups formed by the heterogeneous algorithm in peer ratings. The specific results are
discussed in the following subsections.

Table 5. Overall results of comparative studies of groups created by data-driven algorithmic group formation
and random arrangement

Comparlson.o.f Sample of comparison! Peer ratings? Self-perception
group composition of group work
Heterogeneous (He.)  Class A session 4 (4-A) v/s S: He. > Ra.

v/s random (Ra.) Class A session 2 (2-A) C: He. > Ra. He. > Ra.

L: He. > Ra.
Homogeneous (Ho.) Class B&C session 4 (4-B & S: Ho. > Ra. **
v/s rfn dom (Ra )' 4-C) v/s Class B&C session 2 C:Ho.>Ra.” IR
' (2-B & 2-C) L: Ho. > Ra."™*

*p<0.05, ™ p<0.01, " p<0.001
1. The sample of each session is independent since the group composition changes in different session.
2. Consists of three sub-indicators: S — Subjectivity, C — Communication, L — Perceived learning

5.2.1.1. Groups under heterogeneous algorithm and random arrangement.
As is shown in Table Al and A2, groups with heterogeneous pre-test and past group
learning performance scores got higher peer ratings in all three sub-indicators (sub-
jectivity (p = .520), communication (p = .445), learning (p = .051)). The standard
deviations of peer ratings and the self-perception survey are also smaller in groups
formed by the heterogeneous algorithm. Students had a little bit higher score on the
self-perception survey for groups formed by the heterogeneous algorithm as well (p =
.831). However, all of these indicators do not show significant differences under the
Mann-Whitney U tests.

5.2.1.2. Groups under homogeneous algorithm and random arrangement.
As is shown in Table A3 and A4, groups with homogeneous pre-test and past group
learning performance scores got higher peer ratings in all three sub-indicators. Also,
they were more fulfilled in groups formed by homogeneous algorithm according to the
self-perception survey of group work: the difference between two compositions on all
peer rating indicators (subjectivity (p = .003 < .01, effect size = .291), communication
(p = .037 < .05, effect size = .202), learning (p < .001, effect size = .354)) and self-
perception survey (p = .003 < .01, Cohen’s D = .305) showed statistical significance.
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5.2.2. Comparison of groups created by heterogeneous and homogeneous algorithms

Since the contexts of session 3 and session 4 are different in the knowledge construction
level as is mentioned in section 4.2. We will inspect the results in two different contexts.
Table 6 summaries the comparisons under two different contexts.

Table 6. Overall results of comparative studies of groups created by heterogeneous and homogeneous algo-
rithms

Group learning Self-perception of

. .
context Sample of comparison Peer ratings aroup work
Class A session 4 (4-A) S: Ho. > He.
Idea exchange  v/s Class B&C session 4 C: Ho. > He. Ho. > He.
(4-B & 4-C) L: Ho. > He.”
Comparative Class B&C session 3 (3- S: He. > Ho.
i B & 3-C) v/s Class A C: Ho. > He. He. > Ho.
& session 3 (3-A) L: He. > Ho.
*p<0.05

1. Consists of three sub-indicators: S — Subjectivity, C — Communication, L — Perceived learning

5.2.2.1. Idea exchange context. As is indicated in Table A7 and A8, in the idea
exchange context (session 4), groups formed by homogeneous algorithm got higher
scores from both peer ratings (subjectivity (p = .119), communication (p = .097),
learning (p < .042, effect size = -0.223)). They also had more positive persecutions
on the group learning experience in the groups formed by the homogeneous algorithm
according to the survey (p = .108). Only the perceived learning indicator showed
significance in the Mann-Whitney U test.

5.2.2.2. Comparative reading context. As is shown in Table A5 and A6, in com-
parative reading context (session 3), groups formed by heterogeneous algorithm get
higher scores for subjectivity indicator (p = .662), perceived learning indicator (p =
.635) with less standard deviations, while groups formed by homogeneous algorithm
got higher ratings in the communication indicator of the peer rating (p = .293). In
addition, students had more positive perceptions of the group learning experience in
heterogeneous groups (p = .297) according to the survey. However, none of these in-
dicators implied a significant difference and there is almost no difference in terms of
the subjectivity and communication indicators.

6. Discussion
6.1. Impact of algorithmic group formation system on actual group
heterogeneity

For RQ1, the study shows the effectiveness of the group formation system under the
GLOBE framework using a genetic algorithm to form groups with homogeneous or
heterogeneous compositions. It contributes to the CSCL research area with a new
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indicator, group heterogeneity, derived from the concept of fitness value in the genetic
algorithm (Moreno et al., 2012), which can reflect how the group members are different
or similar in the selected characteristics. In turn, it can be used to explain the findings
of the difference of performance and outcome in the actual group work among groups
with different heterogeneity values. According to the result of Figure 10, the system
could successfully create groups with different with-in group differences according to
the selected algorithm.

Studies on algorithmic group formation systems tend to focus only on heterogeneous
groups (Haq et al., 2021) or homogeneous groups in specific characteristics of group
members (Moreno et al., 2012; Sanchez et al., 2021). Compared to these researches,
this system deliveries the flexibility that enables users to choose the algorithm as well
as self-defined input variables, thus indicating potential implications on diverse learn-
ing contexts. The study extends the basic idea of using the genetic algorithm to form
optimized groups (Moreno et al., 2012) in the educational context, and implement
the algorithmic group formation method in (Flanagan et al., 2021) in a real class-
room and conducted in-class group learning activities using the groups with different
heterogeneity in real student model data from the digital platforms.

We can also see for groups created by the heterogeneous algorithm looks scattered,
which means the heterogeneity of some groups formed by the heterogeneous algorithm
was not high enough. Also, there are individual outliers with the values of its hetero-
geneity far from the corresponding algorithm. Though the average heterogeneity of
data-driven groups is significantly different from that of random groups, such unde-
sirable distributions may be a factor that causes the insignificance of the difference
of peer ratings and self-perception between groups formed by the heterogeneous algo-
rithm and random arrangement. To solve this issue, hence the coefficient of iteration
times and the number of the evolution population need to be tuned for higher accuracy
with the distribution of groups more centralized. Meanwhile, we measure the differ-
ence of each characteristic within group members using squared difference as (Moreno
et al., 2012) did, which could get misleading when there are more outliers (Motulsky
and Brown, 2006). For further improvement of the algorithm, more distance measures
such as Cityblock, Euclidean, and Chebyshev should be considered as is suggested by
Flanagan et al. (2021).

6.2. Connection of group heterogeneity with student-perceived group work
outcome

As for RQ2, we addressed the comparison of peer ratings and self-perception of group
work of groups created by different approaches. In terms of the comparison of random
groups and data-driven groups for RQ2.1, our experiment showed that generally data-
driven groups formed by the group formation system perform better than random
ones in peer ratings and self-perception, especially homogeneous groups, while for
heterogeneous groups the difference was very small in some indicators. The results
agreed with our former research in primary school class, where we found groups formed
by the system had higher engagement and positive affections than teacher-formed
groups (Changhao et al., 2021a). Figure 10 indicates that the group heterogeneity
may correlate to students’ ratings and perceptions.

To further explain whether the heterogeneity of groups made such a difference in
our findings, we inspected the group heterogeneity in each session. Based on the Mann-
Whitney U test, we found that for the comparison of the random group session (2-A)
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and heterogeneous group (4-A), the average heterogeneity of the 4-A session is higher.
Though it does not reach a significant level in the Mann-Whitney U test (p = .436).
For the comparison of the random group session (2-B & 2-C) and heterogeneous group
(4-B & 4-C), the average heterogeneity of 4-B and 4-C sessions is lower (p=.043 <
.05, effect size = .375), which indicated that students with common characteristics in
the student model tended to be grouped together. Since this finding is consistent with
the results of RQ2.1, it could give a possible explanation of our findings.

For the comparison of homogeneous and heterogeneous groups for RQ2.2, we in-
spected the effects in two different contexts. Results denote that groups formed by
homogeneous algorithm perform better in all the indicators of the peer ratings for
idea exchange context though only the perceived learning indicator reached the signif-
icant level. For comparative reading tasks, there was almost no difference in compared
samples. The former result supports Sanz-Martinez et al. (2019) and manifests the
impact of homogeneous composition on group interaction and self-perception of group
learning experience in the idea exchange context. This result also agrees with group
learning in online context (Abou-Khalil and Ogata, 2021) where groups formed by
homogeneous algorithm enable learning achievement of low-engagement students and
the self-perception of high-engagement students.

In terms of the latter result, related researches found that groups with heteroge-
neous knowledge levels adapt to peer help activities for better achievement (Kanika
et al., 2022; Zamani, 2016) since there exists an imbalance of reading capabilities
among students that level a foundation for peer help according to Zone of Proximal
Development (ZPD) theory (Vygotsky, 1980). However, in this research, the difference
is very small with a pretty low effect size. This may be caused by the variables we
choose for group formation. In this study, we only used pre-test scores and ratings of
former sessions as group formation input. The heterogeneity in such limited indicators
may not reflect the diversity of the previous knowledge and skills of students. More
student model variables and social-emotional characteristics such as personality traits
(Sanchez et al., 2021) should be covered in the future study.

Meanwhile, other factors may contribute to the observed small, non-significant dif-
ferences between the homogeneous and heterogeneous groups such as the differences
between the Classes A, B, and C, and the sequencing of the sessions though we aimed
to control them using test scores and group work attitude questionnaire. The imbalance
of the samples in comparisons of homogeneous groups and heterogeneous groups could
also affect the statistical results. As is shown in table A5 to A8, Classes B and C had
higher ratings and self-perception scores in every context, which should be caused by
their larger sample size. Based on the specific population and environment of Japanese
junior high schools in the study, external validity needs to be further inspected under
context in different cultures.

In addition, we have to admit that the peer ratings and self-perception can not
perfectly reflect the whole picture of the group work process, and the impact of the
heterogeneity on more group work outcome indicators such as the content of group
discussion and ratings following more strict rubrics should be considered. In the fol-
lowing research design, we should collect more objective indicators. For example, the
expert grading of the worksheet proceedings in each session.

Since it was found in earlier research that not every evaluator is capable of rating
fairly (Carless and Boud, 2018), in such a scenario the reliability of peer evaluation
might have been low because of novice raters who were doing such peer rating most
for the first time. Also, there could be a tendency that students in a well-performed
group tend to give higher scores to their group mates, while they might get harsher
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in their peer evaluations if the group is failing to meet the course standard. In our
observation we found a few students talking while doing the peer ratings though we
do not know whether it was about the ratings. However, most of the students finished
the peer grading individually and got used to the system in the latter sessions. Such
bias towards peer evaluation also needs to be distinguished and accounted for when
aggregating the scores. In this study, the peer rating scores of each student were
calculated by the average of ratings from all evaluators regardless of the reliability. One
possible approach to improve would be to assign a weight to different evaluators when
integrating peer evaluation scores of each student. The weight can be estimated from
their other student model attributes according to Piech et al. (2013) and used to correct
the raters with low reliability by assigning them lower weight when integrating the peer
ratings of each student. Another way of estimating the reliability of raters includes the
correlation to the teacher’s rating (Lin et al., 2021) and backward evaluation (Misiejuk
and Wasson, 2021), which would be considered in the future system development.

6.3. Dynamics and potentials of peer evaluation system usage

In the peer evaluation phase, in light of the observation purpose of discovering poten-
tial problems, we found several obstacles for the first time to use the system. These
obstacles were solved when students got used to the procedure in the latter sessions.
The finding indicates that students can finish the peer evaluation task for in-class
group work in a short time manner with the help of the digital system after their ini-
tial exposure and was encouraging for future implementations. Students as users also
provided some suggestions on the user interface of the system after their use during
the study sessions. Feedback included making the rating are bigger and more colorful.
They also suggested the evaluation criteria could be more specific though they were
familiar with the three indicators of the rating criteria out of their understandings. In
the future, we shall take more efforts to elaborate the criteria in detail as suggested in
Gueldenzoph and May (2002), and do some training sessions before the experiment.
Meanwhile, the textual comments from students help to figure out the group work
process and some explanations for irregular patterns of their peer ratings. For in-
stance, the comments from one group member of Session 2 Class B Group 4 disclosed
the reason why student B23 kept talking with another group: “Student B23 spoke ill
to student B19”, and it could provide cues for the teacher’s intervention if the teacher
checked the comments in time. Another comment saying about the invalid talking
that was unrelated to the topic uncovered further details behind the talking behaviors
we observed, which would be hard for the teacher to detect. These comments from
the peer evaluation system record the process of group work and enclose incentives to
ratings with low reliability and in turn, make a breach to improve students’ apprecia-
tive critical abilities (Rohmah et al., 2021). The finding supports the idea that peer
evaluation can provide more information that is prone to be neglected by the teacher
(Van Leeuwen, 2015). Students can receive more sufficient and instant feedback from
peers than the teacher, which can be a central part of the learning process (Liu and
Carless, 2006). Since we do not have much process data in this research, in the future
research design, it’s recommended that the teacher encourage students to use the com-
ment function to record the process of the group work, and we could also encourage
them to give more constructive comments on how the evaluatee could have performed
better (Aminu et al., 2021) in the following experiments. Then, social network analysis
and content analysis should be also adopted to construct peer evaluation networks and
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discover further characteristics as was pointed out in Wang et al. (2020).

6.4. Challenges and implications of LA-enhanced group work
orchestration

There were challenges when we planned the group work activities with the teacher
since the teacher was unfamiliar with the LA-enhanced systems in the traditional
middle school classroom, and the lack of student model data limited the power of the
data-driven systems. To solve these problems, we designed a feasible workflow shown
in Figure 6 for the teacher in this study based on the learning context of Japanese
junior high school and showed the possibility to conduct the GLOBE framework in
the face-to-face in-class group learning context. We started from the traditional group
work in the initialization phase and gradually activated the continuous data collection
and usage flow by generating data using the group work evaluation system within
three sessions of group work.

In terms of the algorithm and the data-driven system, we underscored the hetero-
geneity of groups herein, while the selection of appropriate variables to consider in
the algorithm was less discussed. As is suggested by Janssen and Kirschner (2020),
multiple issues can affect the group work as antecedent attributes including not only
group level characteristics like heterogeneity, but also individual characteristics that
should be indicative or appropriate to indicate performance heterogeneity. In other
words, what is heterogeneous is of equal importance in an education context (Cress,
2008). Therefore, we must admit that the current study could provide only part of the
answer to this problem, and finding the right set of variables to accurately describe
heterogeneity in a particular context remains a challenging task.

As for pedagogical implications, it provided a low threshold for the teacher to adapt
the workflow thus promoting the use of a data-driven environment in actual class ac-
tivities. Though we only used a few student model data in this implementation, it dis-
closed the opportunity for the LA-enhanced group work orchestration in a classroom-
based context following the continuous data flow. Following the GLOBE framework,
similar group work implementation could be done with this workflow in other in-class
learning contexts such as math problem-solving (Changhao et al., 2021a) and English
reading (Toyokawa et al., 2021).

As for technical implications, though there have been studies discussing the dif-
ferent impacts of groups formed by the homogeneous or heterogeneous algorithms in
actual group work, this study contributes to digitizing this issue by introducing the
heterogeneity value of each group which derives from the fitness value in genetic algo-
rithm (Flanagan et al., 2021). Hence we provide a new perspective to explore details
on how group heterogeneity makes a difference in group work as a meaningful step
to the right direction. Under the affordance of this data-driven environment, further
studies can be easily implemented to explore predictive variables for group formation.
For instance, by investigating the specific student model variables for group formation
we can figure out which characteristics the heterogeneity is more important to affect
the group work process and outcome.

7. Conclusion and Future work

In conclusion, the study elaborates the features and practical implications of the al-
gorithmic group formation and evaluation system of the GLOBE framework. Our
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implementation also provided an example of how to start with no existing learning
logs in student model initially and then incorporate the group work evaluations data
cyclically for eventual group formation (Figure 6).

The empirical research conducted in this study illustrates an instructive practice
of data-driven group learning implementation under the GLOBE framework. The im-
pact of the algorithm-based group formation system to create groups with different
heterogeneity, and inspects what difference does the group heterogeneity makes on the
students’ perceived group learning outcome. Results found that data-driven groups cre-
ated by algorithmic group formation system received higher peer ratings than groups
formed by random arrangement, and groups formed by homogeneous algorithm signif-
icantly more in idea exchange tasks. Based on this implementation, we enlightened the
opportunity of the LA-enhanced group work orchestration in future classroom-based
practice.

In future work, we aim to inspect groups created by more student model variables
and explore the heterogeneity of which characteristics of group members cause the dif-
ference in group work performance. With the accumulation of data from various group
learning contexts, automatized suggestions of optimal input variables to the teacher
depending on the identified context could become possible. Also, group learning in
the online environment with abundant learning logs in the student model deserves our
further exploration. How to enhance peer evaluation reliability and cultivate critical
abilities of students utilizing student model data and existing data-driven systems
turns out to be another topic to explore.
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Appendix A. Details of Mann-Whitney U tests
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Table A1l. Peer ratings of groups formed by heterogeneous algorithm and random arrangement

Group composition N Mean SD p effect size

Subjectivity Heterogeneous 39 3.876 0.976 0.520 0.087
Random 35 3.706 1.118

Communication Heterogeneous 39 3.769 1.012 0.445 0.103
Random 35 3.535 1.224

Learning Heterogeneous 39 3.829 0.983 0.051 0.263

Random 35 3.368 1.165

Table A2. Self-perception of group learning survey of groups formed by heterogeneous algorithm and random
arrangement

Group composition N  Mean SD p effect size

Self-perception Heterogeneous 34 18.206 4.176 0.831 -0.031
Random 32 18.176 4.421

Table A3. Peer ratings of groups formed by homogeneous algorithm and random arrangement

Group composition N Mean SD p effect size

Subjectivity Homogeneous 72 4.171 0.720 0.003** 0.291
Random 70 3.713 1.024

Communication Homogeneous 72 4.030 0.807 0.037* 0.202
Random 70 3.658 1.074

Learning Homogeneous 72 4.191 0.707 <0.001*** 0.354

Random 70 3.677 0.963
*p < .05, ** p < .01, ¥** p < .001.

Table A4. Self-perception of group learning survey of groups formed by homogeneous algorithm and random
arrangement

Group composition N  Mean SD p effect size

Self-perception Homogeneous 68 19.324 2.878 0.003** 0.305
Random 58 17.483 3.521

< p < .01

Table A5. Peer ratings of groups created by homogeneous and heterogeneous algorithms in comparative
reading context

Group composition N Mean SD p effect size

Subjectivity Heterogeneous 70 3.735 0.862 0.662 -0.051
Homogeneous 37 3.712 1.022

Communication Heterogeneous 70 3.689 0.934 0.293 -0.124
Homogeneous 37 3.716 1.190

Learning Heterogeneous 70 3.783 0.731 0.635 -0.056

Homogeneous 37 3.676 1.155
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Table A6. Self-perception of groups created by homogeneous and heterogeneous algorithms in comparative
reading context

Group composition N  Mean SD p effect size

Self-perception Heterogeneous 50 18.420 3.818 0.297 0.141
Homogeneous 29 17.138 5.370

Table A7. Peer ratings of groups created by homogeneous and heterogeneous algorithms in idea exchange
context

Group composition N Mean SD p effect size

Subjectivity Heterogeneous 39 3.876 0.976  0.119 -0.178
Homogeneous 72 4.171 0.720

Communication Heterogeneous 39 3.769 1.012  0.097 -0.190
Homogeneous 72 4.030 0.807

Learning Heterogeneous 39 3.829 0.983 0.042* -0.233

Homogeneous 72 4.191 0.707

*p < .05.

Table A8. Self-perception of groups created by homogeneous and heterogeneous algorithms in idea exchange
context

Group composition N  Mean SD p effect size

Self-perception Heterogeneous 34 18.206 4.176 0.108 -0.194
Homogeneous 68 19.324 2.878
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