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ABSTRACT:	The	nucleation	process,	which	 is	 the	 initial	 step	 in	particle	 synthesis,	determines	 the	properties	of	 the	 resultant	
particles.	Although	recent	studies	have	observed	various	nucleation	pathways,	the	physical	factors	that	determine	these	pathways	
have	not	been	 fully	elucidated.	Herein,	we	conducted	molecular	dynamics	simulations	 in	a	binary	Lennard-Jones	system	as	a	
model	solution	and	found	that	the	nucleation	pathway	can	be	classified	into	four	types	depending	on	microscopic	interactions.	
The	key	parameters	are	(1)	the	strength	of	the	solute-solute	interaction,	and	(2)	the	difference	between	the	strengths	of	the	like-
pair	and	unlike-pair	interactions.	The	increment	of	the	former	alters	the	nucleation	mechanism	from	a	two-step	to	a	one-step	
pathway,	whereas	that	of	the	latter	causes	quick	assembly	of	solutes.	Moreover,	we	developed	a	thermodynamic	model	based	on	
the	formation	of	core-shell	nuclei	to	calculate	the	free	energy	landscapes.	Our	model	successfully	described	the	pathway	observed	
in	the	simulations	and	demonstrated	that	the	two	parameters,	(1)	and	(2),	define	the	degree	of	supercooling	and	supersaturation,	
respectively.	Thus,	our	model	 interpreted	the	microscopic	insights	from	a	macroscopic	point	of	view.	Because	the	only	inputs	
required	for	our	model	are	the	interaction	parameters,	our	model	can	a	priori	predict	the	nucleation	pathway.

Introduction		
Particles	are	one	of	the	most	important	forms	of	material	

involved	 in	 industrial	 processes.	 Most	 industrial	 products	
form	particles	as	precursors	or	as	final	products	in	production	
processes.	 The	 quality	 of	 the	 products	 depends	 on	 the	
properties	 of	 the	 relevant	 particles,	 including	 their	 sizes,	
shapes,	and	crystal	polymorphs.	For	instance,	nanoparticles	of	
semiconductors	 (quantum	 dots)	 require	 a	 sharp	 size	
distribution	within	nanometer	scale	for	their	peculiar	optical	
and	 electronic	 properties.1	 Another	 example	 is	 the	
pharmaceuticals	 that	must	have	 specific	 crystal	polymorphs	
for	demonstrating	the	targeted	drug	effects.2	These	geometric	
characteristics	of	particles	are	determined	 in	 the	nucleation	
process,	 which	 is	 the	 initial	 step	 of	 particle	 formation.	
Therefore,	it	is	essential	to	control	the	nucleation	process	to	
obtain	 desired	 product	 properties.	However,	 the	 nucleation	
process	 has	 been	 a	 great	 mystery,	 possibly	 because	 of	 the	
challenge	of	direct	observation	and	experimental	detection.	

From	 a	 thermodynamic	 point	 of	 view,	 nucleation	 is	 an	
activation	 process	 to	 transition	 from	 a	 metastable	
homogeneous	 phase,	 such	 as	 saturated	 vapors,	 melts,	 and	
solutions,	to	a	new	phase	with	the	global	minimum	of	the	free	
energy.	 The	 most	 popular	 theoretical	 framework	 for	
describing	 nucleation	 processes	 is	 the	 classical	 nucleation	
theory	 (CNT),	which	was	originally	proposed	by	Gibbs3	 and	
thereafter	followed	by	refinements.4–6	In	the	CNT	framework,	

one-step	 nucleation	 is	 assumed,	 in	which	 a	 nucleus	 has	 an	
identical	structure	to	the	bulk	of	the	new	phase.	Based	on	the	
one-step	pathway	assumption,	the	CNT	demonstrates	a	 free	
energy	profile	of	the	nucleation	process	along	the	nucleus	size	
as	a	reaction	coordinate.	This	free	energy	profile	is	determined	
by	the	balance	between	the	stabilization	arising	because	of	the	
formation	of	a	new	stable	phase	and	the	energy	penalty	owing	
to	interface	formation.	The	free	energy	profiles	predicted	by	
the	CNT	provide	 a	 qualitative	 understanding	 of	 nucleation.	
However,	a	limitation	with	CNT	is	that	it	fails	in	quantitative	
prediction	as	the	predicted	nucleation	rates	often	vary	from	
those	obtained	from	experiments	and	simulations	by	orders	of	
magnitude.7–10	

In	 the	 last	 few	decades,	numerous	 studies	have	 revealed	
that	the	one-step	pathway	assumption	in	CNT	is	not	always	
valid,	 and	 this	 could	be	 the	 source	of	 failure	 in	making	 the	
quantitative	description.	A	wide	variety	of	pathways	have	been	
accordingly	proposed	 and	demonstrated,	 including	 a	multi-
step	pathway	leading	to	the	new	stable	phase	via	one	or	more	
intermediate	 states,11	 aggregation	 of	 precursors	 called	
prenucleation	 clusters,12,13	 and	 oriented	 attachment.14	 In	
particular,	the	"two-step	pathway,"	in	which	the	formation	of	
disordered	 liquid-cluster	 precedes	 crystallization,	 has	 been	
demonstrated	as	a	highly	general	pathway	observed	in	a	wide	
range	 of	 systems	 like	 proteins,15	 colloidal	 particles,16	 small	
organic	 molecules,17	 and	 electrolytes.18,19	 Furthermore,	 the	
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nucleation	 process	 can	 vary	 from	 a	 CNT-like	 one-step	
pathway	 to	 a	 two-step	 one	 depending	 on	 the	 solute	
concentration	and	solvent.18,20	Therefore,	elucidating	the	key	
physical	 factors	 that	 determine	 the	nucleation	pathway	has	
become	 a	 crucial	 issue	 to	 understand	 and	 control	 the	
nucleation	processes. 
	   A	 practical	 and	 effective	 approach	 to	 identify	 and	
understand	 the	key	 factors	 is	 the	modeling	of	molecules	by	
simplifying	molecular	shapes	and	interactions.	This	includes	
lattice	models,21–23	 hard	 spheres,24,25	 and	 Lennard-Jones	 (LJ)	
molecules.26–28	 Simple	modeling	does	not	 adhere	 to	 specific	
properties	 of	 molecules,	 but	 instead	 extracts	 general	
properties	 to	 reveal	 certain	 intrinsic	 physical	 factors	
governing	 the	 nucleation	 phenomena.	 For	 example,	
simulation	 studies	 of	 lattice	 and	 LJ	 systems	 have	
demonstrated	 that	 the	 one-step	 pathway	 appears	 under	
strong	 anisotropic	 interactions	 and	 low	 temperatures.23,26,27	
Other	 simulations	 of	 coarse-grained	 protein	 molecules	 in	
solution	have	shown	the	importance	of	short-range	and	non-
anisotropic	 intermolecular	 interactions	 in	 the	 two-step	
pathway.29,30	 For	 a	 more	 quantitative	 understanding,	
combining	 the	 simulations	 described	 above	 with	 a	
thermodynamic	model31,32	is	also	a	powerful	approach.	Eaton	
et	 al.22	 calculated	 the	 free	 energy	 profiles	 of	 the	 nucleation	
processes	in	a	lattice	model	system	using	a	“core-shell	CNT”	
model.	 In	 this	 thermodynamic	 model,	 two-step	 nucleation	
was	represented	by	assuming	the	formation	of	a	nucleus	with	
a	 core-shell	 structure	 in	 which	 a	 metastable	 phase	 shell	
surrounded	 the	 stable	 phase	 core.	 The	 free	 energy	 profiles	
calculated	 from	 the	 core-shell	 CNT	 model	 quantitatively	
agreed	 with	 those	 calculated	 directly	 from	 the	 simulations	
using	 umbrella	 sampling.	 The	 core-shell	 CNT	 model	 fairly	
reproduces	 the	 nucleation	 characteristics	 of	 the	 two-step	
pathway	 and	 clarifies	 the	 effects	 of	 the	 interaction	 factors	
through	the	free	energy	profiles.	Recently,	the	core-shell	CNT	
model	was	utilized	in	a	more	complex	system.	Bulutoglu	et	al.	
successfully	 applied	 the	 core-shell	CNT	model	 to	 a	 realistic	
molecular	 solution	 system	 (NaCl	 solution)	 to	 explain	 the	
pathway	variation	in	terms	of	the	free	energy.33	However,	their	
methodology	relied	on	parameter	fitting	of	free	energy	profiles	
obtained	from	simulations	to	calculate	the	chemical	potential	
and	 interfacial	 energy.	 Because	 numerous	 factors	 generally	
affect	nucleation	behaviors	in	systems	consisting	of	multiple	
molecular	 species,34–36	 predicting	 pathways	 based	 solely	 on	
the	physical	properties	of	the	constituent	molecules	remains	
a	challenge.	

To	 elucidate	 the	 key	 factors	 governing	 the	 nucleation	
pathway	and	to	enable	the	pathway	prediction,	we	performed	
molecular	dynamics	simulations	in	a	binary	LJ	system	under	
various	 interaction	 parameter	 conditions.	We	developed	 an	
extended	core-shell	CNT	model	applicable	to	solution	systems	
by	 considering	 the	 system	 as	 a	 regular	 solution.	 The	 free	
energy	 profiles	 calculated	 from	 the	 core-shell	 CNT	 model	
based	on	the	interaction	parameters	were	in	good	agreement	
with	 the	 pathways	 observed	 in	 the	 simulations.	 We	
successfully	 demonstrated	 that	 the	 core-shell	 CNT	 model	
predicts	 the	 nucleation	 pathways	 in	 molecular	 solution	
systems	with	explicit	solvents.	Furthermore,	we	discussed	the	
physical	meaning	of	each	parameter	in	our	model	and	found	
that	 the	 supersaturation	 of	 the	 solution	 phase	 and	
supercooling	of	the	metastable	phase	are	the	key	macroscopic	

factors	 in	determining	 the	nucleation	pathway.	Notably,	we	
clarified	that	these	macroscopic	key	factors	are	the	functions	
of	the	interaction	parameters,	which	opens	up	the	possibility	
of	 predicting	 and	 controlling	 the	 nucleation	 pathways	
through	microscopic	interaction	parameters.	
	
Methods	
Details	of	the	molecular	dynamics	simulation	

We	performed	molecular	dynamics	simulations	in	a	binary	
LJ	 system	 composed	 of	 solute	 molecules	 A	 and	 solvent	
molecules	 B.	 The	 two-body	 interaction	𝜙!" 	is	 expressed	 as	
follows:	

	 𝜙!" = 4𝜀 %&
𝜎
𝑟!"
)
#$

− &
𝜎
𝑟!"
)
%

+,	 (1)	

where	𝑟!" 	is	 the	distance	between	molecules	 i	 and	 j,	𝜎	and	𝜀	
are	 LJ	 parameters	 representing	 the	 effective	molecular	 size	
and	strength	of	the	interaction,	respectively.	The	parameters	
of	 the	 MD	 simulations	 are	 summarized	 in	 Table	1.	 The	
parameters	 were	 selected	 based	 on	 the	 reported	 phase	
diagram37	 so	 that	 the	 temperature	 and	 pressure	 (density)	
conditions	 ensure	 the	 equilibrium	 state	 to	 form	 the	 liquid	
phase	 of	 the	 solvent	 molecules	 and	 the	 solid	 phase	 of	 the	
solute	molecules. To	systematically	investigate	the	effects	of	
interaction	 strength	 on	 the	 nucleation	 behavior,	 we	 varied	
normalized	 interaction	 strength	 𝜀∗ = 𝜀/𝑘𝑇. 	We	 set	 the	
molecular	 size	 𝜎 	to	 be	 identical	 for	 solutes	 and	 solvents.	
Molecular	 dynamics	 simulations	 were	 conducted	 using	 the	
open-source	 simulator	 GROMACS	 (version	 2019.4).	 All	 the	
simulation	 runs	 were	 performed	 in	 the	NPT	ensemble	 at 
0.77	kbar	by	using	the	velocity	rescaling	thermostat38	and	the	
Parrinello–Rahman	barostat39	as	implemented	in	GROMACS.	
The	 temperature	 was	 set	 as	 180	 K	 unless	 otherwise	 stated.	
Periodic	 boundary	 conditions	 were	 applied	 in	 all	 three	
directions	of	a	cubic	cell.	The	time	step	was	set	to	2	fs.	The	
potential	was	cut	and	shifted	at	4𝜎''.	Because	nucleation	is	a	
stochastic	process,	simulations	were	performed	with	multiple	
initial	 solution	 configurations	 for	 a	 single	 condition. The	
initial	configuration	of	the	solute	and	solvent	molecules	in	the	
solution	was	created	using	the	following	procedure:	(1)	Solute	
and	solvent	molecules	were	randomly	placed	in	the	cubic	cell	
with	the	dimensions	of	15.5	nm	́ 	15.5	nm	́ 15.5	nm	(GROMACS	

Table	1.	Parameters	of	MD	simulations	

Parameter	 	 	

LJ	parameter	 𝜀∗ = 𝜀/𝑘𝑇	[−]	 𝜎	[Å]	
solute-solute		 𝜀''∗ = 𝜀'' 𝑘𝑇⁄ ∶ 2.0, 2.67		 𝜎'':	 3.0	
solvent-solvent	 𝜀((∗ = 𝜀(( 𝑘𝑇⁄ ∶ 1.0 − 1.34		 𝜎((:	 3.0	
solute-solvent	 𝜀'(∗ = 𝜀'( 𝑘𝑇⁄ ∶ 0.83 − 1.70		 𝜎'(:	 3.0	
	 	 	 	 	
#	of	molecules	[−]	 	 	 	
Solute		 1500	
Solvent	 24000	
Molecular	weight	[g/mol]	 5	
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command	“insert-molecules”).	(2)	Under	a	set	of	parameters	
of	𝜀''∗ = 𝜀((∗ = 𝜀'(∗ = 1.2 ,	 in	 which	 the	 system	 takes	 liquid	
phase	at	equilibrium,	the	system	was	relaxed	by	a	30-ps	run	
with	 a	 time	 step	 of	 0.05	 fs.	 (3)	 The	 solution	 was	 then	
equilibrated	through	a	60-ps	run	with	a	time	step	of	2	fs.	(4)	
Finally,	 under	 the	 condition	 of	 a	 desired	 set	 of	 interaction	
parameters	and	temperature,	the	system	was	relaxed	by	a	15-
ps	run	with	a	time	step	of	0.5	fs.	
	
Identification	of	liquid	cluster	and	crystals	

To	 detect	 the	 nucleation	 behavior	 in	 which	 solute	
molecules	 spontaneously	 form	 assembled	 structures	 from	 a	
solution	state,	we	calculated	coordination	numbers	and	bond-
orientational	order	parameters	of	solute	molecules	to	classify	
an	 assembled	 structure	 as	 a	 liquid	 cluster	 or	 a	 crystal,	 and	
traced	 the	 number	 of	 solute	 molecules	 in	 the	 largest	
assembled	 structure,	𝑛) ,	 and	 that	 in	 the	 largest	 crystal,	𝑛* ,		
based	on	the	following	procedure	proposed	by	Tribello	et	al.40	
Following	 analyses	 were	 all	 conducted	 using	 PLUMED	
(version	2.5.4)	 software	packages.	The	coordination	number	
of	molecule	 i,	ci,	was	calculated	as	the	number	of	molecules	
within	a	threshold	distance	from	the	center	of	molecule	i.	

	 𝑐! =B𝑓D𝑟!"E
"

.	 (2)	

𝑓D𝑟!"E	is	a	 smooth	step	 function	as	defined	by	 the	 following	
equation:	

𝑓D𝑟!"E = F
1	

(𝑦 − 1)$(1 + 2𝑦)
0	(𝑟!" > 𝑟$)

	
(𝑟!" ≤ 𝑟#)

(𝑟# < 𝑟!" ≤ 𝑟$)
(𝑟!" > 𝑟$)

	 (3)	

with	 𝑦 =
𝑟!" − 𝑟#
𝑟$ − 𝑟#

,	 	 	

where	 𝑟!" ≤ 𝑟# 	is	 fully	 coordinated,	 𝑟# < 𝑟!" ≤ 𝑟$ 	is	 partially	
coordinated,	 and	 𝑟!" > 𝑟$ 	is	 not	 coordinated.	 For	 solute	
molecules	 with	 a	 coordination	 number	 𝑐!	 greater	 than	 or	
equal	 to	 a	 threshold	𝑐+,	we	 conducted	an	analysis	based	on	
graph	 theory	 to	 obtain	 the	 number	 of	 constituent	 solute	
molecules	in	a	liquid	cluster.	In	the	present	analysis,	we	set	𝑟#	
and	𝑟$	as	2# %⁄ 𝜎'',	at	which	the	interaction	potential	between	
solute	molecules	has	the	minimum,	and	1.3𝜎'',	respectively,	
and	 𝑐+ 	as	 3.	 We	 used	 the	 Steinhardt	 bond-orientational	
parameter	𝑄%

(!)to	evaluate	the	degree	of	orientational	order	of	
the	 assembled	 structure.	 First,	 we	 calculated	 the	 following	
vector	𝒒%

(!)	for	each	molecule	i:	

	 𝒒%
(!) = P𝑞%,0%

(!) , 𝑞%,01
(!) , ⋯ , 𝑞%,+

(!) , 𝑞%,#
(!) , 𝑞%,$

(!) , ⋯ , 𝑞%,%
(!)S,	 (4)	

	 where	𝑞%,2
(!) =

∑ 𝑓D𝑟!"E𝑌%2D𝒓!"E"3!

∑ 𝑓D𝑟!"E"3!
.	 	

Herein,	𝑌%2D𝒓!"E 	are	 the	 6
th	 spherical	 harmonics.	 We	 then	

computed	𝑄%
(!)as	follows:	

	 𝑄%
(!) =

∑ 𝑓D𝑟!"E𝒒%
(!) ∙ 𝒒%

(")
"3!

∑ 𝑓D𝑟!"E"3!
.	 (5)	

When	the	crystallinity	is	high,	molecules	i	and	j	have	similar	
orientations,	𝒒%

(!) and	𝒒%
(") 	have	 identical	 directions	 so	 that	

their	 inner	 product	𝒒%
(!) ∙ 𝒒%

(") 	and	 consequently	𝑄%
(!)becomes	

large.	In	the	present	study,	we	assumed	solute	molecules	with	
𝑄%
(!) ≥ 0.5 	as	 crystalline	 molecules	 and	 otherwise	 as	

components	of	a	liquid	cluster.	For	the	crystalline	molecules,	
we	 conducted	 the	 same	 analysis	 as	 above,	 based	 on	 graph	
theory,	to	obtain	the	number	of	constituent	solute	molecules	
in	a	crystal	domain.	

 

Results	and	discussion	
Pathway	selection	in	binary	LJ	solutions	

We	 first	 conducted	 a	 simulation	 under	(𝜀''∗ , 𝜀((∗ , 𝜀'(∗ ) =
(2.0, 1.34, 1.34) 	as	 a	 typical	 condition.	 Figure	 1	 shows	
snapshots	 of	 the	 simulation,	 and	 Fig.	 2a	 shows	 the	
corresponding	time	course	of	the	number	of	solute	molecules	
in	the	largest	assembled	structure,	𝑛),	and	the	largest	crystal,	
𝑛* .	 In	 the	 initial	 solution	 state	 (Fig.	 1(I)),	 𝑛) 	and	 𝑛* 	are	
approximately	 zero,	 because	 there	 are	 no	 assembled	
structures.	 After	 induction	 time	𝑡) ,	𝑛) 	rapidly	 increases	 to	
approximately	800,	indicating	the	formation	of	a	single	solute-
rich	 liquid	 cluster,	 as	 shown	 in	Fig.	 1(II).	 The	 liquid	 cluster	
crystallizes	 (Fig.	 1(III))	 after	 another	 induction	 time,	 𝑡* ,	
accompanied	by	a	steep	increase	in	𝑛*.	Thus,	the	system	with	
the	 typical	 condition	 exhibits	 two-step	 nucleation	 with	
induction	 times	 for	 both	 liquid-cluster	 formation	 and	
crystallization.	 We	 then	 investigated	 the	 effects	 of	 solute-
related	interactions	on	the	nucleation	behavior	by	varying	the	
solute-solute	 and	 solute-solvent	 interactions,	 𝜀''∗ 	and	 𝜀'(∗ ,	
from	 those	 under	 typical	 condition.	 We	 observed	 four	
different	types	of	nucleation	behavior,	as	summarized	in	Fig.	
2,	including	the	two-step	nucleation	under	typical	condition	
(Fig.	2a).	In	the	case	of	larger	values	of	𝜀''∗ 	and	𝜀'(∗ 	(Fig.	2b),	
𝑛) 	and	 𝑛* 	increase	 almost	 simultaneously,	 indicating	 that	
nucleation	occurs	along	a	one-step	pathway.	When	only	𝜀'(∗ 	
is	decreased	from	the	typical	condition,	the	solutes	assemble	
without	 an	 induction	 time	 (𝑡) ≈ 0),	 whereas	 crystallization	
occurs	with	 a	 certain	 induction	 time	at	𝑛) ≈ 1400	(Fig.	 2c).	
The	stair-like	increase	in	𝑛)	corresponds	to	the	formation	of	
multiple	 liquid	 clusters	 and	 their	 subsequent	 coalescence.	
When	only	𝜀''∗ 	is	increased,	multiple	crystals	rapidly	form	in	
a	 one-step	 pathway	without	 an	 induction	 time	 (Fig.	 2d).	 A	
similar	 trend	 was	 also	 observed	 when	 the	 solvent-solvent	
interaction	strength	𝜀((∗ was	varied	as	 shown	 in	Fig.	3	which	
shows	the	average	induction	time	for	liquid	cluster	formation,	
𝜏) ,	 (See	 supplemental	 material),	 and	 the	 mean 𝑛) 	at	 the	
crystallization	 for	 various	 parameter	 sets	 calculated	 from	
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multiple	simulation	runs.	Figure	3	clearly	demonstrates	that	
the	nucleation	behavior	can	be	classified	into	four	types	by	the	
induction	 times	 for	 liquid	cluster	 formation	and	 the	cluster	
size	 at	 crystallization	 for	 different	 combinations	 of	 the	
interaction	parameters,	 	𝜀''∗ ,	𝜀((∗ ,	 and	𝜀'(∗ .	These	nucleation	
behaviors	 can	be	qualitatively	 accounted	 for	by	 considering	
the	 contributions	 of	𝜀''∗ ,	𝜀((∗ ,	 and	𝜀'(∗ 	to	 the	 formation	 and	
crystallization	of	liquid	clusters.	Generally,	large	values	of	𝜀''∗ 	
and	𝜀((∗ 	favor	a	phase-separated	state	between	the	species	A	
and	B	because	of	the	strong	like-pair	interactions,	whereas	a	
large	value	of	𝜀'(∗ 	facilitates	the	mixing	of	A	and	B	owing	to	
the	strong	unlike-pair	interactions.	Given	the	assumption	that	
the	 phase	 separation	 of	 mixtures	 A	 and	 B	 breaks	 two	 A-B	

interactions	 and	 replaces	 them	with	 one	 A–A	 and	 one	 B-B	
interaction,	 the	 driving	 force	 for	 liquid	 cluster	 formation	
should	 be	 represented	 by	 	∆𝜀∗ = 𝜀''∗ + 𝜀((∗ − 2𝜀'(∗ 	For	
crystallization,	 the	 driving	 force	 should	 be	 primarily	
characterized	 by	 the	 solute-solute	 interaction	𝜀''∗ ,	 because	
liquid	clusters	are	solute-rich.	The	results	shown	in	Figs.	2	and	
3	confirm	this	trend	because	a	higher	value	of		∆𝜀∗	results	in	
the	quick	assembly	of	solutes	without	any	induction	time	(Figs.	
2c,	 2d,	 and	 the	open	diamonds	 and	 circles	 in	Fig.	 3),	 and	a	
higher	 value	 of	𝜀''∗ 	induces	 instantaneous	 crystallization	 to	
yield	one-step	pathways	(Figs.	2b,	2d,	and	the	open	and	closed	
diamonds	 in	 Fig.	 3).	 These	 results	 demonstrate	 that	 the	
determinants	of	the	nucleation	behavior	are		∆𝜀∗	and	𝜀''∗ .	

(I) Solution (II) Liquid cluster (III) Crystal

Cross section Cross section

Fig.	1.	Snapshots	from	MD	simulation	for	a	parameter	set	of	(𝜀''∗ , 𝜀((∗ , 𝜀'(∗ ) = (2.0, 1.34, 1.34),	in	which	only	
solute	molecules	are	shown	for	clarity.	The	lower	right	insets	of	states	(II)	and	(III)	are	the	cross-sectional	
views	of	the	assembled	structures. 
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Fig.	 2.	 Time	 courses	 of	𝑛) 	and	𝑛* 	for	 four	 parameter	 sets	 of	 (a)	 (𝜀''∗ , 𝜀((∗ , 𝜀'(∗ ) = (2.0, 1.34, 1.34)	, 	∆𝜀∗ = 0.67 , (b)	
(𝜀''∗ , 𝜀((∗ , 𝜀'(∗ ) = (2.67, 1.34, 1.70)	, 	∆𝜀∗ = 0.60, (c)	(𝜀''∗ , 𝜀((∗ , 𝜀'(∗ ) = (2.0, 1.34, 1.0)	, 	∆𝜀∗ = 1.34,	 and	 (d)	(𝜀''∗ , 𝜀((∗ , 𝜀'(∗ ) =
(2.67,1.34, 1.34)	, 	∆𝜀∗ = 1.34. In	figure	(a),	time	zones	I,	II,	and	III	correspond	to	solution	state	(I),	liquid	cluster	(II),	and	
crystal	(III)	of	Fig.	1,	respectively.	 
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Theory:	Core-shell	CNT	model	
To	explain	the	nucleation	behavior	in	our	MD	simulation	

more	quantitatively,	we	developed	a	 thermodynamic	model	
by	 extending	 the	 core-shell	 CNT	 model	 proposed	 by	
Kashchiev32	to	a	solution	system.	We	considered	the	finite	size	
effect	to	compare	with	the	MD	simulations.	As	shown	in	Fig.	
4,	let	us	consider	the	formation	process	of	a	nucleus,	which	is	
composed	of	a	pure	solute	crystal	core	surrounded	by	a	solute-
rich	 shell	with	 a	 composition	𝑥!4(𝑖	 = A, B),	 from	 a	 solution	
phase	of	an	initial	composition	𝑥!+ = 𝑁! (𝑁' +𝑁()⁄ ,	where	𝑁'	
and	 𝑁( 	indicate	 the	 number	 of	 solutes	 and	 solvents,	
respectively.	We	 defined	 the	 number	 of	 solute	 and	 solvent	
molecules	in	the	nucleus	as	𝑛),	and	𝑛(,	respectively,	and	that	
of	 the	 solute	molecules	 in	 the	 crystal	 core	 as	𝑛* .	 The	 shell	
consists	 of	𝑛) − 𝑛* 	solutes	 and	𝑛( 	solvents.	 Using	 the	 shell	
composition	𝑥!4,	we	obtain	𝑛(	as	follows:	

	 𝑛( = (𝑛) − 𝑛*)
𝑥(4
𝑥'4

.	 (6)	

Because	 of	 the	 finite	 system	 size,	 nucleation	 involves	 a	
compositional	 change	 in	 the	 solution	 phase	 from	𝑥!+ 	to	𝑥!5 .	
The	𝑥!5	is	given	by	

𝑥'5 =
𝑁' − 𝑛)

𝑁' +𝑁( − 𝑛) − 𝑛(
, 𝑥(5 =

𝑁( − 𝑛(
𝑁' +𝑁( − 𝑛) − 𝑛(

.	 (7)	

The	free	energy	change	due	to	the	formation	of	a	core-shell	
nucleus	 is	 divided	 into	 a	 volume	 term	∆𝐺6 ,	 which	 is	 the	
stabilization	 term	 owing	 to	 the	 formation	 of	 a	 new	 stable	
phase,	 and	 an	 interface	 term	∆𝐺7 ,	 the	 energy	 penalty	 term	
because	of	interface	formation:	

 ∆𝐺 = ∆𝐺6 + ∆𝐺7.	 (8)	

The	 volume	 term,	∆𝐺6 	is	 calculated	 based	 on	 the	 chemical	
potential.	The	free	energy	of	the	initial	solution	𝐺+	is	given	by:	

 𝐺+ = 𝑁'𝜇'(𝑥'+) + 𝑁(𝜇((𝑥(+),	 (9)	

where	𝜇!(𝑥!) 	is	 the	 chemical	 potential	 of	 component	𝑖 	in	 a	
solution	 of	 composition	 𝑥! .	 After	 nucleation,	 the	 system	
contains	 three	 phases:	 core,	 shell,	 and	 solution.	 Their	
contribution	to	the	free	energy	of	the	system	𝐺5	is	expressed	
by	the	following	equation:	

 

𝐺5 = 𝑛*𝜇',*∗ 	

+(𝑛) − 𝑛*)𝜇'(𝑥'4) + 𝑛(𝜇((𝑥(4)	
+(𝑁' − 𝑛))𝜇'(𝑥'5) + (𝑁( − 𝑛()𝜇((𝑥(5),	

(10)	

where	𝜇',*∗ 	is	the	chemical	potential	of	the	crystal	of	the	pure	
solute.	 Considering	 the	 difference	 in	 Eqs.	 (9)	 and	 (10),	 we	
obtain	the	following	general	expression	for	∆𝐺6:	
	 ∆𝐺6 = 𝑛*h𝜇',*∗ − 𝜇'(𝑥'+)i 

+(𝑛) − 𝑛*){𝜇'(𝑥'4) − 𝜇'(𝑥'+)} 
+𝑛({𝜇((𝑥(4) − 𝜇((𝑥(+)} 
+(𝑁' − 𝑛)){𝜇'(𝑥'5) − 𝜇'(𝑥'+)} 
+(𝑁( − 𝑛(){𝜇((𝑥(5) − 𝜇((𝑥(+)}.	

(11)	

The	 interface	 term	∆𝐺7 	includes	 the	 contribution	 from	 the	
two	interfaces	(solution/shell	and	shell/core)	and	is	expressed	
as	follows:	

 ∆𝐺7 = 𝛾)𝑆)	 + 𝛾*𝑆*	 + 𝛹,	 (12)	

where	𝛾)and	𝛾*	are	 the	 interfacial	 tensions	of	 solution/shell	
and	 shell/core	 interfaces,	 respectively,	 𝑆) 	and	 𝑆* 	are	 the	
interface	 areas	 of	 solution/shell	 and	 shell/core	 interfaces,	
respectively,	 and	 𝛹 	is	 the	 interaction	 between	 the	 two	
interfaces	owing	to	their	proximity.	By	assuming	that	both	the	
core	and	shell	are	spherical	and	the	volume	change	due	to	the	
mixing	 of	 solutes	 and	 solvents	 is	 negligible,	𝑆) 	and	𝑆* 	are	
represented	by	𝑛)	and	𝑛*,	and	the	occupied	volumes	of	solute	
molecules	 in	 the	 solution	 and	 crystal	 are	 𝑣) 	and	 𝑣* ,	
respectively,	we	arrive	at	the	following	equation	of	∆𝐺7:	

∆𝐺7 = 𝛾)𝑎)
$
8 q(𝑛) − 𝑛*) r1 +

𝑟𝑥(4
𝑥'4

s + 𝑛*
𝑣*
𝑣)
t
$
8

+ 𝛾*𝑎*
$
8𝑛*

$
8	 + 𝛹,	

(13)	

where	𝑎) = 6√𝜋𝑣),	𝑎* = 6√𝜋𝑣*,	and	𝑟	is	 the	volume	ratio	of	
the	solute	to	solvent	molecule.	Owing	to	the	simplicity	of	the	
binary	LJ	system,	the	free	energy	changes,	∆𝐺6	and	∆𝐺7,	were	
expressed	as	the	functions	of	the	molecular	properties	(𝜀	and	
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!!!∗ , ∆!∗ = (2.67,0.60)
!!!∗ , ∆!∗ = (2.67,1.34)

!!!∗ , ∆!∗ = (2.0,0.67)
!!!∗ , ∆!∗ = (2.0,1.34)

!!!∗ , !##∗ , !!#∗

2.0, 1.34, 1.34

2.0, 1.0, 1.17

2.67, 1.34, 1.70

2.67, 1.17, 1.62

2.67, 1.17, 1.25

2.67, 1.34, 1.34

2.0, 1.0, 0.83

2.0, 1.34, 1.0

Fig.	3.	Average	induction	time	for	liquid	cluster	formation	𝜏)	
and	 mean	 cluster	 size	 𝑛) 	at	 crystallization	 for	 various	
parameter	 sets.	 The	 simulations	 for	 the	 parameter	 sets	 of	
(𝜀''∗ , 𝜀((∗ , 𝜀'(∗ ) = (2.0, 1.0, 1.17) 	and	 (2.0, 1.0, 0.83) 	were	
conducted	at	24o	K.	  

Fig.	4. Schematic	of	the	proposed	model.  

Solute fraction: "!"

Crystal core

Solute fraction: "!#

(Pure solute)

Solute rich shell
(Solute fraction: "!$)
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𝜎 )	 and	 operating	 conditions	 (the	 number	 of	 molecules,	
temperature,	and	concentration),	the	details	of	which	are	as	
follows.	 By	 considering	 a	 binary	 LJ	 system	 as	 a	 regular	
solution,	the	chemical	potential	and	the	shell	composition	𝑥!,4	
can	be	derived	as	the	functions	of	𝜀	and	𝜎	based	on	the	change	
in	the	mixing	free	energy	of	the	solute	and	the	solvent	(See	
supplementary	 material:	 detailed	 derivation	 and	 the	
validation	 of	 our	 model	 is	 available).	 By	 substituting	 the	
chemical	potentials	in	Eq.	(S-12),	(S-13),	and	(S-14)	into	Eq.	(11),	
the	volume	term	∆𝐺6	is	given	by:	

∆𝐺6 = 𝑛*𝑘𝑇 w−𝑍9𝜀''∗ r
𝑇9: − 𝑇
𝑇9:

s − ln𝑥'5 − 𝛽𝜙(5$|	

+(𝑛) − 𝑛*)𝑘𝑇 }
∑𝑥!4 ln(𝑥!4 𝑥!5⁄ )

𝑥'4
− 𝛽

(𝜙'4 −𝜙'5)$

𝜙'4
~	

+𝑁'𝑘𝑇 }
∑𝑥!+ ln(𝑥!5 𝑥!+⁄ )

𝑥'+
+ 𝛽

(𝜙'5 −𝜙'+)$

𝜙'+
~,	

(14)	

with	𝛽 = 𝑍; �𝜀''∗ + r
𝜎''
𝜎((

s
8
𝜀((∗ − 2r

𝜎''
𝜎'(

s
8
𝜀'(∗ �

− �1 + r
𝜎''
𝜎((

s
8
− 2r

𝜎''
𝜎'(

s
8
�,	

	

	𝑟 = r
𝜎((
𝜎''

s
8
, 𝜙' =

𝑥'
𝑥' + 𝑟𝑥(

, 𝜙( =
𝑟𝑥(

𝑥' + 𝑟𝑥(
,	 	

where	𝑇9:	is	the	freezing	point	of	the	solute,	and	𝑍9	and	𝑍;	
are	the	fusion	and	evaporation	enthalpies	of	the	LJ	molecules,	
respectively,	reduced	by	𝜀.	The	first	and	second	terms	in	Eq.	
(14)	 represent	 stabilization	 by	 the	 formation	 of	 cores	 and	
shells,	respectively,	and	the	third	one	represents	the	finite	size	
effect.	 The	 contributions	 of	 the	 interaction	 strength	 𝜀 	are	
summarized	in	the	interaction	parameter	𝛽.	With	respect	to	
∆𝐺7,	we	developed	a	simple	estimation	formula	for	interfacial	
tension	 (see	 supplemental	 material)	 inspired	 by	 the	 model	
proposed	 by	 Good	 and	 Elbing.41	 The	 interfacial	 tension	 of	
phases	 I	 and	 II,	with	 solute	 compositions	𝑥'<	and	𝑥'<<(𝑥'< ≥
𝑥'<<),	is	given	as	follows:	

	 𝛾<,<< = 𝛾< + 𝛾<< − 2𝐶<,<<(𝛾<𝛾<<)
!
",	 (15)	

where	𝛾< 	and	𝛾<< 	are	 the	 surface	 tensions	 of	 phases	 I	 and	 II,	
respectively,	and	𝐶<,<<	is	the	parameter	related	to	the	affinity	of	
the	two	phases.	𝐶<,<<	and	surface	tension	of	a	phase	with	solute	
composition	 𝑥' 	can	 be	 calculated	 using	 the	 following	
equations:	

𝛾(𝑥') = 𝜅"
𝑘𝑇D𝜀''∗ 𝜙'$ + 2𝜀'(∗ 𝜙'𝜙( + 𝜀((∗ 𝜙($E

𝜎''$𝑥' + 𝜎(($𝑥(
,	 (16)	

𝐶<,<< = 1 − &1 −
𝜀'(∗

�𝜀''∗ 𝜀((∗
) (𝑋'< − 𝑋'<<),	 (17)	

where				𝑋' =
𝜎''$𝑥'

𝜎''$𝑥' + 𝜎(($𝑥(
, 	

and	𝜅"	is	a	coefficient	that	depends	on	the	phase	(𝑗 = C, L，	C:	
crystal	phase，L:	liquid	phase).	Each	parameter	in	Eqs.	(13)–
(17)	is	determined	as	follows:	based	on	the	equilibrium	data	of	
the	LJ	molecule	obtained	by	Hansen	and	Verlet,42	we	set	𝑍9 =
1.31 ， 𝑍; = 6.62 ， 𝑣) = 1.143𝜎''8, and	𝑣* = 1.028𝜎''8 .	

These	 values	 correspond	 to	𝑇∗ =	𝑘𝑇 𝜀⁄ = 0.75,	which	 is	 the	
closest	 to	 the	 temperature	 range	 of	 our	 simulations	 for	
Hansen	and	Verlet’s	data.	The	freezing	point	of	the	solute	𝑇9:	
was	 set	 to	 0.68𝜀''/𝑘 ,	 which	 is	 valid	 except	 in	 the	 high-
pressure	region.	For	𝜅",	a	series	of	simulations	and	subsequent	
CNT-based	analyses	were	conducted	and	𝜅) = 1.72	and	𝜅* =
3.62 	were	 calculated	 (See	 supplemental	 material).	 In	 the	
above	 settings,	 the	 temperature	 dependence	 of	 the	
parameters	was	not	considered.		
	
Pathway	prediction	based	on	free	energy	profile	

We	 first	 assumed	 a	 simplified	 case	 in	 which	 the	
contribution	of	 the	proximity	of	 two	 interfaces	 is	negligible	
(𝛹 = 0). Figure	 5	 shows	 free	 energy	 profiles	 on	 an	𝑛)–𝑛*	
plane	 calculated	 based	 on	 our	 proposed	 model.	 In	 these	
profiles,	 the	 lower	 left	 region	 near	 the	 origin	 (𝑛), 𝑛*) =
(0,0)	corresponds	 to	 the	 solution	 state,	 the	 lower	 right	area	
with	 large	𝑛)	and	small	𝑛*	corresponds	to	the	 liquid	cluster,	
and	 the	 upper	 right	 area	 where	 both	𝑛) 	and	𝑛* 	are	 large	
corresponds	to	the	crystal.	 In	the	free	energy	profile	 for	the	
typical	condition	of	(𝜀''∗ , 	∆𝜀∗) = (2.0, 0.67),	where	a	two-step	
nucleation	 is	 observed	 in	 the	MD	 simulation	 (Fig.	 2a),	 the	
global	 minimum	 existed	 at	 (𝑛), 𝑛*) = (1100,1100) ,	 which	
corresponds	 to	 the	 crystal	 state	 (Fig.	 5a).	 According	 to	 the	
profile,	the	system	will	not	follow	a	direct	pathway	along	the	
𝑛) = 𝑛*	line	from	the	initial	solution	to	the	stable	crystal	state	
because	of	an	energy	barrier	between	the	two	states.	Instead,	
it	will	 take	a	“roundabout”	path	via	a	 local	minimum	of	the	
liquid	 cluster	 state	 at	 (1000,0) 	to	 the	 stable	 crystal	 state,	
thereby	circumventing	the	peak	height	of	the	energy	barrier.	
This	 demonstrates	 that	 a	 two-step	 nucleation,	 which	
corresponds	 to	 the	 ripening	 regime.43,	 is	 more	 favorable	
under	the	typical	condition.	In	the	profile	for	the	condition	of	
(𝜀''∗ , 	∆𝜀∗) = (2.67, 0.60) ,	 where	 the	 one-step	 nucleation	 is	
observed	 in	MD	 simulation	 (Fig.	 2b),	 the	 energy	 barrier	 is	
located	 close	 to	 the	𝑛) 	axis.	 Hence,	 it	 prevents	 the	 liquid	
cluster	 formation	 (Fig.	 5b).	 Therefore,	 the	 system	 would	
follow	the	pathway	along	the	𝑛) = 𝑛*	line	with	a	lower	energy	
barrier	than	that	of	the	liquid	cluster	formation,	making	a	one-
step	 nucleation	 energetically	 preferable.	 The	 peak	 location	
and	height	of	the	energy	barrier	thus	determine	the	nucleation	
behavior	so	that	a	pathway	with	lower	barrier	is	selected.	For	
both	 conditions,	 the	 calculated	 free	 energy	 profiles	
demonstrated	 that	 the	 transition	 from	 the	 initial	 solution	
state	 involved	 an	 activation	process	 to	 overcome	 an	 energy	
barrier	and	accordingly	required	an	induction	time. 	

In	 contrast	 to	 the	 above	 two	 conditions	 involving	 the	
activation	processes	from	the	metastable	initial	solution	state,	
the	 region	near	 the	origin	(𝑛), 𝑛*) = (0,0)	is	unstable	under	
the	two	conditions	of		∆𝜀∗ = 1.34	as	shown	in	Figs.	5c	and	5d.	
This	 accounts	 for	 the	 spontaneous	 solute	 assembly	 forming	
liquid	clusters	without	induction	times,	as	observed	in	Figs.	2c	
and	2d.	The	difference	in	the	pathways	in	Figs.	2c	and	2d	can	
be	 explained	 by	 the	 difference	 in	 the	 critical	 size	 (energy	
barrier	 height)	 in	 the	𝑛* 	axis	 direction.	 In	 Figs.	 5c	 and	 5d,	
ridges	in	the	free	energy	profiles	lying	between	the	regions	of	
small	 and	 large	𝑛*	values	are	 indicated	by	dotted	 lines.	The	
ridges	 correspond	 to	 the	 critical	 crystal	 size	 𝑛*∗ 	for	 the	
crystallization	of	an	𝑛)-size	liquid	cluster.	The	critical	size	𝑛*∗ 	
in	Fig.	 5c	 is	 approximately	 twice	 as	 large	 as	 that	 in	Fig.	 5d,	
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which	qualitatively	accounts	for	the	slow	crystallization	in	Fig.	
2c	and	instantaneous	crystallization	in	Fig.	2d.		

In	 this	 way,	 the	 free	 energy	 profiles	 calculated	 by	 our	
proposed	 model	 are	 consistent	 with	 all	 four	 different	
nucleation	 behaviors	 observed	 in	 the	 MD	 simulations,	
demonstrating	the	validity	and	applicability	of	the	core-shell	
CNT	model	 to	molecular	 systems.	 The	 key	 parameters	 that	
determine	the	nucleation	behavior	are	determined	to	be	𝜀''∗ 	
and		∆𝜀∗.	The	roles	of	the	two	parameters	in	the	free	energy	
calculation	become	clearer	when	we	deform	Eq.	(18)	into	Eq.	
(14)	by	assuming	that	the	solute	and	solvent	sizes	are	equal,	
the	change	in	the	solution	concentration	owing	to	nucleation	
is	 small,	 and	 the	 solvent	 fraction	 of	 the	 liquid	 cluster	 is	
negligible:	

	
∆𝐺6 ≈ 𝑛*𝑘𝑇 wln𝑥'4 − 𝑍9𝜀''∗ r

𝑇9: − 𝑇
𝑇9:

s|	

+𝑛)𝑘𝑇 }ln
𝑥'4
𝑥'+

− 𝑍;	∆𝜀∗
(𝑥'4 − 𝑥'+)$

𝑥'4
~.	

(18)	

The	first	and	second	terms	represent	the	stabilization	due	to	
the	 formation	 of	 crystalline	 cores	 and	 solute	 assembly,	
respectively.	 The	 first	 term	 depends	 on	 the	 temperature	
difference	 𝑇9: − 𝑇 ,	 which	 can	 be	 interpreted	 as	 the	

supercooling	of	the	liquid	cluster,	whereas	the	second	term	is	
governed	by	the	composition	(concentration)	difference	𝑥'4 −
𝑥'+	which	corresponds	to	the	supersaturation	of	the	solution	
phase.	 The	 molecular	 interaction	 parameters	 𝜀''∗ 	and	 	∆𝜀∗	
appear	as	coefficients	of	 the	 temperature	difference	𝑇9: − 𝑇	
and	 the	 composition	 difference	 𝑥'4 − 𝑥'+ ,	 respectively.	
Therefore,	 the	 parameters	𝜀''∗ 	and		∆𝜀∗ 	define	 the	 degree	 of	
supercooling	 and	 supersaturation,	 respectively,	 and	 the	
balance	 between	 the	 two	 parameters	 determines	 the	 peak	
position	of	the	energy	barrier	in	the	free	energy	profiles	and,	
accordingly,	the	nucleation	pathway. 	
	
Effect	of	the	interaction	between	the	two	interfaces	

Although	the	possible	pathways	drawn	from	the	calculated	
free	 energy	 profiles	 qualitatively	 agree	 with	 the	 simulation	
results,	the	proposed	core-shell	CNT	model	still	has	room	for	
improvement	 toward	 the	 quantitative	 prediction	 of	 the	
nucleation	 pathway.	 A	 missing	 piece	 in	 our	 model	 is	 the	
interfacial	effect	at	the	nanoscale	because	we	assumed	𝛹 = 0	
in	 the	 previous	 section.	 Accordingly,	 we	 introduced	 the	
freezing	point	depression	of	the	liquid	clusters	caused	by	the	
Gibbs-Thomson	effect44	into	our	model	by	replacing	𝑇9:	in	Eq.	

Fig.	 5.	Free	 energy	 profiles	 on	 the	𝑛)–𝑛* 	plane	 calculated	 via	 our	 proposed	 model	 for	 different	 conditions	 of	 (a)	
(𝜀''∗ , 	∆𝜀∗) = (2.0, 0.67),	(b)	(𝜀''∗ , 	∆𝜀∗) = (2.67, 0.60),	(c)	(𝜀''∗ , 	∆𝜀∗) = (2.0, 1.34),	and	(d)	(𝜀''∗ , 	∆𝜀∗) = (2.67, 1.34).	The	
parameter	 sets	of	 (a)–(d)	correspond	 to	 those	of	Figs.	 2(a)–(d),	 respectively.	Black	dotted	lines in	 figures	 (c)	and	 (d)	
indicate	the	critical	crystal	size	𝑛*∗ 	for	the	crystallization	of	𝑛)-size	liquid	clusters.	

(a) (b)

(c) (d)

∆"
#$ = 30

20
10
0

0

150

150
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(10)	 with	 the	 freezing	 point	𝑇9 	of	 a	 liquid	 cluster	 with	𝑛)	
solute	molecules,	where	𝑇9	is	expressed	as	(See	supplemental	
material):	

 𝑇9 = 𝑇9: �1 −
2𝛾*𝑎*

"
#

3𝑘𝑇𝑍9𝜀''∗ 𝑛)
!
#
�.	 (19)	

The	introduction	of	freezing	point	depression	corresponds	to	
the	 manipulation	 of	𝛹 	because	𝛹 	reflects	 the	 penalty	 of	
crystallization	within	 the	 confined	 space	of	 a	 liquid	 cluster.	
Figure	 6a	 shows	 the	 free	 energy	 profile	 calculated	with	 the	
modified	 model	 for	 the	 typical	 condition	 of	 (𝜀''∗ , 	∆𝜀∗) =
(2.0, 0.67).	The	general	trend	is	similar	to	that	shown	in	Fig.	
5a,	 in	which	the	initial	solution	and	liquid	cluster	states	are	
metastable	and	the	crystal	state	is	the	most	stable.	However,	a	
critical	difference	 is	noticed	with	the	height	and	 location	of	
the	energy	barrier.	Compared	with	Fig.	5a,	the	energy	barrier	
is	 higher	 and	 located	 closer	 to	 the	𝑛) = 𝑛* 	line	 in	 Fig.	 6a,	
which	reflects	the	lower	stability	of	smaller	nuclei	due	to	the	
Gibbs-Thomson	 effect.	 As	 a	 result,	 liquid	 cluster	 formation	
followed	by	its	crystallization	is	more	plausible	in	Fig.	6a	than	
that	 in	 Fig.	 5a	 because	 of	 the	 lower	 energy	 barrier	 for	 the	

pathway	 along	 the	 𝑛) 	axis.	 Consequently,	 the	 calculated	
profile	successfully	describes	the	pathway	observed	in	the	MD	
simulation	(solid	black	 line	 in	Fig.	6a).	The	modified	model	
also	 improves	 the	 calculated	 profile	 for	 the	 condition	 of	
(𝜀''∗ , 	∆𝜀∗) = (2.67, 0.60) .	 In	 the	 profile	 from	 the	 original	
model	(Fig.	5b),	the	energy	barrier	is	located	along	the	𝑛)	axis	
to	 deny	 a	 two-step	 pathway.	 In	 contrast,	 in	 the	 modified	
profile	(Fig.	6b),	the	peak	of	the	energy	barrier	is	shifted	closer	
to	 the	𝑛) = 𝑛* 	line,	 which	 lowers	 the	 height	 of	 the	 energy	
barrier	 for	 liquid	 cluster	 formation	 compared	 to	 that	 for	
crystal	formation.	In	fact,	a	close	look	at	Fig.	2b	clarifies	that	
the	 liquid	 cluster	 formation	 precedes	 the	 crystallization	 by	
several	nanoseconds	(Fig.	2b	and	the	solid	black	line	 in	Fig.	
6b),	which	is	accounted	for	in	terms	of	the	calculated	profile	
(Fig.	 6b).	 In	 addition,	 the	 modified	 model	 can	 more	
quantitatively	describe	the	pathways	of	Figs.	2c	and	2d	under	
the	 conditions	 of	 	∆𝜀∗ = 1.34 	than	 the	 original	 model.	 As	
shown	in	Figs.	6c	and	6d,	the	critical	size	𝑛*∗ 	of	𝑛)-size	liquid	
clusters	(dotted	 lines	 in	Fig.	6c	and	6d)	become	larger	 than	
those	of	the	original	model	(Fig.	5c	and	5d)	due	to	the	Gibbs-
Thomson	effect.	This	trend	is	pronounced	in	the	profile	of	Fig.	
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 Fig.	 6.	 Free	 energy	 profiles	 on	 an	𝑛)–𝑛* 	plane	 calculated	 via	 the	modified	model	 for	 parameter	 sets	 of	 (a) (𝜀''∗ , 	∆𝜀∗) =
(2.0, 0.67),	(b)	(𝜀''∗ , 	∆𝜀∗) = (2.67, 0.60),	(c)	(𝜀''∗ , 	∆𝜀∗) = (2.0, 1.34),	and	(d)	(𝜀''∗ , 	∆𝜀∗) = (2.67, 1.34).	The	parameter	sets	of	
(a)–(d)	 correspond	 to	 those	 of	 Figs.	 2(a)–(d),	 respectively.	 Black	 solid	 lines	 indicate	 typical	 observed	 pathways	 for	 each	
parameter	set.	Black	dotted	lines in	figure	(c)	and	(d)	indicate	the	critical	crystal	size	𝑛*∗ 	for	the	crystallization	of	𝑛)-size	liquid	
clusters.  
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6c	 while	 limited	 in	 Fig.	 6d,	 which	 are	 consistent	 with	 the	
difference	in	the	timing	of	crystallization	(solid	black	lines	in	
Fig.	6c	and	6d).	

In	all	the	four	cases,	the	system	is	driven	to	first	form	liquid	
clusters,	because	a	small	crystal	is	unstable	and	the	timing	of	
the	 crystallization	defines	 the	nucleation	behavior.	 Figure	 7	
shows	the	energy	barrier	for	the	crystallization	of	an	𝑛)-size	
liquid	cluster,	∆𝐺*∗,	under	the	four	conditions.	The	height	of	
the	 crystallization	 barrier	 decreases	 with	 𝑛) 	because	 the	
Gibbs-Thomson	 effect	 diminishes	 through	 the	 growth	 of	
liquid	clusters.	Under	the	conditions	of	𝜀''∗ = 2.0,	where	the	
degree	 of	 supercooling	 in	 bulk	 is	 small,	 the	 barrier	 for	 the	
crystallization	 is	 high,	 and	 the	 crystallization	 rarely	 occurs	
until	 liquid	 clusters	 grow	 into	 the	 size	 close	 to	 the	 local	
minimum,	which	 results	 in	a	certain	 induction	 time	 for	 the	
crystallization	(Figs.	2a,	2c	and	6a,	6c).	In	contrast,	under	the	
conditions	of	𝜀''∗ = 2.67,	where	the	degree	of	supercooling	in	
the	bulk	is	large,	the	crystallization	barrier	is	sufficiently	low	
even	for	small	𝑛)	values.	Hence,	crystallization	occurs	as	soon	
as	 the	 liquid	 clusters	 reach	 a	 certain	 size,	 which	 is	 much	
smaller	 than	 that	 at	 the	 local	 minimum,	 leading	 to	 an	
instantaneous	crystallization	(Figs.	2b,	2d	and	6b,	6d).	Based	
on	 these	 results,	 it	 can	 be	 concluded	 that	 the	 nucleation	
pathway	 is	essentially	a	two-step	pathway.	Moreover,	as	the	
degree	of	supercooling	increases,	the	pathway	asymptotically	
approaches	one-step	behavior.		

The	 agreement	 between	 the	 observed	pathways	 and	 the	
free	energy	profiles	described	here	supports	the	validity	of	the	
core-shell	 model	 in	 describing	 two-step	 nucleation,	 as	
confirmed	in	previous	studies	using	lattice	model22	and	NaCl	
systems,33	 although	 our	 model	 differs	 from	 them	 in	 the	
treatment	of	the	proximity	of	the	two	interfaces.	The	model	of	
the	previous	studies22,31,33	directly	describes	the	two	interfaces	
proximity	by	introducing	a	parameter	ξ	expressing	the	range	
of	the	interfacial	interaction,	whereas	our	model	incorporates	
the	 interfaces	proximity	 through	 the	Gibbs-Thomson	effect,	
which	 is	 a	 somewhat	 indirect	 approach.	 However,	 our	
approach	is	more	practical	because	the	required	parameters	
can	be	determined	experimentally.	Moreover,	our	model	gives	

a	 relationship	 between	 microscopic	 molecular	 interactions	
and	 macroscopic	 experimental	 parameters	 (degree	 of	
supersaturation	 and	 degree	 of	 supercooling),	 which	 offers	
applicability	 to	 experimental	 systems.	 Although	 other	
influencing	factors,	such	as	charge	and	molecular	shape,	need	
to	be	taken	into	account	when	dealing	with	real	molecules,	we	
believe	 that	 our	 model	 provides	 a	 basis	 for	 predicting	
pathways	based	on	molecular	properties.		
	

Conclusion	
In	this	study,	we	investigated	the	nucleation	processes	in	a	

binary	LJ	system	as	a	model	system	for	molecular	solutions	to	
clearly	 determine	 the	 key	 factors	 governing	 the	 nucleation	
pathway.	We	conducted	MD	simulations	in	the	NPT	ensemble	
with	 various	 interaction	 strengths,	 and	 found	 that	 the	
nucleation	behaviors	can	be	classified	into	four	types:	(1)	two-
step	nucleation	with	 induction	 times	 for	both	 liquid-cluster	
formation	 and	 crystallization,	 (2)	 one-step	 nucleation	
characterized	 by	 simultaneous	 solute	 assembly	 and	
crystallization	with	an	induction	time,	(3)	two-step	nucleation	
with	 the	quick	 assembly	of	 solutes	 and	 slow	crystallization,	
and	 (4)	 one-step	nucleation	 characterized	by	 instantaneous	
liquid	 cluster	 formation	 and	 crystallization.	 The	 quick	
assembly	of	 solutes	occurs	at	a	higher	value	of		∆𝜀∗ = 𝜀''∗ +
𝜀((∗ − 2𝜀'(∗ 	(the	difference	between	 the	 strength	of	 like-pair	
interactions	and	that	of	unlike-pair	interactions),	whereas	the	
instantaneous	crystallization	of	 liquid	clusters	 stems	 from	a	
higher	value	of	𝜀''∗ 	(the	strength	of	solute-solute	interaction).	
All	 four	 nucleation	 behaviors	 were	 accounted	 for	 by	 the	
combination	 of	 	∆𝜀∗ 	and	 𝜀''∗ ,	 indicating	 that	 these	 two	
interaction	 parameters	 are	 the	 determining	 factors	 for	 the	
nucleation	behavior.	We	theoretically	confirmed	this	finding	
by	extending	the	core-shell	CNT	model	to	a	solution	system	
with	a	finite	system	size.	The	free	energy	profiles	calculated	by	
our	proposed	model	are	qualitatively	consistent	with	all	four	
different	 nucleation	 behaviors	 observed	 in	 the	 MD	
simulations,	 demonstrating	 the	 validity	 and	 applicability	 of	
the	core-shell	CNT	model	to	molecular	systems.	Our	model	
demonstrates	 that	 the	 parameters	 𝜀''∗ 	and	 	∆𝜀∗ 	define	 the	
degree	of	 supercooling	and	 supersaturation,	 respectively.	 In	
addition,	the	balance	between	the	two	parameters	determines	
the	 peak	 position	 of	 the	 energy	 barrier	 in	 the	 free	 energy	
profiles	 and,	 accordingly,	 the	 nucleation	 pathway.	
Furthermore,	 we	 considered	 the	 interfacial	 effect	 at	 the	
nanoscale	in	our	model	to	be	the	freezing	point	depression	of	
liquid	 clusters	 caused	 by	 the	 Gibbs-Thomson	 effect.	 The	
modified	 model	 more	 precisely	 describes	 the	 observed	
pathway.	 It	 indicates	 that	 the	 nucleation	 pathway	 is	
essentially	a	two-step	pathway;	as	the	degree	of	supercooling	
increases,	 the	 pathway	 asymptotically	 approaches	 one-step	
behavior.	 Thus,	 our	model	 is	 a	milestone	 in	 predicting	 and	
controlling	 the	nucleation	pathways	of	 simple	 systems.	 It	 is	
worth	 noting	 that	 the	 molecular	 properties	 and	 operating	
conditions	 were	 the	 only	 parameters	 used	 in	 our	model	 to	
calculate	the	free	energy	changes	through	nucleation.	Because	
molecular	properties	 can	be	 represented	by	 interaction	 and	
size	 parameters,	we	 believe	 that	 our	model	 is	 applicable	 to	
more	complex	molecules	to	describe	the	nucleation	behavior	
through	their	physical	properties. 	

Fig.	7.	Energy	barrier	for	the	crystallization	of	an	𝑛)-size	liquid	
cluster,	∆𝐺*∗ ,	 for	 parameter	 sets	 of	 	(𝜀''∗ , 	∆𝜀∗) = (2.0, 0.67),	
(2.67,0.60),	(2.0, 1.34),	and	(2.67, 1.34).	These	parameter	sets	
correspond	to	those	of	Figs.	2(a)–(d),	respectively.	 
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Figure	captions.	
Fig.	1.	Snapshots	from	MD	simulation	for	a	parameter	set	of	
(𝜀''∗ , 𝜀((∗ , 𝜀'(∗ ) = (2.0, 1.34, 1.34) ,	 in	 which	 only	 solute	
molecules	 are	 shown	 for	 clarity.	 The	 lower	 right	 insets	 of	
states	 (II)	 and	 (III)	 are	 the	 cross-sectional	 views	 of	 the	
assembled	structures.	
Fig.	2.	Time	courses	of	𝑛)	and	𝑛*	for	four	parameter	sets	of	(a)	
(𝜀''∗ , 𝜀((∗ , 𝜀'(∗ ) = (2.0, 1.34, 1.34)	, 	∆𝜀∗ = 0.67 ,  (b)	
(𝜀''∗ , 𝜀((∗ , 𝜀'(∗ ) = (2.67, 1.34, 1.70)	, 	∆𝜀∗ = 0.60 ,  (c)	
(𝜀''∗ , 𝜀((∗ , 𝜀'(∗ ) = (2.0, 1.34, 1.0)	, 	∆𝜀∗ = 1.34 ,	 and	 (d)	
(𝜀''∗ , 𝜀((∗ , 𝜀'(∗ ) = (2.67, 1.34, 1.34)	, 	∆𝜀∗ = 1.34. In	figure	(a),	
time	zones	I,	II,	and	III	correspond	to	solution	state	(I),	liquid	
cluster	(II),	and	crystal	(III)	of	Fig.	1,	respectively.	 
Fig.	3.	Average	induction	time	for	liquid	cluster	formation	𝜏)	
and	 mean	 cluster	 size	 𝑛) 	at	 crystallization	 for	 various	
parameter	 sets.	 The	 simulations	 for	 the	 parameter	 sets	 of	
(𝜀''∗ , 𝜀((∗ , 𝜀'(∗ ) = (2.0, 1.0, 1.17) 	and	 (2.0, 1.0, 0.83) 	were	
conducted	at	24o	K.	
Fig.	4. Schematic	of	the	proposed	model	  
Fig.	5.	Free	energy	profiles	on	the	𝑛)–𝑛*	plane	calculated	via	
our	 proposed	 model	 for	 different	 conditions	 of	 (a)	

(𝜀''∗ , 	∆𝜀∗) = (2.0, 0.67) ,	 (b)	 (𝜀''∗ , 	∆𝜀∗) = (2.67, 0.60) ,	 (c)	
(𝜀''∗ , 	∆𝜀∗) = (2.0, 1.34) ,	 and	 (d)	 (𝜀''∗ , 	∆𝜀∗) = (2.67, 1.34) .	
The	 parameter	 sets	 of	 (a)–(d)	 correspond	 to	 those	 of	 Figs.	
2(a)–(d),	respectively.	Black	dotted	lines in	figures	(c)	and	(d)	
indicate	the	critical	crystal	size	𝑛*∗ 	for	the	crystallization	of	𝑛)-
size	liquid	clusters.	
Fig.	6.	Free	energy	profiles	on	an	𝑛)–𝑛*	plane	calculated	via	
the	 modified	 model	 for	 parameter	 sets	 of	 (a)	(𝜀''∗ , 	∆𝜀∗) =
(2.0, 0.67) ,	 (b)	 (𝜀''∗ , 	∆𝜀∗) = (2.67, 0.60) ,	 (c)	 (𝜀''∗ , 	∆𝜀∗) =
(2.0, 1.34),	 and	 (d)	(𝜀''∗ , 	∆𝜀∗) = (2.67, 1.34).	 The	 parameter	
sets	 of	 (a)–(d)	 correspond	 to	 those	 of	 Figs.	 2(a)–(d),	
respectively.	 Black	 solid	 lines	 indicate	 typical	 observed	
pathways	for	each	parameter	set.	Black	dotted	lines	in	figure	
(c)	 and	 (d)	 indicate	 the	 critical	 crystal	 size	 𝑛*∗ 	for	 the	
crystallization	of	𝑛)-size	liquid	clusters.	
Fig.	 7.	 Energy	 barrier	 for	 the	 crystallization	 of	 an	𝑛) -size	
liquid	 cluster,	 ∆𝐺*∗ ,	 for	 parameter	 sets	 of	 	 (𝜀''∗ , 	∆𝜀∗) =
(2.0, 0.67) ,	 (2.67, 0.60) ,	 (2.0, 1.34) ,	 and	 (2.67, 1.34) .	 These	
parameter	 sets	 correspond	 to	 those	 of	 Figs.	 2(a)–(d),	
respectively.	
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