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A B S T R A C T S S   

We perform machine learning molecular dynamics simulations to gain an atomic-level understanding of the 
dependence of the graphitization and thermal degradation behavior of diamond to the (111) and (100) surface 
facets. The interatomic potential is constructed using graph neural network model, trained using energies and 
forces from spin-polarized van der Waals-corrected density functional theory calculations. Our results show that 
the C(111) surface is more susceptible to thermal degradation, which occurs from 2850 K through synchronized 
bilayer exfoliation mechanism. In comparison, the C(100) surface thermally degrade from a higher temperature 
of 3680 K through the formation of sp1 carbon chains and amorphous sp2-sp3 carbon network. Due to the 
dangling bonds at the step edges, the stepped surfaces are more susceptible to thermal degradation compared to 
the corresponding flat surfaces, with the stepped C(111) and C(100) surfaces thermally degrading from 1810 K to 
3070 K, respectively. We propose potential applications of this study in diamond tool wear suppression, diamond 
polishing, and production of graphene directly from the diamond surface.   

1. Introduction 

Diamond is an ideal material for a variety of high-technology ap
plications due to its exceptional characteristics, such as its extreme 
hardness, chemical inertness, high dielectric breakdown strength and 
carrier mobility, optical transparency, and quantum coherence [1–5]. 
Diamond is a thermodynamically unstable form of carbon, and when 
heated to sufficiently high temperatures, changes into graphite [6]. This 
thermal degradation process, which is commonly referred to as graph
itization, typically produces not just crystalline graphite but also 
amorphous carbon [7,8]. The transformation of diamond to graphite 
and other amorphous sp2-sp3 materials occurs in several industrial and 
device fabrication processes such as diamond tool wear [9], catalytic 
etching [10], polishing [11], laser ablation [12], and plasma treatment 
[13]. The most technologically important diamond facets are the (111) 
and (100) surfaces [14]. An experiment on synthetic diamond micro
crystals have shown that the diamond (111) surface [C(111)] is more 

susceptible to graphitization compared to the (100) surface [15]. The 
atomistic mechanism of the dependence of the thermal degradation on 
the diamond surface facets has yet to be elucidated. Understanding this 
mechanism will enable surface-specific processing and design of dia
mond devices and benefit several engineering applications in which 
graphitization is desired to either be precisely controlled or totally 
prevented. 

Atomistic simulations of the graphitization of the C(111) surface 
have been performed in the past using ab-initio molecular dynamics 
(AIMD) [16]. Even though AIMD is one of the most accurate materials 
simulation method, it is only possible to simulate small systems for a 
very short simulation time because of high computational cost. For 
instance, the C(111) surface models in the study have only around 100 
atoms, with simulation time of less than 10 ps and heating rate in the 
order of 1000 K/ps. The limitation in the simulation size and time scale 
could have caused the overestimated graphitization temperature of the 
flat (3500–3900 K) and stepped C(111) surfaces (2500 K), which are 
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much higher compared to the experiment value, where the graphitiza
tion occurs between 1600 and 1700 ◦C (1873–1973 K) depending on the 
heating rate and time [6,15,17,18]. Furthermore, the thermal degra
dation of the diamond (100) surface [C100)] has never been simulated 
using AIMD to the best of our knowledge. 

A larger and more realistic system model and longer simulation time 
is necessary to perform simulations that will demonstrate the surface 
facet dependence of the thermal degradation. However, this will be very 
computationally demanding to do using AIMD. A possible alternative is 
to use classical molecular dynamics (MD) simulations using e.g., Tersoff, 
REBO, ReaxFF, and EDIP potentials. However, a comparative study has 
shown that these potentials do not agree well with one another on the 
predicted results for both annealed and amorphous carbon. Thus, the 
reliability and transferability of any of these classical potentials are 
difficult to assess [19]. This will be especially true in simulations 
involving diamond-to-graphite phase transformation. In addition, 
existing classical MD studies on diamond graphitization [20,21] were 
not able to demonstrate the formation of sp1-hybridized carbon chains 
and amorphous carbon that were observed in experiments [7,22,23]. 

Recently, machine learning interatomic potentials (ML-IPs) trained 
on forces and energies calculated from ab-initio methods such as density 
functional theory (DFT) have been developed and used to perform ma
chine learning molecular dynamics (MLMD) simulations. The MLMD 
method has two main advantages over classical MD. First, the MLMD 
method allows large-scale and long time-scale simulations with higher 
accuracies, practically comparable to the AIMD method. Second, the 
non-equilibrium and amorphous structures obtained from the simula
tions can be used as training data to fine tune the ML-IP in the process 
called active learning, ensuring the reliability of the potential even if 
bond breaking and phase change occurs during the simulation. Among 
various MLMD methods, the equivariant graph neural networks (GNN) 
implemented in the NequIP software uses graph message passing anal
ogous to the convolution filters used in image recognition neural 
network models [24]. Unlike the earlier neural network methods that 
uses fixed 2- and 3-body symmetry functions [25], the GNN method 
captures many body interactions. This makes GNN interatomic poten
tials (GNN-IPs) considerably more accurate compared to other ML-IPs of 
several molecules and materials. The GNN-IPs trained using NequIP 
software have been used to study several materials and chemical sys
tems, including liquid water and ice dynamics [24], formate dehydro
genation [24], kinetic transport simulations [24], adsorption of CO2 on 
metal organic frameworks [26], reactivity of single atom alloy nano
particles [27], lattice thermal conductivity calculations [28], and 
aqueous electrolyte structure prediction [29]. 

In this work, we perform MLMD simulations of the C(111) and C 
(100) surfaces in vacuum using GNN-IPs. Our objectives are (1) to 
investigate how carbon chains and amorphous carbon form on diamond 
surfaces at high temperatures and (2) to elucidate the difference in the 
thermal degradation susceptibility of the flat and stepped diamond 
(111) and (100) surfaces. 

2. Computational methodology 

2.1. Graph neural network interatomic potential construction 

We started the construction of GNN-IP by building an initial database 
of equilibrium structures consisting of diamond, graphite, graphene, and 
flat and stepped diamond (111) and (100) surfaces (Supplementary 
Document Fig. S1). From the equilibrium structures, non-equilibrium 
structures are generated by randomizing the atomic coordinates, 
annealing at various temperatures using AIMD and MLMD, and per
forming active learning as described in Section 2.2. The non-equilibrium 
structures generated through the active learning include thermally 
degraded C(111) surfaces with exfoliated top bilayer and C(100) sur
faces with amorphous carbon and carbon-chain on the surface. The 
forces and energies of these structures are calculated using DFT and used 

for training the GNN-IP model. Each structure sample i on the database 
consist of the atomic positions rix, riy, and riz, force components Fix, Fiy, 
and Fiz, and total potential energy Ei of the simulation system. The 
database of structures used in the construction of GNN-IP are provided 
in the Supplementary Material. 

The NequIP software is used to construct a GNN-IP that maps the 
atomic positions and chemical species to the potential energy of the 
simulation system and forces acting on the atoms [24]. In this method, 
the nodes in the graph represents the individual atoms while the edges 
are defined by connecting every atom to all other atoms within a cutoff 
radius. Every atom is described by a feature vector which is refined by 
message passing through convolution layers. Rotational equivariance is 
achieved by constraining the convolution to be products of radial 
function and spherical harmonics with learnable weights. The radial 
function is constructed as the product of Bessel function and polynomial 
cutoff function. We use a total of 8 radial basis and polynomial order of 
6. The network has 32 features with 4 interaction blocks and a max 
tensor rank of 1. The cutoff radius is set to 4.0 Å which is larger than the 
5th nearest neighbor in bulk diamond and the distance between adjacent 
graphite layers. The cutoff radius is large enough to accurately describe 
the activation energy of bilayer exfoliation on the C(111) surface (Sec
tion 3.2). The predicted total potential energy is obtained by the sum of 
atomic contributions and the energy conservation is guaranteed by 
calculating the predicted force from the gradient of predicted energy. 
The GNN interatomic potential is trained using the loss function based 
on the weighed sum of the energy and force loss terms where we set both 
weights to 1.0. The database is split such that 90 % of the data is used to 
training the weights and biases and the remaining 10 % is used for 
testing. 

2.2. Graph neural network interatomic potential fine-tuning and 
evaluation 

The constructed GNN-IP is evaluated based on its (1) accuracy, (2) 
stability, and (3) reliability.  

1. The accuracy of the GNN-IP is based on the root mean square error 
(RMSE) of the forces and energies of the test data. Accuracies can be 
improved by adjusting the training hyperparameters such as the 
learning rate and size of the network.  

2. The stability of the GNN-IP refers to the ability to simulate at the 
target temperature for sufficiently long timescales without mis
behaving or crashing. A misbehaved simulation includes explosions 
of systems, temperature spikes, and formation of unphysical struc
tures. We observe that crashes of simulations typically occur right 
after the formation of atomic environments that are not well repre
sented in the database. The stability of the GNN-IP is improved by 
adding these new atomic environments and structures to the 
database.  

3. Machine learning of interatomic potential is a kind of regression 
modelling. As with all regression methods, the predictions are more 
reliable in interpolating between datapoints and less reliable in 
extrapolating. An extrapolated atomic environment means that the 
atomic environment is not correlated with any atomic environment 
on the database. In other words, the database does not contain 
training data for such configuration of atoms. We use this principle in 
checking for extrapolated atomic environment. First, we make a 
database of the feature vectors of all the atomic environment in our 
dataset. The feature vectors were calculated using neural message 
passing [30]: 

h(0)
i = xi (1)  

h(k+1)
i =UPDATE(k)

(
AGGREGATE(k)

({
h(k)

j ,∀ j∈N (i)
}))

(2)  
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where xi is the initial embedding chosen depending on the atomic spe
cies, hi is the hidden embedding of atom i, and k is the number of 
message passes. The aggregate function is a function of the hidden 
embeddings of the neighboring atoms j, and takes the form 
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are the Bessel radial basis function, 
polynomial cutoff function, and spherical harmonics, respectively. The 
feature vectors are updated using the equation 
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(

h(k)
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(
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)
(7) 

Second, we use the GNN-IP to perform MD simulations. Then we 
calculated the feature vectors of the atomic environments on an MD 
snapshot. We compare each feature vector element to the database. If we 
found elements whose numerical value is lower or higher than the 
maximum value of the corresponding feature vector in the database, 
then we regard the atomic environment as extrapolated. The forces and 
energies of the structures containing the extrapolated atomic environ
ments are calculated using DFT added to the database. 

After the new structures have been added into the database, a new 
GNN-IP is trained and used to perform MD simulations. The accuracy, 
stability, and reliability are evaluated using the criteria described above. 
We continue this cycle to improve the interatomic potential iteratively 
or through an active learning process, until all of the GNN-IP evaluation 
criterion is satisfied. 

2.3. Graph neural network interatomic potential pre-production 
validation 

A novel feature of our simulation is the implementation of pre- 
production validation. In pre-production validation, we simulated a 
smaller system with the same conditions such as heating rate and tem
perature range that we plan on doing on the production simulations. The 
smaller system size allowed us to calculate DFT forces and energies of 
sampled MD snapshots and perform a final error analysis and validation. 
We performed the GNN-IP pre-production validation by simulating the C 
(111) and C(100) surfaces at increasing temperatures, up to 3600 K for 
the C(111) and 4400 K for the C(100). The chosen maximum tempera
tures are higher than the predicted thermal degradation temperatures 
through test calculation using earlier versions of the GNN-IP models. 
Simulations using the final version of the GNN-IP model confirm that the 
thermal degradation temperatures of the C(111) and C(100) are within 
the temperature range considered in the pre-production validation. The 
pre-production simulation models are shown in Table 1. Then, we 
selected 260 MD snapshots and calculate the DFT forces and energies 
which we then compared with the ones predicted by the GNN-IP. 
Finally, we evaluated the reliability by checking if there are any 
extrapolated atomic environments. 

2.4. Density functional theory calculations and molecular dynamics 
simulations 

The forces and energies are calculated using spin-polarized DFT 
calculations [31] using STATE code package (Simulation Tool for Atom 
TEchnology) [32,33] with the generalized gradient exchange correla
tion functional based on the work of Perdew, Burke, and Ernzerhof 
(GGA-PBE) [34] and the Grimme D2 dispersion correction [35]. We use 
ultra-soft pseudopotential to treat core electrons [36]. We expand the 
wave functions and augmentation charge using plane wave basis with 
cutoffs of 36 Ry (490 eV) and 400 Ry (5442 eV), respectively. Special 
points for Brillouin-zone integration were generated using the 
Monkhorst-Pack scheme [37]. The convergence threshold for energy 
minimization is 1.0 × 10− 9Ha/atom (2.72× 10− 8eV/atom). We perform 
geometry optimizations until the forces on each atom is less than 1.0 ×

10− 3Ha/a0 (5.14× 10− 2eV/Å). The number of k-point depends on the 
simulation cell size and were all tested for convergence. All calculations 
were performed using Born-Oppenheimer approximation with zero 
electronic temperature. Zero-electronic temperature approximation has 
been used to study carbon phase diagrams at extreme pressures and 
temperatures and comparison with finite-electronic temperature shows 
minimal error especially for insulating systems [38]. Similar approxi
mation was done on a recent MLMD study of carbon at extreme pres
sures and temperatures, which shows highly accurate prediction of 
Hugoniot temperatures (temperature attained of a material during 
shockwave compression) particularly for temperatures <10,000 K [39]. 

Molecular dynamics simulations are performed on LAMMPS code 
[40] using an NVT ensemble with Nose-Hoover thermostat and a time
step of 0.1 fs [41]. In this method, the temperature of the atomic nuclei is 
controlled by first calculating the nuclei velocities using the GNN-IP and 
then introducing a fictitious dynamical variable which slows or accel
erates the particles until desired temperature, calculated using the 
equipartition function, is reached. Periodic boundary conditions are 
imposed along the x and y axis. The simulation models of the flat and 
stepped diamond (111) and (100) surfaces for production calculations 
are shown in Table 1 and Fig. 1. The C(100) surface reconstruction by 
C-atom dimerization is not a thermally activated process and occurs 
spontaneously at 0 K [42]. For this reason, all simulations of the C(100) 
surface start with the reconstructed model. We consider two types of 
stepped C(100), depending on whether the dimer direction is normal 
(Type A) or parallel (Type B) to the step edge. The main difference be
tween these two stepped surface models is the absence (Type A) or 
presence (Type B) of dangling bonds on the second layer of the step 
edge, similar to the stepped Si(001) models proposed by Chadi [43]. Our 
test calculations show that a slab model thickness of 12 layers is suffi
cient to describe the surface reconstruction, bilayer exfoliation and 
reconstruction, which is the energy difference between a C(111) surface 
and C(111) surface with graphitized top 2 layers, and the surface en
ergies. Increasing the thickness to 16 layers have negligible effect on 
these properties (Table 2). All models have 12C layers, and the bottom 
atoms are terminated with H atoms. The bottom 2 layers and the H layer 

Table 1 
Diamond surface models for pre-production validation and production simula
tions, showing the simulation box sizes x and y and the number of atoms in each 
structure.  

Type of Surface x (Å) y (Å) No. of Atoms 

Pre-Production Validation 
Flat C(111) (4 × 4) 8.7488 10.1023 208 
Flat C(100) (4 × 4) 10.1023 10.1023 208 

Production Simulation 
Flat C(111) (8 × 8) 17.4977 20.2046 832 
Stepped C(111)/C(665) 24.8761 20.2046 1184 
Flat C(100) (8 × 8) 20.2046 20.2046 832 
Stepped C(100)/C(1 1 10) Type A 25.5071 20.2046 1000 
Stepped C(100)/C(1 1 10) Type B 25.5071 20.2046 1048  
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positions are fixed during the simulations. 

2.5. Machine learning analysis of the molecular dynamics data 

The carbon atoms in graphite and diamond are sp2- and sp3-hy
bridized, respectively. An sp2-hybridized atom has its s orbital hybridize 
with two p orbitals, resulting in a trigonal planar structure with three 
coordination. On the other hand, an sp3-hybridized atom has its s orbital 
hybridize with three p orbitals, resulting in a tetragonal structure with 
four coordination. However, it is also possible to have 3-coordinated sp3 

hybridized atoms on the diamond surfaces (sp3 with 1 dangling bond), 

which results in a slightly flattened tetragonal structure. In molecular 
dynamics simulations, the 3-coordinated and 4-coordinated atoms are 
typically assigned to sp2-hybridized and sp3-hybridized atoms, respec
tively [44]. However, since 3-coordinated atoms can either be sp2- or 
sp3-hybridized with a dangling bond, the classification is not trivial. The 
3-coordinated sp3 atoms could easily convert to 4-coordinated sp3 when 
the dangling bond is saturated, hence, it should be properly distin
guished from the 3-coordinated sp2 atoms. To classify between the sp2 

and 3-coordinated sp3 atoms, it is necessary to consider the bond lengths 
and the shape formed by the central atom and its nearest neighbors. To 
do this, we build a database of sp2 and 3-coordinated sp3 atoms with four 
features, namely the three bond lengths and the sum of the three bond 
angles, and either sp2 or sp3 as the target class. The sp2 atoms came from 
graphite and graphene, while the 3-coordinated sp3 atoms came from 
the first layer atoms of the diamond (111) and (100) surfaces. The co
ordinates of graphite, graphene, and the diamond (111) and (100) sur
faces are perturbed randomly using uniform distribution to create new 
structures. The features are used as input to a neural network binary 
classifier model. The model has 3 hidden layers and an output layer 
where we used rectified linear unit (ReLU) and sigmoid activation 
function, respectively. The model is trained with binary cross-entropy 
loss function and adaptive moment estimation (Adam) optimizer as 
implemented in PyTorch machine learning framework [45]. 

Fig. 1. Flat and stepped diamond (111) and (100) surface models used in production simulations. Dark grey spheres correspond to top-layer carbon atoms, while 
grey and white spheres correspond to the other carbon and hydrogen atoms, respectively.. (A color version of this figure can be viewed online.) 

Table 2 
Comparison of relevant surface properties calculated using 12-layer and 16- 
layer slab models.  

Properties 12 
Layers 

16 
Layers 

C(111) Reconstruction Energy (eV/atom) − 0.756 − 0.753 
C(111) Bilayer Exfoliation and Reconstruction Energy (eV/ 

atom) 
0.125 0.131 

Surface Energy (eV/atom) 
C(111) non-reconstructed 2.161 2.159 
C(111) 2 × 1 reconstructed 1.405 1.405 
C(100) 2 × 1 reconstructed 2.410 2.410  
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3. Results and discussion 

3.1. Graph neural network interatomic potential model for production 
simulations 

The GNN interatomic potential that we used in the production sim
ulations has been constructed from the database of 6302 structures, 
consisting of 452,656 atomic environments with 6302 total energy data 
corresponding to the structures and 1,357,968 force components. The 
energy and force root-mean-square errors (RMSE) of the test set are 
0.003 eV/atom and 0.085 eV/Å, respectively. We subject the GNN-IP in 
the pre-production validation by simulating the C(111) and C(100) 
surfaces at increasing temperatures, up to 3600 K for the C(111) and 
4400 K for the C(100). Comparison of the DFT and GNN energies and 
forces are shown in Fig. 2. The energy and force RMSEs of the pre- 
production validation set are 0.005 eV/atom and 0.128 eV/ Å, respec
tively. The test and validation RMSEs that we obtained using GNN 
method are lower compared with the RMSE of the ML-IP for diamond 
and carbon materials constructed using Gaussian approximation po
tential (GAP) and neuro evolution potential (NEP) methods [46,47]. The 
sampled MD trajectories of the pre-production run have no extrapolated 
atomic environment feature vector with respect to the database. Next, 
we use the GNN-IP model to predict the equilibrium interatom separa
tion in graphite and diamond crystals. The predicted interatom sepa
ration of both graphite and diamond agrees very well with DFT and 
experiment (Table 3). Finally, we used the GNN-IP model to calculate 
the surface energy of the diamond surfaces. The surface energies were 
calculated using the equation 

γ =
1

2A
(2Eslab1 − Eslab2) (8)  

where Eslab1 is the total energy of a 12-layer diamond slab with the 
bottom surface terminated by H-atoms, Eslab2 is the total energy of a 24- 
layer slab where the top and the bottom surfaces terminated by H-atoms, 
and A is the surface area of the slab [42]. The C(100) surface has higher 
surface energy compared to the C(111) surface, in good agreement with 
the DFT calculation (Table 4). 

3.2. Thermal degradation of the flat and stepped diamond (111) and 
(100) surfaces 

We investigated the thermal degradation of the C(111) and C(100) 
surfaces by performing MD simulations with constant heating rate of 10 
K/ps. To analyze the results of MD simulations, we monitor the changes 
in the number of phase transformed atoms and their coordination. We 
define the phase transformed atoms as the atoms that move at least 0.8 Å 

away from their initial positions. The cutoff for the calculation of the 
coordination number is 2.0 Å. The simulation is carried out until about 
four layers of the surface has been phase transformed or thermally 
degraded. 

We start with the simulation of the C(111) surface (Fig. 3a). At t = 52 
ps (T ~ 520K), a number of atoms start to undergo phase transformation. 
The number of phase transformed atoms is almost unchanged up to t =
260 ps (T ~ 2600K), suggesting that this phase is at least meta-stable 
within these temperature range. Upon examination of the snapshot at 
t = 60 ps, the phase transformation is characterized by the (2 × 1) 
π-bonding reconstruction of the C(111) surface (Fig. 4a). We investi
gated the temperature dependence of the π-bonding reconstruction by 
first performing constant heating rate simulation from 0 K up to a target 
temperature, and then keeping the simulation temperature constant. 
When the target temperature is 500 K, the π-bonding reconstruction 
occurred within 4.5 ps. When the target temperature is lowered to 400 K 
and 300 K, the time required to reconstruct increased to 50.0 ps and 68.3 
ps, respectively. We also simulated at 280 K for 500 ps but did not 
observe π-bonding reconstruction. The results suggest that the C(111) (2 
× 1) π-bonding reconstruction is a thermally activated process and 
agrees with earlier theoretical studies using first principles calculations 
[42,52]. The thermal degradation of the surface occurs from t = 285 ps 
(T ~ 2850K) as shown by the sharp increase of 3-coordinated phase 
transformed atoms. The thermal degradation of the C(111) surface oc
curs through bilayer exfoliation, which starts with the breaking of bonds 
between the second- and third-layer C atoms. This bond breaking 
mechanism is similar to the cleaving of the C(111) surface which breaks 
one bond per atom. When attached to the surface, the top bilayer has 
buckled structure with the characteristic tetrahedral geometry of dia
mond. After it has been detached, the top bilayer is exfoliated, and forms 

Fig. 2. Comparison of the DFT and GNN energies and forces for the pre-production validation set, with energy and force RMSEs of 0.005 eV/atom and 0.128 eV/ Å, 
respectively. 

Table 3 
GNN predicted interatom separation in graphite and diamond crystals compared 
with DFT and experiment.  

structure GNN DFT experiment 

graphite 1.425 Å 1.424 Å 1.419 Å [48] 
diamond 1.544 Å 1.546 Å [49] 1.545 Å [50]  

Table 4 
GNN predicted diamond surface energies compared with DFT.   

GNN DFT (this study) DFT (Ref [51]) 

C(111)-(2 ×
1) 

3.42 J/m2 (1.18 eV/ 
atom) 

4.09 J/m2 (1.41 eV/ 
atom) 

4.06 J/m2 (1.37 eV/ 
atom) 

C(100)-(2 ×
1) 

5.07 J/m2 (2.02 eV/ 
atom) 

6.05 J/m2 (2.41 eV/ 
atom) 

5.71 J/m2 (2.2 eV/ 
atom)  
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Fig. 3. The results of MD simulations of the diamond surfaces at a constant heating rate of 10 K/ps. For each surface model, the number of phase transformed atoms 
per ̊A

2 
during the simulation is shown, with blue, orange, green, and red lines corresponding to 1-, 2-, 3-, and 4-coordinated atoms, respectively. Snapshots of the MD 

simulation at selected timesteps are also shown with blue, orange, green, and red spheres corresponding to 1-, 2-, 3-, and 4-coordinated phase transformed atoms, 
respectively. Grey and white spheres correspond to non-phase transformed carbon and hydrogen atoms, respectively.. (A color version of this figure can be 
viewed online.) 
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corrugated graphene-like sheet where the C atoms are all 3-cooridnated 
and form 6-membered rings. The snapshot at t = 292 ps shows a ther
mally degraded C(111) surface with two exfoliated bilayers. To estimate 
the activation energy of the bilayer exfoliation, we performed static DFT 
calculations and nudged elastic band reaction path search [53]. The 
activation energy is 0.758 eV/atom (2.199 J/m2). Using the GNN-IP, the 
calculated energy barrier is 0.717 eV/atom (2.081 J/m2) which shows 
good agreement with DFT. 

Fig. 3b shows the results of the simulation of the stepped C(111) 
surface. The (2 × 1) π-bonding reconstruction starts at an earlier time
step of t = 35 ps (T ~ 350K). The completed reconstruction is shown in 
the snapshot at t = 50 ps. The π-bonding chain is formed at an angle of 
60◦ across the steps (Fig. 4b). The thermal degradation of the stepped C 
(111) surface starts to occur at an earlier timestep of t = 181 ps (T ~ 
1810K) compared with the flat C(111) surface. This difference is caused 
by the dangling bonds already present on the second-layer atoms at the 
step edges which promotes bilayer exfoliation. The snapshot at t = 201.5 
ps shows a thermally degraded stepped C(111) surface with the top two 
terraces that have been exfoliated and have combined into a single 3-co
ordinated C atom rippled sheet that forms graphene-like 6-membered 
rings. The remaining terraces contains sections with 2 × 1 recon
structed atoms and partially exfoliated C atom sheets. 

Next, we discuss the results of the simulation of the C(100) surface 
(Fig. 3c). The thermal degradation of the surface starts at a much later 
timestep of t = 368 ps (T ~ 3680K) compared to the C(111) surface. This 
shows that the C(100) surface has higher thermal degradation resistance 
compared to the C(111) surface. As can be seen from the MD snapshots 
at t = 373 ps and t = 382 ps, unlike the C(111) surface, the thermal 
degradation of the C(100) surface does not proceed through the exfoli
ation of the top bilayer. Exfoliation of the top bilayer of the C(100) 
surface requires synchronous breaking of two bonds per atom which is a 
more stringent requirement compared to the one bond per atom 
requirement of cleaving the top bilayer on the C(111) surface. Instead of 
bilayer exfoliation, the C(100) surface degrade by breaking bonds be
tween layers and the degradation proceeds through a small cluster of 
phase transformed atoms that grows until it covers the entire surface. 
The thermal degradation causes the surface to expand, which supports 
the observation in the laser ablation of diamond [54]. The phase 
transformed atoms consist of 2-, 3-, and 4-coordinated C atoms. Having 
2-coordinated carbon chains shows that there are more broken bonds 
per atom in the thermal degradation of the C(100) surface compared to 
the C(111) surface. 

Fig. 3d and e show the results of the simulations of the Type A and 
Type B stepped C(100) surfaces. The main difference between the two 
stepped surface models is the absence or presence of dangling bonds on 
the second-layer atoms on the step edges. When the C-dimer bond is 
normal to the step edge (Type A), there is no dangling bond on the 
second-layer atoms at step edge. But when the C-dimer bond is parallel 
to the step edge (Type B), there is 1 dangling bond per second-layer atom 
at the step edge. This leads to the difference in the thermal degradation 
mechanism of the two stepped surface models. For the Type A stepped C 
(100) surface, the thermal degradation of the surface starts at t = 350 ps 
(T ~ 3500 K) which is just slightly lower compared to the flat C(100) 
surface. Similar to the flat C(100) surface, the thermal degradation starts 
with disordered clusters of 2-, 3-, and 4-coordinated phase transformed 
C atoms and grows until it covers the step terrace. In contrast, for the 
Type B stepped C(100) surface, the thermal degradation of the surface 
occurs at a much earlier timestep of t = 307 ps (T ~ 3070K). Also, the 
rate of increase of the phase transitioned atoms is slower compared to 
the flat C(100) surface. Moreover, the thermally degraded structure is 
noticeably different. The number of thermally degraded atoms with 2- 
coordination is lesser, while 3-coordinated atoms with short-range 
order are observed. The thermal degradation starts with the formation 
of cylindrical and dome-like structures at the step edges. The cylindrical 
structure consists of 3-coordinated atoms that form 6-membered rings 
similar to graphene, while the dome-like structures consist of 3-coordi
nated atoms that form 5- and 6-membered rings similar to fullerenes. As 
the thermal degradation progresses, the cylindrical and dome-like 
structures combine and become more disordered. 

We also perform same simulations at a faster heating rate of 200 K/ 
ps. The predicted thermal degradation temperature is higher compared 
to the ones predicted in the slower heating rate simulation (Table 5). For 
instance, at slower heating rate of 10 K/ps, the graphitization starts at 

Fig. 4. Snapshots of (2 × 1) π-bonded reconstruction of the (a) C(111) surface (t = 60 ps, T ~ 600K) and (b) stepped C(111) surface (t = 50 ps, T ~ 500K). Dark grey 
spheres correspond to π-bonded carbon atoms while grey spheres correspond to other carbon atoms.. (A color version of this figure can be viewed online.) 

Table 5 
Comparison of the thermal degradation temperatures of the diamond surfaces 
for slow (10 K/ps) and fast (200 K/ps) heating rates.  

structure thermal degradation temperature (K) 

slower heating rate faster heating rate 

C(111) 2850 3240 
C(111) stepped 1810 2840 
C(100) 3680 4050 
Stepped C(100) Type A 3500 3900 
Stepped C(100) Type A 3070 3640  
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1810 K for the stepped C(111) surface which is close to the temperatures 
in the experiment, in which the graphitization of diamond microcrystals 
occurs within a few minutes when heated at 1600 ◦C (1873 K) which 
starts from the edges and the C(111) facet [15]. At faster heating rate of 
200 K/ps, the predicted graphitization temperature for the same surface 
is higher (2840 K). Next, we calculated the thermal degradation of the 
flat and stepped C(111) surface for increasing heating rates and plotted 
thermal degradation temperatures (Fig. 5). The graph shows that the 
thermal degradation temperature converges at 10K/ps. Therefore, while 
10 K/ps is still much faster compared to the one used in the experiment 
(15 ◦C/min) [15], it is still possible to predict realistic thermal degra
dation temperature with this value of heating rate. 

3.3. Hybridization of carbon atoms on the thermally degraded diamond 
surfaces 

To gain further insights, we classify the phase transformed atoms of 
the thermally degraded surfaces according to their hybridization. The 1- 
and 2-coordinated atoms are classified as sp1-hybridized, and the 4-co
ordinated atoms are classified as sp3-hybridized. The 3-coordinated 
atoms can either be sp2 hybridized or sp3 hybridized with a dangling 
bond, depending on the bond lengths and bond angles. To classify the 3- 
coordinated atoms whether they have sp2 or sp3 character, we con
structed a neural network binary classifier model with bond lengths and 
bond angles as input features. The details of this binary classifier model 
are discussed in the methodology section. The classified structures of 
thermally degraded surfaces are shown in Fig. 6 with the calculated 
percent composition of each hybridization type for each structure. In 
addition, structure analysis using the coordination number is also pre
sented. While the coordination analysis is a good metric to contrast 
between the amount of 1-, 2-, and 4-coordinated thermally degraded 
atoms on the flat and stepped C(111) and C(100) surfaces, it gives 
limited insight in differentiating between the type of thermally degraded 
3-coordinated atoms on the surfaces. For this task, the hybridization 
analysis allows further elucidation. 

The exfoliated sheet on the thermally degraded C(111) surface 
contains sp2 and 3-coordinated sp3 hybridized atoms forming 6- 
membered rings (Fig. 6a). The corrugation is caused by the compres
sive stress due to the mismatch between the lattice parameter of the C 
(111) surface and graphene, which prevents the 3-coordinated sp3 atoms 
to fully flatten and change into sp2 hybridization. In physical systems, 
the exfoliated sheet will likely become purely sp2-hybridized when the 
compressive stress is lifted. Similarly, the exfoliated rippled sheet and 
the partially exfoliated sublayer of the stepped C(111) surface contain C 
atoms in 6-membered rings with both sp2 and sp3 character (Fig. 6b). 

In contrast, the thermally degraded C(100) surface contains sp1 

hybridized carbon chains and an amorphous network of sp2-hybridized 
and 3- and 4-coordinated sp3-hybridized C atoms (Fig. 6c). In physical 
systems, the 3-coordinated sp3-hybridized C atoms can either form bond 
with other atoms to saturate the dangling bond or flatten to change into 
sp2 hybridization upon annealing. Also, as argued by O’Bannon et al. the 
sp1-hybridized carbon will transform into zigzag chain and combine to 
form into more stable sp2-hybridized carbon [23]. The thermally 
degraded structure on the Type A stepped C(100) surface is similar to the 
flat C(100) surface (Fig. 6d). In contrast, the Type B stepped C(100) 
surface has noticeably less sp1 hybridized carbon chains (Fig. 6e). Also, 
unlike in the flat and the Type A stepped C(100) surface, the sp2 and 
3-coordinated sp3 structures on the Type B stepped C(100) surface have 
short range order, which form into graphene-like and semi fullerene-like 
structures with 5- and 6-membered rings. The 3-coordinated sp3-hy
bridized carbon atoms in these rings will likely flatten upon annealing. 
The formation of half fullerene-like structure supports the experimental 
observation that fullerene can form during CVD growth of diamond and 
that diamond can be formed from fullerene [55,56]. 

4. Conclusions 

The MLMD simulations using GNN-IP reveal the origins of the sur
face facet dependence in the thermal degradation of the C(111) and C 
(100) surfaces. The C(111) surface thermally degrade through the 
exfoliation of the top bilayer which forms into highly ordered 6- 
membered rings. On the other hand, the exfoliation of the top bilayer 
does not occur on the C(100) surface since it requires the breaking of two 
bonds per atom which is a more stringent requirement compared to the 
one bond per atom requirement of exfoliating the top bilayer on the C 
(111) surface. As a result, the C(111) surface is more susceptible to 
thermal degradation compared to the C(100) surface. The thermally 
degraded C(100) atoms consist of 2-coordinated carbon chains and 3-co
ordinated amorphous carbon. We also investigated the thermal degra
dation of the stepped diamond surfaces. In general, the stepped surfaces 
are more susceptible to thermal degradation compared to corresponding 
flat surfaces. The dangling bonds of atoms on the step edge facilitate 
bond breaking between the surface and sublayer atoms and lead to lower 
thermal degradation temperature. 

Since thermal degradation is enhanced by the presence of dangling 
bonds, we propose that terminating the dangling bonds at the steps 
could prevent the premature wear of diamond tools. Recently, diamond 
tool wear suppression when cutting steel has been demonstrated in vi
bration cutting [57,58]. The proposed mechanism is that the steel oxi
dizes when exposed to air, which prevents the direct contact and 
chemical reaction between the steel and the diamond tool. We propose a 
secondary mechanism where the graphitization is suppressed due to the 
termination of diamond dangling bonds by oxygen atoms, particularly in 
the flank face of the tool. 

Moreover, we found that through thermally induced process, the top 
bilayer of the C(111) surface can be exfoliated without significant 
damage to the sublayer atoms. This mechanism could be used in the 
design of novel diamond polishing methods. For instance, the dangling 
bond on the edges make asperities more susceptible to graphitization. 
Therefore, preheating the surface prior to polishing will selectively 
graphitize the asperities and could potentially improve the material 
removal rate and the quality of the polished surface. 

Finally, our simulations show the atomistic mechanism of the pro
duction of graphene directly from the diamond surface which has been 
proposed in the past using metal catalysts [59,60]. There is a growing 
interest in the graphene-on-diamond electronic devices which have su
perior electronic and thermal properties compared to conventional 
graphene-on-silicon devices [61–63]. Our results suggest that the C 
(111) surface is more likely to produce better quality graphene, since the 
sp2 atoms mainly form 6-membered rings, resulting in a planar surface. 
On the C(100) surface, particularly on the Type B stepped surface edges, 
the sp2 atoms also form 5 membered rings aside from the 6-membered 

Fig. 5. Variation of thermal degradation temperature with heating rate for the 
flat and stepped C(111) surfaces. 
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Fig. 6. Coordination (left) and hybridization (right) analysis of carbon atoms on the thermally degraded diamond surfaces. Snapshots of the MD simulation at 
selected timesteps are shown with blue, orange, green, and red spheres corresponding to 1-coordinated, 2-coordinated, 3-coordinated, and 4-coordinated C atoms 
(left) and orange, green, blue, and black spheres corresponding to sp1, sp2, 3-coordinated sp3, or 4-coordinated sp3 hybridized C atoms (right). Grey and white 
spheres correspond to non-phase transformed diamond and hydrogen atoms. The percent composition of each type of coordination and hybridization for each 
structure is calculated.. (A color version of this figure can be viewed online.) 
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rings, which will result on a buckled and rather less ordered graphitic 
structure. 
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