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DESIGN OF A VERY LARGE STORAGE SYSTEM = Paper No. 087

by Samuel J. Penny, Robert Fink, and Margaret Alsfon—Ga'rnjost
Lawrence -Radiation Laboratbry,‘ ;Univer_sity of Califorxfia

.~ Berke ley, California

' T.he Mass Stdfé.ge S}:rstem (MSS), built .a.ro‘u»nd 1.:h_e“ IBM 1360 photo -
digital store',ﬂdffe.i's the ﬁsefs.of the CDC 6600 computé;' corﬁpléx at'thé
Lawrence Rédia.tion Laboratdry—Berkeley, a facility for the storage,
management; ~and r‘etriéval-of ve_ry. large volumes of- data. The system
is capable v_o‘f storing 3% -1011 bits of data on-line to thé computer,
Maximum"acz;cess time is 5 seconds. Off-line arch_iv'al storage is
unlimited and data can be moved 'back dn—line within é short time. An
automated Ide_xta-managemgnt system designed to ha_ndle these large .~
amounfs of.rdafa offers many néw benéfits and pOSsibilitie s. Reliable
on-line data _b.ases of a very large size open the way to new and ' |
interesting ai:p‘iicatiohs_a.s well as new ways to appraa;ch existing

problems.

(word count 107)
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by Samuel J, L-Penny, Robert.Fink, and Margaret Alst_bn—Garnjost
Lawrence Radlation Laboratory, Universlty of California

Berkeley, California 94720

INTRODUCTION

| The Mass Stel'age System I( MSS). is a data- management system for
the on-line storage and retr1eva1 of very large amounts of permanent
data, The MSS uses an IBM 1360 photo d1g1tal storage system (called
the ch1pstore) with an on-line capacity of 3% '1011 b1ts as its data storage
and retr1eva1 equ1pment. It also uses a CDC 854 disk pack for the
storage of control tables and indices. Both these 'de:\'riCes are attached

to a CDC 6600 d1g1ta1 computer at the Lawrence Radiation Laboratory—

Berkeley.

Work done under auspices of the U, S. Atomic Energy Commission

Plane for the MSS began in 1963 with a search for an alternative
to magnetie tape as data storage for analyses in the field of high energy
iohysics. A contract was signed witll IBM in 4965 for..the chipstere', and
it was delivered in March of 1968. The associated_ software on l:he 6600
was designed», produced, | and tested by LRL personnel, and the Masvs |
Storage System was made available as a production facilify in July of 1969.
This paper is concerned with the de sign effort that was made in

de.veloping the Mass Storage System. The important design decisions,
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and some ‘Qf'. the reasons behind those decisions, are discussed. Brief
descriptioné__.df the hardware and software illustrate the final result of

this effort. .

'CHOICE OF THE HARDWARE
By 196‘3 'tbe'analysisv of nuclear parficle 'vinte‘ij'a_,éti(v)hs had be_t:érhe
a very large. ;ippiicaﬁon on the digita_.l computers at’.:LRL——Berkéley.
More than }.1alv1f‘_the available time on the IBM 7094 computer was being
used for thi"s' "ana1§rsis, and the effort was expandihg. Much of the
problem was purely data manipulation -- sorting, m_efging; scanning,
and indexiﬁg.large tape files -- and sinlgle expérirﬁenéé"‘prbduced tape
libraries of li_i;ﬁdreds of reels each. | |
| The prc;blems ’ofvhandl‘ing lérge tape libraries had become welll
known to th.e.e}iperimeriters. Tapes were iosté they deveiopéd bad spots;
‘the wrong tapes were used; keepiﬁg track of whaf data were on what .ta;pe
became a njajv‘o‘r effort.' All these problems degraded the quality of the
data and vrn_édé the exiaerirnents more expensive, A definite need existed
for a new ai)proach. |
The study of the problem began with establishment of a set of
criteria for a l_arge—capaciw qn-line storége devicé,.'and members of
the LRI staff 'sfarted in\%es_tig‘a.t':ing comfnerically‘available equipment.
The basic c‘:rviv.tvéria used Were: |
(a) The stor‘ag;e device should be on-line to the (‘;.ent.ral corn.put‘i-ng

facility.
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(b) It shoﬁld have an on-line capac.ity,of at leasf 2.5X 10‘1'1 bits
(equivalent t6 2000 reels of fape). - o

(c) Ac.ce‘s.s time tbﬂ data in the storage device should be no more than
a few secondé. _ |

(d) The _d',vata..‘-_reading transfer rate éhoul& be at leaét as fast as
magnetic tape, | | o

(.é) The d_e.\}ice shoﬁld have random-access :capabilit_:y..

(f) The s‘tc')i-'age me(.'ii‘iirri‘ofl the device should be of a:éhiv'al qualify,
lasting 5 years at least. ‘.

(g) The st‘ora_'.ge medium need not be rewritable..

(h) The freqﬁenéy of unrecoverable read eri_o_rs shoﬁld be much lower
than on mag'lnetic tape. |

(i) Data should be eaSiiy movable between the on-l_iﬁé storage device
and shelf Stoi‘a!ée. | |

{j) The dévice har'dwar'e‘ should be reliable and not subject to excessive
failures an& down time. |

(k) Finally, the storage 'device should be econobmically worthwhile
and within our budget. | |

Several devices were proposed to the Laboratory by various vendors.

After careful study, vinclu’ding c.omputer simulation of the hardware and
scientific evaiuatidﬁs of the technologies, the decisionbwas madé to enter
into a cbnfract_vwith IBM for delivel.'y, in fiscal year 1968, Qf the 1560

photo-digital storage system. This contract was s_igned' in June of 1965,

-3-
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The rnajor_a-p_plication contemplated at that time is de ééri_bed in Ref. 1.

It was clear that on'e._ of thev majér problems in the dvesig‘.nxvo'f the
associated so»ftwarev would be the storage and mainfenahce of éontrol
tables and indices to the data. U_nles.s indexing was handled automatically
by the soft'wavrev, the s-tbfage syste'fn would quickly'bécome'more of a
problem than 1t was \wor.th.v f’rotectibﬁ of'the indiéeS-was seen to b’e v
equally »importar.ltﬂ, for the éystém would be depe‘ndent on tﬁem to phyéi-—
caliy locate the data. It was decided that a magﬁgtic disk pack drive,
with .it.s removable pack, wés the rﬁost suitable deVicé f_p_r the storage of
the MSS tables and indices. | |

A CDC 854 disk pack drive was purchased for this purpose,.
DESCRIPTION OF THE HARDWARE

1360 Photo-digital storage system

The IBM 1360 chipstore is an inpﬁt?output dé'vic‘e; composed of a
storage file containing 2250 boxes of silver haiide f11m chips, a chip
recorder-developer, and a»_chipv re.a.der, Figure 1 éilows the genefal
arrangement. of the chipstore ha;rdware, and its relation to the CDC 6600
computer, Referenceé 2 through 5 describe the hardware iﬂ detail.

A brief summary is given below. |

A’chip'i_s 35 by 70 mm in size and holds 4.7 million bits of data as

Wéll as addfessing and error-corfection or error-detection cédes.  Data

from the 6600 ‘computer are recorded on the chip in a 'vacuum with an

VS
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electron Be'a.rr;, taking. about 18 sec pver c.hip. The automatic film d_.eirel-
oper unit corﬁéletes the prOC'essing of e. chip withinjé.S vmin.; it overlaps
the developingrof e:ightv chips:so that its pfocessihg rate is::compara.ble
to that of the ‘re"corder.: r

Up to"v3‘2 chips are stored toge.ther in a piasticbox. ' F‘igure 2 shows
‘a recorded film chip and the Vbox'in.vwh.iﬁchnvit is kept. - These boxes a,re. :
tranSported_befweeﬁ the fecefdef—developer, the b‘ox storage fiie, and
the chip reade_r station by means of _a.ﬁ air blower syetem. Transport
times bet\'x./eetn. moaules'on the Berkeley system average al;oun'(;l 3 sec.

= Under the command of thef 6600 computer th_e chipstore transports

a box from _ti’lG storége file to the rea'cier, picks ouf a chip; and positions
it for reading.’ Thev.chip is read with a spot of light geherated by a
cathode -ra{rf't'ﬁbe and detected b'y: .a phe.tomultiplier tﬁ.be‘ at an effective
data rate-of_ 2 million bits per:sec'ond. Tﬁe error correction-detection
codes are checked for validity as the data are read, and if the data are
incorrect, an extensive rerea.d and error -correcfion scheme_ is uSed to
try to reproduce the correct data. The data are then sent to the 6600
across a high-speed data channel, Chip pick and store times are less
~than 0.5 sec, - | |

The box storage file on the Berkeley 136.6 system has a capacity
of 2250 boxes. This represents aﬁ on-line data capacity of 2750 full
reels of mégnetic tape (at 800 BPI); 1360 systems at other sites ﬁave

additional file modules, giving them an on-line capacity three or more

-5-
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| times as’g-i"ea;t as at Be‘rkeley..

A rhavr:iu'av.l'eritf;.r' sta.;tib:n‘br‘l the éhipétc‘i“re alilllo\x’_/‘s. boxes of chips to
be taken out of_‘;;he ésrstem or to b:e i‘éinsert‘.:,ed.‘ .By kéepiﬁg the éurre'ntly |
unused défa iﬁ bff -liﬁe storage and retaining o.ni‘y the active data in thev
file, the potential size of the »data base thét can be »b‘iJ.ilt in the MSS is
equivalent té féns of thousands of magnetic tapes. _

A process control computer is built into the chipstore hardware."
This small computer is responsible for controlling é.ll ha.rdwarev actions
as well as diagnos_ing. malfunctions, f It aisd does the detailed scheduling
of eventé on the device. Communication betweeén the 'c.hipst_o're and the
" host computer goes .throu'gh this proCesSof. Thisv' relieves the host of
the responsibility of commanding the hardware in detail, and offers_ a

great deal of flexibility.

854 Disk pack drive

The CDC 854 disk pack drive holds a removabie”iO—surface disk
pack. The pé’ck hasa tYPiCal access time of 90 ms-éé, '._and a data transfér
~ rate of about 1 -million bi_ts.per sec. . Its storage éapacity is 48 million b1ts ,

MSS uses this pack for the storage of all its tables and indices to “
the data that have been written into the 1360 chipstore. A disk pack was
chosen for this function to insure the integrity of the MSS tables. The
854 has a-proven record of hardware and data reliability. - Also, since
the pack is removable, the drive can be repaired and serviced without

' threat to the tables.
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6600 Cempute r complex

The ’chiiostore is conheefed to one of the CDC 6600 cofnputefs at
LRL.threugh a high—spe'ed data channel, ’.I'hev 6600 computer has 131 072
words of 60—bi‘t‘ central co‘re‘ memofy (CM), a central proeessor unit
(CPU) operating at a 100-nsec cycle rs,te, and 10 perir‘pheral precessor
units (PPU)...v.'Eac':h PPU contains 4096 Words of 12 —bi__t-,core memory
and operates at‘ a - 1-msec cycle rate. The-PPU's Centrol the data channel
connections to the external input-output equipment, and act é.’s the inter-
face -between Jobs re51d1ng in CM and the external world,

The operatmg system on the 6600 is multlprogrammed to allow
several Jobs to reside in CM at once and share the use of the CPU. Two
of the PPU's act as the system monitor and operator 1nterface for the
system, and those rem‘amlng.are available to process task requests from
~ the monitor s.nd execute jobs. The MSS, composed of hoth CPU and PPU

programs, has been built as a subsystem to this operating system.
CHOICE OF THE MASS STORAGE SYSTEM SOFTWARE.

Design objectives

Having __rhade the co'mmvitrnevnt on h'ardv{/are, the Laboratory was
faced with designing and implementing the associated software. The
basic probiem was tov produce a seftware system on the CDC_ééOO'com-
puter that, using the IBM 1360 chipstore, would lead to the greatest

increase in the productive capacity of scientists at the Laboratory. In

-7-=



Penny, LARGE STORAGE SYSTEM . Ppaper No. 087 . -

addition,A it was hecessary that the Sjrstern he vo.ne that the scientisté

1
would accept and use, and to which they would be w1111ng to entrust their v‘
data. It would be requlred to be of modular de51gn and "open ended
.allow1ng expans1on and adJustment to new techmques that the scvlenﬂt1sts
might develop for the1r data ana1y51s |

Overa.ll study of the problem: ylelded three prlmary ob_]ectlves
Most 1mportant was to increase the re11ab111ty of the data storage, both
bjr reducingth_e number of data-read errors and hy pr.otecting the data
from being lost or destroyed; much time and effort jcould he‘_save_d if this
objective Were met. The second objective was to increase.the utilization .
ot’ the whole c.omputer‘ complex; The third was to provide facilities for
new, more efficient approaches to data analysvis in the future,

‘The problem was divided b'into thre_e technicai deéigh areas: the
interactioh.between the software and the hardware‘," the interactio_n
-between the user and the software, ‘and the strueture of the stored data.

In the area of software hardware interaction, the de51gn objectives
were to max1m1ze protectlon of the user data, 1nterleave the act1ons for
several jobs on the hardware, reduce the need for operator intervention,
‘and realize maximum utilization of the hardware. This was the appr_oxi- )
mate order of importance,

Objectives in the area of user interaction with thle MSS included
‘making that.' interaction easy for the user, offering him a flexible data—

- read capability, and ‘supplying him with a protected envirdnment for

-8-
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his data. Ease of data rhanipulation was of high value, but not at the
expense of.ldata protection. A flexible :.réa;d'mecha.nism was necesSary,
'since if the.."ﬁsers could not read their'daté from the MSS,_ they would
seek other devices. | This flexibility was to include reading data from
the chipétore. at rates up to ifs hafdware 1imit, having random éccess
to the data under user cbntrél, po‘ssiblvy intermi:;ing data from the chip-
store, rnagn_etic tapes, and 5ysfem disk files, énd being able to rea&
\;'olumes’ of .da'ta ranging in size f.rom. a single word to ’che-eiqui..valent of
many reels of tape. |

The.problem of data structures for the MSS was primarily one of
fi»nding a framework into which existing daté,_ could _be' fdf’matted and which
met the requirements of system'aﬁd user interaction. This included the
ability to haﬁdle variable-length data records and'fi>1es and to access
these data in é, random fashion. It was decided that a provisio'nvto let
the user reference his data by name and‘to let the system dynami_cally
allocate storage space was very important. It was also important to
have flexible on-iine-—off—line data-transfer facility so that inactive data

could be moved out of the way.

Software design decisions

Several important design decisions were made that have had a
strong effect on the nature of the final system. Some of these decisions

are listed here.
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'

h ‘Each box ‘used: fbf data bstorage is; vgiAv.en' a unique identifiéation
number, and_ this number appeér s‘ on a label a;tt'a‘ch_ed‘tb the box. A film
chip c‘ontainir‘ig data is Igiven a unique.h»omév a'ddreés, con.sist_iﬁg of the
identification number of i:he Box in which it is to reside and the slot in
that box whgre: it is to be kept. Control words written at the beginning
~ of the chip‘and at various places throughoﬁt thé dativa contain this address
(along with the loéatién of the cdﬁtrol WOrdﬂ on the cﬂip), and this infor-
mation can be éhecked by the systém to gua,_ra.ntéé cérrect-poSitioning
for rvetrievaljof. the data. It is also used to aid in reéovéi‘ir brocedures
for identifjrving' boxes and chips. This confrol 'ix;lvfdrmati’on can be used
to help. reconstruct the MSS tables if they are destroyéd.

The ébht’fol words are written in context with the daté. to define the - :
record and file structure v'of fhe data on the chips. ‘The user is allowed
~ to give the address of any control word (such as the one at the beginning "
of a record) to specify what data are to be read. This scheme meets the
‘design objective of allowing random access t6 data in the chipstore,
Data t§ _b'e written into the chipstore é.re effectively staged. The
- user must hé.ve prepared the data he wishes to be recorded in the record
and file structure he desires in some pridr operatic';n.' He then initiates
the execution of a system function that puts the source data into chip |
forrﬁat, causes its recording on film chips, waits for the chips to be
déveloped, does a read check of the data, and then updates the MSS

tables,

-10 -



Penny, LARGE STORAGE SYSTEM | | | Paper No. 087

Data read from the éhipstore are normally sent directly to the user's
provgram, though systefn utility functions are provided for copyiﬁg‘ data
from the chipstore to tape or disk. - If the _uise1€ desireé,‘ he may. inciude a
system read subroutine with his object progrAm that will "tak.e data d:irectly
from the ch’_ip's.tore aﬁd supply the'fn' to his exeéuting prograrn.. This meth-

-od was chols.te_v'n» to meet the objectives bf high data-transfer rates and to
provide the ‘ﬁé,bi’li.‘t»y to read gigantic files of data.

To ai&'the user in the access and management of his data in the MSS,‘._V
it was decided to create a déta-managemeﬁt control language oriented to
applications on the chipstore. A user can label his data with names of
his éwn cho,‘osi.ng and reference the data by those names, 'A_two-level
hierarchy of identification is ﬁsed‘, Itha,t of data set and subset. The data
set is a collé'yct'ion of hamed subéets, in‘whi'ch each sﬁbset is some struc -
ture of user data, The coritrol‘ language is not limvited.to rﬁanipulafing |
only data fi;o'm ‘the chipstofe; it can also be used to \;vork w1th magnetic
tape or sysfém disk files,

Two more decisions have greatly simplified the overall problem of
data mana.gé_ment in the MSS. The first was to allocate most of the on-line
.storage .spa,ce on the chipstore in blocks to the scientists engaged in data
analysis of‘:c;uz_‘rent expériments, ‘and give them the responsibility of choos-
ing which.of their data are to reside on-line within their block and which
are to be rhovéd off-line. The second decision wa.sb to treat all as perma-
nent. Once successfully written, film chips are never physicalljr desvt'royed‘.
At most, thé user may delete his reference to the data, and the chips are

moved off-line. v
-14-
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| DESCRIPTICN OF THE MSS SOFTWARE S

. The sy_:stem in iise von.the 6600 c_omputer for -utiliz.in'g _theb chipstqi'e_'
bre'sultvs both from desigﬁ effort at thé.beginhing of the project é,nd from
experience gaiﬁed during the implementation and i‘nitial prdduction phases', o
Its essential f.e_'atures are listed below. | | |

I_nvdex‘iné and control of the data stored in the chipstore are handled

through five tables kept on'the‘. disk pack, as foliows.'

- The box group allocation table controls the allocation of on-line

storage spac'e. to the various scientists or experiments at the Laboratory.
Any attempt by a user to expand the amount of on-line spaée in use by his
box group above its allowable limit will cause his job to be aborted.

The box identification table contains an entryv for each uniqtiely num-

bered box containing user data chips. An entry tells which box group owns
the. box, where that box is stored (on-line or off-line), which chip slots
are used in the bbox, and the date of its last use.

The file position table describes the current contents of the 1360

file module, defines the use of each pocket in the file, and gives tvhe identi-
fication number of the box stored in it,

The data set table contains an entry for each of the named cvo'll_ections

of data stored in the chipstore. Status and accounting information is kept
with each data set table entry., Each active entry also points to the list
of subsets collected under that data set.

The subset list table contains the lists of named subsets belonging to

the entries in the data set table. A subset entry in a list gives the name

-12-



Penny, LARGE STORAGE SYSTEM - Paper No. 087

of the subset, the adtiress of the data'making up that su"bset,. and status
information at_bout the subset. o . |

These tahles are ac_cess"edbth.rough a é}:)ecial PPU task precessor
program cé,iied DPR. This pfdcessdr reads or Writevs.the entries in the
tables as difected. Hewevei‘, if the tables afe to'.he‘ written, special
checks and ‘p_reeedures are used to aid in their ptete_ction. ‘Twice daily
the entire ‘c.‘o-n‘te'nts of the MSS disk pack are copied onto magnetic tape.
This is backup in case the data on the pack are lost.

All communlcatlon to the chipstore across the data channel link
is handled through another PPU task processor program called 1CS;
1CS is multiprogrammed so that it can be servicing more than one job
at a time. Paift ofvits‘ tesponsihility is to schedule the reqilests of the
various user jobe to vrrllake most 'effeetiirev.use of the systevml. For instance,
jobs requiri'ng a smell a.rhou-nt of data are allowed.vto ihterrupt long read
jobs., Algorithms for overvla{)ping box moving, chip reading, and chip
writing are also used to make more effective use of the hardware.

1CS and DPR act as task processors for jobs re's‘iding in the central
memory of the 6600, | The jobs use the MSSREAD subroutine {(to read |
from the chipstore) or the COPYMSS system utility te intérface to these
tash processors. These central memory codes.are described .belew.

The revadingv of data from.the'chipstore to a job in central memory
is handled by a system subroutine called MSSREAD. The addresses of

the data to be read and how the data are to be transmitted are given to

-13-
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MSSREAD i‘ﬁja'data-déﬁﬁition file. This file _is'p'feﬁare& prior to the

" use of MSSREAD by the COPYMSS program described,vl.'a_ter. MSSREA‘D'. -
handlc/éé the .reaaing of da'.t.a,fromvvndagnetic ta.pé,' frorﬁ di_sI; files, 6r ffofn |
the chipstore. ~If the ‘da.ta address is the name of a tape or disk'file,
MSSREAD r'equests a PPU to perform the input of the data frorh the de;vice .
a record af,é fime. If the address ié fof data recorded in the éhipstore,

it connects to 'iCS, and workivng with tﬁat PPU codé, t;kés data frdm the
chipstore, 'dééodes the in-éontext structuré, and sﬁpplaes '_che dé.ta.tb the
calling progi'am. S

| A systéfn program called COPYMSS is responsible for supplying

the user with four of the iﬁoré common functions in MSS It proceéses .
the MSS data-mané.gément control language to c':onstructvvthe data—definitioﬂ
file for MSSREAD'. If perfbrrhs simple operations: of copyiﬁg data from
the chipstore to tape or disk files, It pvrepares’repo.rts for a user,

listing the status of his data sets and subsets, Finally, COPYMSS is

the program that writes the data onto film chips in the chipstore.

To write data to the chipstofe, the user must prepare hi_s data in
the record and filebstructure he desires. He then uses the MSS contrbl
language to tell COPYMSS whé.t the data seét and subset names of the data
are to be and where the data can be found. COPYMSS inserts thle required
control words as the data are sent through 1CS to the chipétore to be
recordéd on film chips. After the chips have been developed, 1CS .

rereads the data to verify that each chip is good, If a chip is not

-14-
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recorded properly, it is disca.'rdedv and the same data afé written onto
a new chip,‘v ‘When all data ha\}e been successfully recérdéd and the chips
are stored 1n tii'e home posi_tions-, COPYMSS uses DPR to update the disk
pack tables, noting the existehcé of the new data -S‘et-'-‘s.ubset.;

The remaining parts of thé'MS_S"softw.are inéludevaccountix.lg pro-
cedures, 'r.ecov:éry: programs, and pr}bgram‘s_. to confroi' the transfer of
data between on-line and off-line storage. These prog.ra'ms, used by |

‘the computer operatioﬁs group, are not available to the general user.
RESULTS AND CONC LUSIONS

Effort
| A total of about 7.5 man-years of work was invested in the Mass
Storage System at LRI—Berkeley. Th.e> staff on the 'project.was composed R
of the vautl‘lo_.J.:_‘s. with some help from other programmers in the Mathe -
matics and Computing Department. The breakdown of th.isv effort is shown

in Table I. -

Table I, Distribution of MSS implementation effort.

Operatioﬁ Mén-zears
Procurement and Evaluation 1.0 »
Systé_rn design - 2.8
Software coding : 17
SoftWare checkout - 0.8
Maintenance, documentation, etc, ' 1.2

-15-
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Operating experience

The Mass Storage System has Beén. in 'pr'oduc_tion status since -
June '1969.'; Initial ?eaction of most of the users w.as_‘gl.iarded,_ and many
potential users weré'slow in converting to its use. As a result; usage
was only abouf 2 houfs a.' day for the fi.rst 3 months.. Soon after, this
.level started to increase, and at the end of one year_of production usage
a typical week (in the month of June 1970) showed the usage given in

Table II.

Table II. MSS usage per week.

Number of read jobs ' 250

 Number of write jobs | | 100 -
.Chi_ps' read : 14500

: Bits read o : - 5.4X 1010

- Unrecoverable redd errors E 15

.‘ Chips written _ ' 1900
Pevrce;ltage down time | | 8.5

Most Qf the reading from the chipstoré is of a se"rial naturvev‘, .though -
the use of the rando_m—acces.lS capability is iﬁcreasing. Proportionally
more ra.ndom access activity is expected in the future as users become
more aware of _ifs possibilities.

A comi)arison of the MSS with other data-storage systems at the
- Laboratofy, shown in Table III, points out the reasons for the increased
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Table III. Comparison of storage devices at LRIL—Berkeley.

On-line capacity (bits/device)
Equivalent reels of't'apé
Cost of removable unit

Storage medium cost (¢/103‘ bits‘)

" Average random access time (sec)

Maximum transfer rate
(kilobits/sec)

Effective transfer ratea

Approximate capital costs

(thousands of dollars)

‘Mean error-free burst

CDC 607

CDC 854

CDC 6603

IBM 2311
MSS tape d;‘iye disk pack data cell sEtem disk

3ax10Mt a2x10® | asxa0”  3.0x107  45x10®
2750 1 0.4 25 375
‘$-13/box_ $20/reel $500/pack $_500/‘ce_11 D ams
£ 0.008 £ 0.047 1.0 0.17 -

3 (minutes) ‘0',075 . 0.6 0.425

2000 720 1330 450 3750

1100 . . 500 --- 200 400

1000 100 35 220 220

1.6><_109 2.5><1‘o7 - >4010 109_ ' > 1010

length (bits)

a. Based on usage at LRIL—Berkeley; the rates given include device-positioning time.

WHLSAS IDVIOLS DYV ‘Auusd
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'uSage. '_ F'Qur ~1ai'g,e volumes of data, the c.los-est'c':bml.)e‘titor is rriagﬁetic |
tape' (5ssuméa_ her_e t(; be fﬁll 2400-foot reels, sevén;fff'ack, »r'ecordéd

at 800 BPI). e

The va_lués shown i-n"I_‘abl'e IIX .a.ré base;d on the following assumptions:
on-line capa;:ities ar.e based on having a single unif (é. ’g'. , a single tape
drive); ca;pitalfcosts are not included in the storage medium costs;
effective transfer rates are based on usage at LRL, ‘and are irery low for
the system disk because all jobs are competihg for its use; and all costs
given are only approximate. |
_ The vé‘.ver-age data-transfer rate 6n'lbng read ‘vjobsv '(invo.lv‘i_ng many
chips and nﬁany boxes) is more than one million bits per second, This is
decidedly better than magnetic tépe‘, Short reads go much faster than
from tape dnce,,thev 3-sec écqesé time is complete. |
The bi_ggest seil_ing point for.the Mas‘s Storage SYstefn has b‘een the -

extre-me‘ly lo'VQ data-error rate on reads. ;I'his rate is less than 1/60 of
the error rafe on magnetic tape. The second most important point has
been the potevn‘;ial size of the data files stored in thé chipétore. Several
data bases of from 20 to 200 boxes Vof data have been coﬁstructed. Usefs

: find that havving'all their data on-line to the computer and not having to
,r‘ely on the dperator_s to hang tapes is a great a.dvzintage. Their jobs run
: faster and théré is less chanc'é thé.t they' will not ruﬁ correctly. |
The cost of storing data on the chipstore has proven to be competitivve..*-t

with magnetic tape, especially for short files or for files that will be |
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read a nﬁ_n..iber‘:of ti’rﬁes.:' ﬁ-s_ers are beginning.to_ fihd_it profitable to
store their high—use 'teini)oré,ry fileé on the chipstore. - '

The_sy.rfs‘t.em has not been without .its difficulties. Hardware reli-
- ability has at '_'tir'vnes been an Iagonizing_problem,_ but as usage increases
.arvld- the enginoers gain more experience o”n the hardware, the down time
for the sys_te_rh has decreased oighificantly. We now. féel that S%down
fime would bé, acceptable, though less would be prefe"_rable'. 'Fortuné.tely,

lack of hardWare reliability has not affected the data .i‘eliability; '

- CONCLUSIONS

Though intended prirhariljr as a répla.cenient for ma.g:nefic t.apeb in
certain appiications, the MS-S'has 'shown other benofits and.'cépabilities.
Dé.ta reliability is mahy t1mes better than for .magnetic tape. Some .
applications requiring eri‘or;frée s.torag.ej of large amounts of data vs'implyv
are not practical With magnetio tape, but they hecohr_xe piactical on‘the
chipstore. The nominal read rate is faster than thatof magnetic tape
for long serial files. In addition, .a..ny portion of a file is randomly
accessible in a time ranging from a few millisoconds to 5 seconds.

The MSS 1s not without its limitations. and prohle.rns. The 1360 is
a limited-production device: only fi.ve have been built. It uses tech-
nologies with_in' the state of the art but not thoroughly tested hy long
experience, Keoping the 5y§tem down time below _réa'sonable iimits is
a continuing ahd exacting effort. Developrhentsof both hardware and

software has been expensive. The software was a problem because the
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- chipstore was a new device and people had no experience with such. large
stérag'e systérris.»' N | |

The 'M;':sts Storage System has met its purpose éf increasing the
productive cap.agityvof scientists é,t the La.bdra'.tor)'rv. It has also brought
with it a new set of problems, as well as a new set of possibilities. The
biggest probiem is how to iive with a system of such large capacity, for
as more and more data are entrusted to the chipstore,'. the potentié.l'loss
in case of total failure increases rapidly. The MSS offers its users
importaﬁt,facilities not‘previously 'a.va;ilable tovthem.. Morév.importaniv:,
the age of the v‘ery lar.ge Mass Store has been entered. In the future, thé

MSS will become an impoi‘tant tool in the computing'ihdustry.
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FIGURE CAPTIONS
Figure. 1. "Ge'neral MSS architectufe.

Figure 2. Recorded film chips and storage. box.
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LEGAL NOTICE

This report was prepared as an account of Government sponsored work.
Neither the United States, nor the Commission, nor any person acting on
behalf of the Commission: A

A. DMakes any warranty or representation, expressed or implied, with

respect to the accuracy, completeness, or usefulness of the informa-
tion contained in this report, or that the use of any information,
apparatus, method, or process disclosed in this report may not in-
. fringe privately owned rights; or
B. Assumes any liabilities with respect to the use of, or for damages
resulting from the use of any information, apparatus, method, or
process disclosed in this report.

As used in the above, "person acting on behalf of the Commission”
includes any employee or contractor of the Commission, or employee of
such contractor, to the extent that such employee or contractor of the
Commission, or employee of such contractor prepares, disseminates, or pro-
vides access to, any information pursuant to his employment or contract
with the Commission, or his employment with such contractor. v
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