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Abstract: The coefficients of friction (COFs) is one of the most important parameters used to evaluate
the braking performance of a friction brake. Many indicators that affect the safety and comfort
of automobiles are associated with brake COFs. The manufacturers of friction brakes and their
components are required to spend huge amounts of time and money to carry out experimental tests to
ensure the COFs of a newly developed braking system meet the required standards. In order to save
time and costs for the development of new friction brake applications, the GRU (Gate Recurrent Unit)
algorithm optimized by the improved PSO (particle swarm optimization) global optimization method
is employed in this work to predict brake COFs based on existing experimental data obtained from
friction braking dynamometer tests. Compared with the LSTM (Long Short-Term Memory) method,
the GRU algorithm optimized by PSO avoids the accuracy reduction problem caused by gradient
descent in the training process and hence reduces the prediction error and computational cost. The
combined PSO–GRU algorithm increases the coefficient of determination (R2) of the prediction by
4.7%, reduces the MAE (mean absolute error) by 14.3%, and increases the prediction speed by 40.1%
compared with the standalone GRU method. The prediction method based on machine learning
proposed in this study can not only be applied to the prediction of automobile braking COFs but
also for other frictional system problems, such as the prediction of braking noise and the friction of
various bearing transmission components.

Keywords: friction; machine learning; RNN; optimization; PSO; disk brake

1. Introduction

Friction braking systems are critical to the safety, handling stability, comfort, and
performance of all automobiles, including electric vehicles, which, despite the use of
regenerative braking, are still required to carry friction brakes. The coefficients of friction
(COFs) at the brake sliding interface determine the quality of the braking performance
of a vehicle and play an important role in the generation of braking noise and vibrations.
Since the requirements of braking COFs imposed by an automobile’s original equipment
manufacturers (OEMs) are very strict, braking system manufacturers need to spend a lot of
human resources, testing, and financial resources to ensure that the braking COFs meet
the requirements of the OEMs. If a vehicle is running at a high speed and the braking
COFs are too small, the braking forces could be insufficient to decelerate the vehicle safely,
which may cause serious traffic accidents. On the other hand, if the braking COFs are
too large, the road wheels of the vehicle could become locked during braking operation,
causing the vehicle to flick its tail, slip sideways, or even roll over. High COFs are also
associated with increased noise and vibrations from a friction brake, which can lead to high
warranty costs for the vehicle manufacturer. Therefore, if the braking COFs can be quickly
and accurately predicted and the braking noise can be assessed according to the predicted
COFs, the time spent on the development of new braking systems can be shortened, which
can significantly improve the economic efficiency and profitability of brake manufacturers.
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Although the generation mechanism and control techniques of frictional braking noise
and vibrations have been studied for nearly one hundred years, the accurate prediction
and control of friction-induced vibrations and noise have always been a challenge in the
design of braking systems [1,2] due to the lack of the knowledge of real-time dynamic
friction between the brake disk and pads during braking. Therefore, the prediction of
friction in braking has attracted many researchers since the 1930s. Khairnar et al. [3]
computed the COFs for symmetric and asymmetric drum brake shoes. The extracted COFs
were used in an antilock braking system (ABS) algorithm to calculate the brake torque.
Riva et al. [4] used a finite element analysis (FEA) approach combined with a coefficient of
friction (COF) p-v map to compute the global COFs of a disk brake system. The local COFs
were determined from a p-v map for each local sliding velocity and the contact pressure
was determined by the FEA. Based on the local COFs, the braking force of the entire brake
system and the global COFs can be evaluated. Meng et al. [5] reviewed a large number
of peer-reviewed papers and concluded that COFs were critical to many areas, such as
lubrication, wear, surface engineering, etc. In addition, COFs play a very important role
in the theories or mechanisms of the generation of frictional vibrations and noise, e.g.,
in the stick–slip theory [6] and self-lock–slip theory [7]. A large number of studies have
proved that the COFs have a significant effect on the generation of frictional vibrations and
noise [8–10]. Jarvis et al. [9] believed that the COFs can be used as a good indicator of the
tendency of braking friction materials to produce noise. Nishiwaki et al. [10] developed
a theoretical model to study drum and disk brake noise and concluded that the braking
noise was caused by the dynamic instability of the braking system and the transient change
of COFs.

In recent years, due to the rapid development of machine learning (ML) theory and
artificial intelligence (AI) technology, more and more ML algorithms have been applied
in regression and classification prediction applications. Zhang et al. [11] employed the
LSTM (Long Short-term Memory) algorithm to predict operation conditions of industrial
IoT equipment and Jiang et al. [12] applied it to predict the health evolution trends of an
aero-engine. Zhang et al. [13] combined CNN (Convolutional Neural Networks) and SVM
(Support Vector Machine) for fault diagnosis of braking friction of mechanical equipment.
Zhang et al. [14] used the CNN algorithm for feature extraction and combined it with the
GRU algorithm to predict the uneven wear state of the friction block. Yang et al. [15] applied
deep RNN (recurrent neural network) to the dynamic state estimation of the advanced
brake system of electric vehicles. Sabanvoic et al. [16] used the lightweight squeeze net
deep neural network model for the identification and classification of road-surface types
so as to identify road pavement surfaces with different COFs. Stender et al. [17] used
Convolutional Neural Networks (CNN) based on machine learning to detect vibrations
combined with the RNN algorithm to predict braking noise. Wang et al. [18] used the LSTM
algorithm and the optimized XGBoost algorithm to predict the braking COFs and braking
noise, and the prediction results were in good agreement with the experimental results.
Alexsendric and Barton [19] used artificial neural networks (ANN) to predict the COFs of
a disk brake system for different operating conditions taking account of the composition
of the friction material. The Bayesian regulation learning algorithm was found to give
the best fit to the experimental data. Alexsendric et al. [20] also used ANN techniques
coupled with the Bayesian regulation learning algorithm to investigate brake fade and
recovery following high-temperature brake operation as a function of the composition and
manufacturing process of the brake pads.

The main research goal of this present work is to use the GRU algorithm combined
with particle swarm optimization (PSO) to enable the rapid and more accurate prediction
of brake COFs so as to realize the fast design of brakes, shorten the experimental period,
reduce the design cost, effectively control the quality, and improve the efficiency of braking
system development. The overall concept is that if an experimental data set is available
over a limited range of braking conditions, the model can be trained to use this data to
allow for the prediction of COFs for different conditions, albeit these conditions must be the
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same rotor/pad combination. Thus, if a manufacturer wants to modify the test conditions
for a new application, there is no need to repeat the experimental test program, which is
expensive and time-consuming, because reliable predictions of COFs can be obtained from
the model.

The overall methodology proposed can be divided into the following steps: first,
collecting experimental data via the Link3900 brake dynamometer testing; second, data
feature engineering that includes dealing with the missing values and outliers of the
experimental data, investigating the correlation between one feature and another and
between features and targets, dividing all data sets into training sets and test sets; and
finally, using the optimized GRU algorithm to predict the braking COFs. Figure 1 illustrates
the research procedure adopted for this study, which also reflects the structure of the paper.
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2. Braking Dynamometer Testing and Typical Results

The Link3900 brake performance test bench produced by LINK company (Shanghai,
China) was employed for the experimental tests. The test bench is a standard testing
machine for testing the performance of various vehicle brakes, as shown in Figure 2.
Tests were carried out according to the SAE-J2521 standard [21], which defines a set of
experimental procedures recognized by the industry to simulate the braking process of a
vehicle. The SAE-J2521 standard braking test procedure consists mainly of the following
basic brake conditions: Snub Brake, Brake, Deceleration Brake, Cold Brake, and Fade Brake,
which includes a total of 2321 braking stops in 31 different test modules with various
braking conditions.

In this present work, nearly 1000 separate items of COF data were obtained from
braking tests of one particular friction pair consisting of a grey cast iron brake disk with
laser-machined 96 M-shaped grooves on each of its frictional surfaces and standard NAO
(non-asbestos organic) friction pads. The COFs obtained under various braking conditions
were used for the training and validation of the prediction of braking COFs. More detailed
information about the brake materials and the setup of the braking dynamometer testing
can be found in Ref. [18]. Table 1 demonstrates typical experimental data obtained from
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just 11 out of the approximately 1000 braking dynamometer tests. In these 11 tests, the
main parameter varied was the average deceleration (Avg Decel) of the simulated braking
event, which was from the shown initial speed to a brake release speed of 30 kph.
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3 80.1 30.0 8.32 0.18 569 620 15.0 15.7 0.44 100 158 59.2 5950

4 79.8 30.0 7.01 0.22 674 730 18.0 18.6 0.44 100 157 69.0 5975

5 80.0 30.0 5.99 0.26 819 877 21.9 22.5 0.43 100 158 70.9 2800 YES
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8 79.7 30.0 5.25 0.31 948 1010 25.9 26.5 0.43 100 160 69.9 5975
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11 80.0 30.0 8.36 0.18 564 621 15.0 15.8 0.44 100 155 68.6 6350

3. Feature Engineering
3.1. Data Cleaning

To enable the accurate prediction of braking COFs, two data cleaning methods are
used in this study, namely Min–Max scaling [22] and Z-Score standardization [23], as the
input and output ranges of the nonlinear activation functions used in the GRU neural
network model need to be defined when predicting the experimental data. The two kinds
of data cleaning processing are described below.

3.1.1. Min–Max Scaling

Min–Max scaling, also known as deviation normalization, is a linear transformation of
the original data. The original value x is normalized by Min–Max to give a standardized
value in the interval [0,1], and its calculation formula is shown in Equation (1):

X′ = x − xmin

xmax − xmin
(1)
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where xmax is the maximum value of all the data samples, xmin is the minimum value of all
samples, and X′ is the standardized value.

3.1.2. Z-Score Normalization

The Z-Score normalization aims to reduce the amount of calculation and improve
the efficiency of the model. Z-Score normalization, also known as standard score, is the
difference between a data sample and the average value of all data µ divided by the
standard deviation σ of the data set. In most cases, by centralizing and standardizing the
data, we will obtain the data in the form of the standard normal distribution (where the
mean value is 0 and the standard deviation is 1). The calculation formula is shown in
Equation (2):

x′ = x − µ

σ
(2)

where µ refers to the mean of all samples, σ refers to the standard deviation of all samples,
and x′ is the normalized result.

3.1.3. Outlier and Missing Value Treatment

In many cases, the original data obtained have outliers and/or missing values; if the
abnormal and missing data are not processed, the machine learning algorithm will not be
able to work. In this study, the Fillan method programmed in the Python (3.9.16) language
is used to automatically detect and fill in the missing values in the data set.

Figure 3 presents the box plot of the experimental data, where the input features
of BSpe, RSpe, ADec, ATor, MTor, APre, MPre, ACof, ITem, and FTem represent the
initial braking speed, release speed, average deceleration, average torque, max torque,
average pressure, max pressure, average COF, initial braking temperature, and final braking
temperature, respectively. The main function of the box plots is to check whether there are
outliers in the data. If the data appear outside the box, it means that the data are outliers;
otherwise, they are normal data.
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It can be seen from Figure 3 that there are several abnormal data (circles out of the boxes
in Figure 3) in the chosen features of release speed, average pressure, and max pressure,
which were eliminated from the data sets because they are clearly outliers. No abnormal
data were found for other features. The averaged COF data or circles out of the box were
due to the various braking conditions, e.g., the various initial braking temperatures used in
the dynamometer testing, and all these ACof data were used in the modeling training.
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3.2. Investigating the Relationships between Features

In statistics, there are many ways to measure the degree of correlation between
two variables. In this study, the correlation between the features chosen to represent
the bench experimental data is evaluated by two methods, namely Pearson product mo-
ment correlation coefficient (PPMCC) method [24] and the Maximal Information Coefficient
(MIC) method [25].

3.2.1. Pearson Correlation Coefficient

The Pearson product moment correlation coefficient (PPMCC) is widely used in the
field of data science. PPMCC is defined as the quotient of covariance and standard deviation
between two data sets, which can be calculated using Equation (3):

r =
∑n

i=1 (xi − x)(yi − y)√
∑n

i=1 (xi − x)2
√

∑n
i=1 (yi − y)2

(3)

where x, y is the average value of x and y for n experimental data, respectively. The
PPMCC can range from −1 to +1, with values closer to +1 indicating a stronger positive
linear correlation. Conversely, the closer the value is to −1, the stronger the negative
linear correlation.

The PPMCC values between the ten input features and the output feature of ACof
were calculated in turn, and the correlation values are shown in Figure 4. For example, the
value of −0.48 in this figure indicates that there is a negative correlation between the initial
temperature and the average COF, that is, the higher the initial temperature, the lower the
average COF. This is consistent with the known inverse relationship between COF and
rotor temperature.
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3.2.2. Maximal Information Coefficient

The Maximal Information Coefficient (MIC) is used to measure the linear and nonlinear
relationships between variables, as well as the non-functional dependence for effective
measurement. Let the data set D be a finite ordered data set, which is divided into a grid
G, and let D|G denote the probability distribution of the data set D on the grid G, then the
MIC between the variables X and Y may be calculated by Equation (4):

MIC(D) = max
xy≤B(n)

I∗(D, x, y)
log2 min{x, y} (4)
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where I∗(D, x,y) = maxI(D |G) is the MIC under different grid division; i.e., for variables
on the set D, the X-axis is divided into X grids, and the Y-axis is divided into Y grids of all
possible grid G; I(D |G) is the mutual information given the probability distribution D|G;
B is a monotone increasing function and satisfies B(n) ≤ O(n1−ε

)
and 0 < ε < 1. In this

work, B(n) = n0.6 is chosen according to reference.
The MIC can range from 0 to 1, with larger values indicating stronger correlations.

Conversely, the smaller the absolute value, the weaker the correlation. The MIC values
between the ten input features and the output feature of ACof were calculated in turn, and
the correlation values are shown in Figure 5. It can be seen from Figure 5 that the maximum
MIC value is 0.52 between features ITem and ACof, indicating that the initial temperature
of the disk is the most important factor affecting the braking COFs.
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3.3. Selection of Features

Experimental data feature engineering is used to mine the bench experimental data
set and investigate internal relationships between the data parameters. Here, it is used
to more deeply understand the features affecting braking COFs and remove unnecessary
features in order to provide concise and effective model characteristic parameters for the
development of a braking COF prediction model. Based on the above PPMCC and MIC
analysis results, as shown in Figures 4 and 5, four input features, namely the initial braking
speed (BSpe), the brake release speed (RSpe), the average hydraulic pressure (APre), and
the initial rotor temperature prior to braking (ITem) were selected to be the most important
in order to develop the model for predicting the output feature of the average measured
COF (ACof).

4. Prediction Algorithms

The RNN (recurrent neural network) is a kind of recurrent neural network that takes
sequence data as the input, re-curses all nodes (re-circulating unit) in the evolution direction
of the sequence, and connects them in chains. In deep learning, the RNN is particularly
suitable for processing and predicting a class of neural network models related to serial
data. Figure 6 demonstrates the structure of a typical RNN cell:
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The LSTM (Long Short-Term Memory) and GRU (Gate Recurrent Unit) are two good
variants of RNN, which can selectively add or reduce information and can effectively
alleviate the problem of RNN gradient disappearance or gradient explosion [26]. In RNN,
the gradient is calculated by a multiplication of time steps, which means that the gradient
is obtained by the continuous multiplication of multiple identical or similar matrices, such
as the cyclic weight matrix. If the values of these matrices are less than 1, the multiplication
causes the gradient to decrease exponentially, causing the gradient to disappear. The
gradient explosion is similar except, if the values of the matrices are greater than 1, the
gradient increases exponentially to very large values.

4.1. LSTM Method

The LSTM model adds input gates, output gates, and forget gates to neurons in each
layer corresponding to time points to realize the selective memory of neurons. Its structural
principle is shown in Figure 7 (the red X represents multiplication and the blue + represents
addition, indicating that the two functions are multiplied and added, respectively), which
consists of forget gates, input gates, and output gates. The functions of these three gates
are as follows:
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Forget gates are used to decide what information and structure to discard from the
“cell”. This layer reads the current input xt and the pre-neuron information ht−1, and it is
up to ft to decide the discarded information.
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Input gates are used to determine the new information stored in the cell state to
determine the value it to be updated; the tanh layer is used to create a new vector of

candidate values
~
Ct to add to the state.

Output gates are used to determine the value of the next hidden state, which contains
the information of the previous input.

4.2. GRU Method

GRU is a new generation of recurrent neural networks. Similar to LSTM, GRU removes
cell states and uses hidden states for information transfer. It contains only two gates: the
reset gate and the update gate, which are explained as follows:

(1) The reset gate determines how much previous information is forgotten and how new
input information is combined with the previous memory, and it uses the current
input information to make the hidden state forget any information that is found to be
irrelevant to the prediction in the future. It also allows for the construction of more
interdependent features. Essentially, the reset gate determines how much of the past
data should be forgotten.

(2) The update gate acts similarly to the forget gate and input gate in LSTM. It decides
what information to forget and what new information needs to be added. Controlling
how much information from previous hidden states gets passed to the current hidden
state is very similar to the memory cells in LSTM networks. It helps RNNs to remem-
ber long-term information and decide whether to copy all information from the past
to reduce the risk of vanishing gradients.

GRU is a very popular network because its structure is simpler and its characteristics
are better than the LSTM. Therefore, this study utilizes the GRU algorithm to predict
braking COFs.

Gated Computation for GRU

The structure of a GRU neural network is shown in Figure 8, where the red X repre-
sents multiplication and the blue + represents addition, indicating that the two functions
are multiplied and added, respectively. Compared with the traditional recurrent neural
networks, the advantage of the GRU neural network is that it only contains two gates,
namely the reset gate and update gate, and the detailed operation of both of which are
described below.
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(1) Update gate.

At time step t, we first need to compute the update gate Zt using the following formula:

Zt = σ(ωZ · [ht, xt]) (5)

where xt is the input vector at the t-th time step, that is, the t-th component of the input
sequence x, which undergoes a linear transformation when multiplied by the weight
matrix ωZ. The ht vector holds the information from the previous time step t, which also
undergoes the linear transformation. The update gate adds these two pieces of information
and feeds them into the Sigmoid activation function, thus compressing the activation result
to be between 0 and 1.

(2) Reset gate.

Essentially, the reset gate determines how much of the past information needs to be
forgotten, which can be calculated using the following expression:

rt = σ(ωZ · [ht−1, xt]) (6)

This expression is the same as the expression for the update gate, but the parameters
of the linear transformation and its use are different. The ht−1 holds the information from
the previous time step t − 1, which also undergoes the linear transformation.

(3) Current memory content.

Now let us discuss in detail how exactly these gates affect the final output. In the use
of reset gates, the new memory content will use the reset gate to store relevant information
from the past to calculate the new data:

ht = tanh(ω · [rt × ht−1, xt]) (7)

The input xt and the previous time information are first subjected to a linear trans-
formation by the right multiplication matrix w. Then, the Hadamard product of the reset
gate rt with ht−1 is computed. Because the reset gate computed earlier is a vector of 0 to 1
values, it will measure the magnitude of the gate opening. For example, if the gating value
for an element is 0, it means that the information for that element has been completely
forgotten. The Hadamard product will determine the previous information to retain and
forget. The results of these two calculations are added together and then put into the
hyperbolic tangent activation function.

(4) The final memory of the current time step.

In the final step, the network needs to compute the ht vector, retain the information
from the current cell and pass it on to the next cell. In this process, it needs to use the update
gate, which determines what information needs to be collected in the current memory
content ht and the previous time step ht−1. This process can be expressed as:

ht = (1 − zt)× ht−1 + zt × h̃t (8)

where zt is the activation result of the update gate, which also controls the inflow of
information in the form of gate control. The Hadamard product of zt and ht−1 represents
the information retained in the final memory at the previous time, which, together with the
information retained by the current memory in the final memory, equals the output of the
final gated loop unit.

4.3. Model Evaluation Index

4.3.1. Correlation Index R2

R2 is the determining coefficient, also known as the correlation index, which represents
the degree of fit of the regression equation to the data set as a means of measuring the
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reliability of the prediction of the regression equation. The closer the value is to 1, the closer
the actual prediction point is to the goal line, the better the degree of fit of the model to
the data, and therefore, the more accurate the prediction of the model. Equation (9) can be
used to calculate the R2 value ranges from 0 to 1:

R2 = 1 − RSS
TSS

= 1 − ∑n
i=1 (yi − ŷi)

2

∑n
i=1 (yi − yi)

2 (9)

where RSS is the sum of residual squares, namely:

RSS = ∑n
i=1 (yi − ŷi)

2
(10)

And TSS is the sum of the squares of the total deviation, i.e.:

TSS = ∑n
i=1 (yi − yi)

2 (11)

4.3.2. MAE Index

The mean absolute error (MAE), also known as mean absolute deviation, measures
the absolute difference between the real value and the predicted value. The smaller it is,
the more accurate the prediction is. MAE is the deviation between all the observed values
and the arithmetic mean value, which is obtained by averaging the absolute values. The
calculation formula is as follows:

MAE =
1
n∑n

i=1|h(xi)− yi| (12)

where h(xi) is the predicted value and yi is the measured value.
The MAE avoids the positive and negative errors canceling each other, so it can more

accurately reflect the magnitude of the prediction error than the correlation index.

5. Prediction Results
5.1. Model Comparison

The train_test_split function of the sklearn routine within the Python library is used to
split the whole dataset into a training set, a validation set, and a test set, accounting for 60%,
20%, and 20% of the available dynamometer data, respectively. The training set is used for
model training, the validation set is used for preliminary evaluation of whether the model
training results meet the requirements, and the test set is used for model prediction. The
final evaluation index of the model was evaluated by comparing the final prediction results
with the values of the test set. Then, the pytorch, numpy, and other routines within the
Python library are used to define the LSTM and GRU algorithm models, respectively. The
model is trained by inputting data representing the independent input features and target
output features from the training data set. Predictions are then made using the validation
data set composed of a new set of test variables in order to evaluate the model performance
and adjust the hyperparameters. The test set data is retained as unique data for the final
evaluation of the optimized model performance.

Figure 9 represents the MAE and the R2 evaluations for the GRU and LSTM predictions
for the validation data set, respectively. It is observed from Figure 9 that the MAE of GRU
is smaller, while the R2 value of GRU is larger. The closer the MAE is to 0 and the closer the
R2 value is to 1, the more accurate the prediction. Therefore, the GRU model was selected
in preference to the LSTM to further develop the prediction model for the braking COF.
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5.2. Predictions of the GRU Model

Table 2 shows the names and default values of the parameters required for the GRU
model. The number of input features has already been set to 4 (BSpe, RSpe, APre, ITem),
and the number of output features is 1 (ACof). Based on these parameters, the COF
predicted by the GRU algorithm are compared with the validation set of measured data
from the bench tests, as shown in Figure 10. It can be seen that, although the general trend
of the measured data is well predicted, there are some large discrepancies approaching a
maximum of 10% between the predicted and measured COF values. Hence, it was decided
to implement the PSO method in order to further optimize the GRU algorithm.

Table 2. Description of the parameters required by the GRU.

Parameter Parameter Interpretation Default

input_size Number of input features 4
output_size Number of output features 1

rnn_unit Hidden layers 64
lr Learning rate 0.001

epoch Iterations 100
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5.3. Predictions of the GRU Model Optimized with the PSO Algorithm

The particle swarm optimization (PSO) algorithm is a global optimization algorithm
based on the bionic study of bird foraging behavior in nature. It considers each possible
solution in the global variable as a particle that has its own direction and speed so that all
particles move towards the local optimal position. By constantly updating the local optimal
position xbest and the global optimal position Pbest of the particle, an optimal solution of
the objective function can be obtained.

The hyperparameters of the GRU neural network are classified as the attributes of
the particle, and the fitness of the particle is evaluated. Through continuous iteration, the
optimal particle is updated. Finally, the optimal particle with the best fitness is obtained to
give the required optimal hyperparameters. Figure 11 illustrates the optimization process
for the braking COF prediction model using the combined PSO–GRU algorithm.
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Figure 11. Flow chart of PSO–GRU prediction model for brake COF.

In summary, the PSO is used to optimize the hyperparameters of the GRU algorithm
to find the best hyperparameters, and the best hyperparameters are then employed in the
GRU algorithm to predict the braking COFs. If the acceptance criterion of R2 > 0.9 is not
achieved in the predicted values, the PSO optimization is repeated and the GRU algorithm
rerun until the required level of accuracy has been achieved.

The value of the loss function (loss) is a measure of the discrepancy between the
predicted value and the measured value. Figure 12 shows that the loss curve of the
PSO–GRU model converges faster to a zero value than that of the GRU model used
in isolation.
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Figure 13 presents the measured COFs and the predicted results from the combined PSO–
GRU model for the validation data set. It is obvious from the comparison of Figures 10 and 13
that the PSO–GRU algorithm exhibits superior prediction performance compared to the
GRU-only algorithm.
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5.4. Model Comparison

The same experimental data were input into the GRU algorithm and PSO–GRU
algorithm, and the model evaluation indicators (R2, MAE, training time) obtained from
the GRU algorithm for the validation data set are compared with those from the combined
PSO–GRU algorithm in Table 3. Compared with the GRU algorithm before optimization,
the R2 of the combined PSO–GRU algorithm is increased by 4.7%, the MAE is reduced by
14.3%, and the prediction speed is increased by 40.1%.

Table 3. Performance comparison of GRU and LSTM algorithms.

Model R2 MAE Training Time (ms)

GRU 0.893 0.016 220
PSO–GRU 0.935 0.014 157
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6. Conclusions

The rapid and effective prediction of COFs is of great significance for the study
of braking performance and frictional noise, and also to further understand the factors
controlling friction. One of the biggest challenges to this goal is the nonlinearity of the COF,
which is affected by a large number of factors.

In this study, a GRU neural network combined with an improved PSO algorithm has
been successfully used to solve the complex nonlinear problem of predicting braking COFs
from a limited set of experimental data. The PSO algorithm has been used to improve
the convergence rate and prediction accuracy of the original GRU neural network. The
PSO–GRU algorithm increased the R2 of the prediction by 4.7%, reduced the MAE by
14.3%, and increased the prediction speed by 40.1%. It is clear from the results that, after
applying the PSO parameter optimization algorithm, the GRU prediction model has a
shorter training time and better prediction accuracy for an unseen test data set than the
standalone GRU model. Therefore, the combined PSO–GRU algorithm is a better choice for
the accurate prediction of COFs from a limited set of experimental data.

The prediction of braking COFs with the PSO–GRU algorithm has significance not only
for the fast development and evaluation of an automotive braking system, but also provides
meaningful reference for solving complicated tribological problems in other applications.
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Nomenclature

Symbol Definition Unit
ACof average COF /
ADec average deceleration g
APre average pressure bar
ATor average torque Nm
B monotone increasing function /
BSpe initial braking speed kph
COF coefficient of friction /
COFs coefficients of friction /
FTem final braking temperature ◦C
GRU gated recurrent unit /
ht hidden state at time step t /
h(xi) predicted value /
I(D|G) probability distribution /
I*(D, x, y) probability distribution under different grid division
ITem initial braking temperature ◦C
LSTM long short-term memory /
MAE mean absolute error /
MIC maximal information coefficient /
MIC(D) value of MIC /
MPre max pressure bar
MTor max torque Nm
PPMCC Pearson product moment correlation coefficient /
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Symbol Definition Unit
PSO particle swarm optimization /
r value of PPMCC /
rt activation vector of reset gate /
R2 evaluation of the model /
RSpe release speed kph
RSS the sum of residual squares /
TSS the sum of the squares of the total deviation /
vparticle particle velocity /
xmax maximum value of all samples /
xmin minimum value of all samples /
xi measured value of x /
x′ normalized result /
x average value of x /
X′ standardized value /
y average value of y /
yi measured value of y /
Zt activation vector of update gate /
µ mean of all samples /
σ standard deviation of all samples /
ωz weight matrix of the update gate /
ωr weight matrix of the reset gate /
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