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CHAPTER

Introduction

An algebra consists of a set of elements together with certain operations. If two
algebras share the same operations, we say they are similar. Amap f: A — B between
similar algebras is called a homomorphism if it preserves the operations of A and B (see,
e.g., [8]). Notably, every surjective homomorphism h: A — B is right cancellable in the
sense that

foh=gohimplies f = ¢

for every pair of a homomorphisms f, g with domain B. This idea is generalized
by the notion of epimorphism. More precisely, a homomorphism h: A — B between
members of a class of similar algebras K is called a K-epimorphism when it is right
cancellable for every pair of homomorphisms f,g: B — C with C € K. Similarly, / is
said to be a K-monomorphism when it is left cancellable in K. As such, monomorphisms
generalize the concept of injective maps. For more information about epimorphisms
and monomorphisms, we refer the reader to [28, Sec. 1.5], [1, Sec. 1], and [26].

Given a class of similar algebras K, every surjective homomorphism between mem-
bers of K is a K-epimorphism (see, e.g., [6]). Likewise, every injective homomorphism
between members of K is a K-monomorphism. While the converses need not be true in
general, to obtain that every K-monomorphism is injective, it suffices to require that K
contains free objects (see, e.g., [1, Cor. 7.38]). This includes all classes of algebras closed
under subalgebras and direct products, such as groups, rings, and Boolean algebras
(see, e.g., [4]). In the case of epimorphisms, the situation is more complicated. There
are a lot of prominent examples of classes of algebras that have non-surjective epimor-
phisms, including rings, as witnessed by the inclusion Z — Q (see, e.g., [23]), and
distributive lattices (see, e.g., [6, Ex. 3.11]). Thus, the requirement that K-epimorphisms
be surjective is a non-trivial property, called the epimorphism surjectivity property, for
short ES property (see, e.g., [6]). As such, it has provoked the interest of the research
community and has been subject to extensive study during the last decades (see, e.g.,
[26] and the references therein).

Besides being an interesting algebraic property in its own right, the motivation
for the ES property also derives from other areas of mathematics, such as logic and
model theory. Comparing the class of Boolean algebras, which has the ES property,
with the class of distributive lattices, which lacks it, one might notice that the decisive
difference lies in the fact that in a Boolean algebra we have a term that denotes the
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1. INTRODUCTION

unique complement of a given element, whereas the language of distributive lattices
lacks such a term. Translating this observation into logic, we naturally end up with
the Beth definability property [6], which expresses the requirement that every implicit
definition can be made explicit. In other words, whenever a sequence of elements
satisfies a property that makes it distinguishable from any other sequence, each of
its elements must be representable by a term. This correspondence between the Beth
definability property in logic and the ES property in algebra was made precise by Blok
and Hoogland in [6] (here Theorem 2.5.12) and implies that all advances in the study
of the ES property directly translate to a deeper understanding of definability in logic.
From a model-theoretic standpoint, a failure of the ES property in a class K that is
closed under ultraproducts amounts to the fact that there exists a partial function in K
defined by an existentially quantified finite conjunction of equations that cannot be
represented by a term of the language (see [9], here Lemma 5.3).

When studying the ES property, we will restrict our attention to classes of algebras
that are closed under isomorphisms, subalgebras, products, and ultraproducts, known
as quasivarieties (see, e.g., [8]). These include most classes that are commonly studied
in algebra, like groups, rings, lattices, and Boolean algebras. In addition, quasivarieties
are the classes that algebraize propositional logics in the sense of [7]. In order to
verify the ES property for a quasivariety K, it suffices to check that K lacks proper
epic subalgebras, i.e., that there is no proper subalgebra A of a member B of K such
that the inclusion i: A < B is an epimorphism (see, e.g., [6], here Lemma 2.4.5).
Nevertheless, there is no easy way to determine whether a quasivariety K has the
ES property. Thus, facilitating this task proves very useful. This is exactly what is
achieved by the two results of Champercholi [9, Thms. 18 and 22], which form the core
of this thesis (see Theorems 6.3 and 6.4). The idea is to prove that if a quasivariety K
lacks the ES property, under reasonable assumptions, a failure can always be found in
a well-behaved subclass of K.

In order to clarify this idea, we recall that the class Kgs; Of finitely subdirectly
irreducible members relative to K consists of those A € K with the property that for every
family {6; : i < n} of congruence of A such that A/6; € K for every i < n,

ifidga =61 N---N0Hy, thenidg = 6; for some i < n (see, e.g., [4]).

Moreover, we will work in the setting of quasivarieties with a near-unanimity term,
where a term p of arity n > 3 is called a near-unanimity term for a class K when

KEuly,x,...,x) =~ ux,y,x,...,x) = -~ u(x,...,x,y) ~x.

For instance,
u(x,y,z) = (xAy)V(xAz)V(yAz)

is a 3-ary near unanimity term for every class K with a lattice reduct (see, e.g., [4]).
The first of Campercholi’s theorems [9, Thm. 18], which we will present in Chapter 6
(see Theorem 6.3), states that a quasivariety with an (m + 1)-ary near-unanimity term
has the ES property iff every subalgebra A < Aj X --- X Ay, where each A, is an
ultraproduct of members of Kggs;, lacks subalgebras that are proper and epic in K. As
a consequence, the above theorem applied to the quasivariety D of distributive lattices,
where the only non-trivial RFSI member is the two-element chain D, (see, e.g., [15]),
yields that the failure of the ES property for D occurs in a subalgebra A < D, x D».
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The second theorem of Campercholi ([9, Thm. 22], here Theorem 6.4) deals with
varieties, i.e., classes of similar algebras closed under subalgebras, homomorphic
images, and direct products. We recall that a variety is arithmetical if there exists a term
¢(x,y,z) such that

KE o(x,y,x) ~ ¢(x,y,y) = ¢(y,y,x) = x

(see, e.g., [8]). For instance the varieties of Boolean algebras, Heyting algebras, and
modal algebras are arithmetical (see, e.g., [8]). We will present a proof of the fact
that an arithmetical variety K with the property that Kggs; is closed under isomorphic
copies, subalgebras, and ultraproducts has the ES property iff the members of Kggs;
lack subalgebras that are proper and epic in K ([9, Thm. 22], here Theorem 6.4).
Given that the only non-trivial finitely subdirectly irreducible Boolean algebra is the
two element chain, which clearly lacks proper epic subalgebras, the ES property for
Boolean algebras can be derived as a straightforward consequence.

The fact that these results are highly non-trivial is reflected in the complexity of
their proofs, which require extensive background theory from different mathematical
tields, including universal algebra, topology and model theory. Because of this, the
chapter with the main theorems (Chapter 6) is preceded by a series of preparatory
chapters, where the necessary theory is developed.

In the preliminaries (Chapter 2), we start by building a foundation of basic results
in general first-order logic (Section 2.1), model theory (Section 2.2), and universal
algebra (Section 2.3). The last two sections of the preliminaries are devoted to the
ES property (Section 2.4) and its correspondence to the Beth definability property
in logic (Section 2.5). We then continue to focus on some results that play a crucial
role in the proofs of Theorems 6.3 and 6.4. First, we deal with the so called Infinitary
Baker-Pixley Theorem (see [31], here Theorem 3.11), which will be applied in the proof
of Theorem 6.3. It is a generalization of the classical Baker-Pixley Theorem (see [3])
to infinite algebras and as such associates the representability of a partial function
by a term with a closure property under product functions. In our reconstruction
(Theorem 3.11) of the proof given in [11, Thm. 2.1], we spelled out some intermediate
results in more detail and isolated a major step as a separate lemma (Lemma 3.9) with
the aim to clarify the structure of the proof.

Next, we build the theory of global subdirect products (see, e.g., [27], here Chap-
ter 4), as a topologized version of subdirect products. Global subdirect representations
were introduced as a purely algebraic equivalent to the theory of sheaf representations
(see [27]). Our presentation is largely based on [17]. Nonetheless, we decided to focus
on proving a representation theorem for arithmetical varieties only (Theorem 4.7). As
a consequence the proofs become more compact, easier to follow and do require less
background theory, auxiliary results, and notation. An important feature of global
subdirect products, which plays a crucial role in the proof of [9, Thm. 22] (here Theo-
rem 6.4), is that they preserve the validity of certain formulas from their factors (see,
e.g, [31, Lem. 3.1], here Lemma 4.14).

The chapter about definability conditions (Chapter 5) is a collection of model-
theoretic preservation results, asserting that the formulas preserved under certain
operations can be assumed to have a particular shape (see, e.g., [10, Thm. 3.3], here
Lemma 5.5). One of the main tools needed in this part are diagrams, introduced in
Subsection 2.2.2. Throughout the thesis, we provided more detailed explanations
compared to the original proofs, adapted some results to our specific purposes, and
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1. INTRODUCTION

restructured or reformulated some arguments to help the reader follow the train of
thought.

Once this preparatory work is finished, we are ready to prove the main Theo-
rems 6.3 and 6.4. To this end, we isolated the similar strategy used in both of the proofs
and the key point where they diverge. This required restructuring the two proofs and
extracting a crucial observation used in both of them as a separate result (Lemma 6.1
and Corollary 6.2). In turn, the auxiliary lemma [9, Lem. 21] preceding [9, Thm. 22]
in the original paper became completely incorporated into the proof of Theorem 6.4.
Also, the final conclusion of the two proofs, which originally relied on some formula
manipulation, is replaced by a purely algebraic argument using quotient algebras.

To conclude the thesis, we present our own result ([12, Thm. 4.3], here Theorem 7.7),
which improves [9, Thm. 18] in a slightly less general setting. Instead of the ES property,
in Chapter 7, we consider the weak ES property, which only requires epimorphisms
between finitely generated algebras to be surjective (see, e.g., [20]). Studying this
weaker version still yields very fruitful results. Clearly, if we can find a counterexample
to the weak ES property, this also implies a failure of the ES property. Hence, the
model-theoretic motivation applies to the weak ES property as well. Furthermore,
there is also a weaker version of the Beth definability property, the finite Beth definability
property, which deals with the definability of finite tuples instead of arbitrary sequences
and corresponds to the weak ES property. As such, it provides an interest in studying
the weak ES property from a logical perspective (see, e.g., [6]). Finally, although in
general the ES property is not equivalent to its weaker version (see, e.g., [5]), there are
many examples of classes of algebras that lack the ES property where we can already
find a failure of the weak ES property. For example, in the variety of rings, a failure
of the weak ES property is witnessed by the inclusion Z — Z[1/p| for some prime
number p, since both Z and Z[1/ p] are finitely generated.

Interestingly, in establishing this improved version of [9, Thm. 18] for the weak ES
property ([12, Thm. 4.3], here Theorem 7.7), we completely abandoned Campercholi’s
approach, following a purely algebraic proof strategy instead. As a consequence, we
do not rely on the Infinitary Baker-Pixley Theorem or on any definability conditions.
Besides using basic universal algebraic tools, the key lies in the introduction of full
subalgebras and the observation that when a quasivariety lacks the weak ES property,
we can always find a counterexample in the form of a full and epic subalgebra [12, Cor.
3.8] (here Corollary 7.6).

Our result [12, Thm. 4.3] (here Theorem 7.7) states that a quasivariety K with an
(m + 1)-ary near-unanimity term has the weak ES property iff every finitely generated
subdirect product A < Ay X --- X Ay, with Ay, ..., Ay € Kgegr, lacks subalgebras that
are full and epic in K. So, the improvement compared to Campercholi’s original result is
twofold: On the one hand, if a failure of the weak ES property occurs, the theorem tells
us that we can find it in a subdirect product A < A; X - - - X Ay, thatis, in a subalgebra
with the additional property that all the projection maps p;: A — A;, sending a tuple
to its i entry, are surjective. On the other hand, instead of considering ultraproducts
of members of Kgrs;, we can actually assume that Ay, ..., A, are themselves in Kggg;.

Although not part of the thesis, our submitted manuscript [12] also contains an
improved version of [9, Thm. 22] in the setting of the weak ES property. Like Camper-
choli’s result, our theorem yields that under certain assumptions the weak ES property
for a variety K can be checked by considering the subclass Kgs; only. Again, our version
is obtained by means of purely algebraic methods without relying on the theory of
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global subdirect representations or any definability conditions (see [12, Thm. 5.3]). To
be more precise, we need to recall that a variety K is congruence permutable if, for every
member A of K and every pair of congruences 6, 6, of A, the smallest congruence of
A containing both of them is given by the set

{(a,b) : there exists ¢ € A such that (a,c) € 6 and (c,b) € 6,}.

In particular, every arithmetical variety is congruence permutable. The converse,
however, is not true in general (see, e.g., [8]). Our achievement (see [12, Thm. 5.3])
was to prove that a congruence permutable variety K has the weak ES property iff
every finitely generated member of K lacks subalgebras that are full and epic in K.
So, in contrast to [9, Thm. 22], our version for the weak ES property is not limited to
arithmetical varieties with some additional requirement on Kgs; but is applicable to
every congruence permutable variety without further restrictions. This includes all
varieties with a group reduct (see, e.g., [8]), which comprise a large part of the classes
of algebras commonly studied. Notice that varieties of groups, for example, are in
general not arithmetical and are thus not covered by [9, Thm. 22].

Further work along these lines is in progress. For example, we are exploring how
our theorems can be applied to prominent quasivarieties of Heyting algebras or modal
algebras.

We hope that this thesis serves as motivation to continue the path of studying the
(weak) ES property and its consequences and that it will lead to interesting discoveries
that provide fruitful results, fueling advances in algebra, logic, and model theory.






CHAPTER

Preliminaries

As the theorems we aim to prove require a variety of tools and background theory,
we will start by recalling some basics of first-order logic (Section 2.1), model theory
(Section 2.2), and universal algebra (Section 2.3). We will then continue presenting
the protagonist of this thesis, the epimorphism surjectivity property, and making
some easy but useful observations concerning this property (Section 2.4). Finally, we
will establish a correspondence between the (weak) ES property in algebra and the
(finite) Beth definability property in logic, providing motivation for the study of the
ES property from a logical standpoint (Section 2.5).

2.1 Basics of first-order logic

In this first preliminary section, we will define the basic concepts of first-order logic
and present some classical results, which will be used in the course of the following
chapters. For more details, we refer the reader to [8, Section V.1], [22, Chapter 1], and
[13, Chapter 1].

2.1.1 Languages, terms, and formulas

Definition 2.1.1. A first-order language is a quadruple (Var, F, R, T), where
* Var is a set of variables;
* Fisaset of function symbols;
* R is a set of relation symbols;
e 7: FUR — Nis a function, called the arity function.

When f € F and t(f) = n, we say that f is an n-ary function symbol. Similarly, we
call R € R with 7(R) = n an n-ary relation symbol. The 0-ary function symbols are
commonly referred to as the constants of the language L.

Definition 2.1.2. The set T, of terms of a first-order language L is defined recursively
to be the least set such that:
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e Var C Ty;
* f(t1,...,tn) € Tr for every n-ary function symbol f and t4,...,t, € Tr.

Given a term t € T, we write Var(t) to refer to the set of all variables occurring
in t. When Var(t) C {x; : i < n}, we will often use the notation #(x1,...,x,) or £(X),
where ¥ = (x1,...,x,). Furthermore, T;(x1,...,x,) or Tz(X) denote the set of all
terms t € T with variables in {x; : i < n}. More generally, the notation T, (X) stands
for the set of all terms with variables in a possibly infinite set X. We call t a closed term
when t does not contain any variables.

Using the equality symbol ~ and the logical connectives -, A\, V, —, we can compose
L-terms to obtain £-formulas.

Definition 2.1.3. The set Fm/ of L-formulas is defined recursively to be the least set
such that:

* ty =ty € Fmg forevery ty,tr € Tp;
® R(t,...,ty) € Fmg for every n-ary relation symbol R and t4,...,t, € Tg;

o If 1, 92 € Fmg, then the following are £L-formulas:

- TP

= Q1A @2

- Q1V @

- P17 92

- Vx¢q for every x € Var;
- Jx¢; for every x € Var.

Given two L-formulas ¢ and ¢, we abbreviate the formula (¢ — ) A (P — ¢)
as ¢ <+ . For aset ¥ C Fm,; we will use the shorthand =X to denote the set
{-0:0€X}.

When the language L is irrelevant or clear from the context, we will simply write
T and Fm for the £-terms and L-formulas.

Definition 2.1.4. Next, we define the set of free variables Free(¢) of an L-formula ¢.
This is also done recursively:

e If 9 = 11 = tp for some t1,t, € Tr, then Free(¢) = Var(t1) U Var(tz);

e If p =R(#,...,ty) forsome ty,...,t, € Ty and some n-ary relation symbol R,
then Free(@) = U, Var(t;);

e If there are ¢1, 92 € T such that

- ¢ = —¢1, then Free(¢p) = Free(¢1);
- @ = @1 % ¢z, where x € {A,V,—}, then Free(¢) = Free(¢p1) U Free(¢1);
- ¢ = Qx¢1, where x € Varand Q € {V, 3}, then Free(¢) = Free(¢1) \ {x}.



2.1. Basics of first-order logic

For a tuple of variables ¥ = (x; : i € I), we write ¢(X) when we want to emphasize
that Free(¢) C {x; : i € I}. Notice that Free(¢) is always finite because formulas are
finite strings of symbols.

Of particular interest will be the L-formulas without free variables, which are
called L-sentences.

So far, this formalism consists only of strings of symbols. The next step is to fill
these symbols with meaning. This idea is formalized in the following definition.

Definition 2.1.5. An L-structure A = (A, iA) is a non-empty set A, called the universe
of A, together with an interpretation map i that takes

e each function symbol F € F to a 7(F)-ary function f4: A™F) — A;
e each relation symbol R to a T(R)-ary relation R4 C AT(R).

If A and B are L-structures, we say they are similar. Likewise, we talk about a class
K of similar structures when all of its members are structures of a common language L.

We can evaluate an £-formula in an £-structure A by applying it to a tuple 4 of
elements of A.

Definition 2.1.6. Let A be an L-structure, ¢(¥) € Fm, and @ a tuple of elements of A
of the same length as X. We say that A validates ¢(4) and write A F ¢(d) if one of the
following holds:

X) = t(X) ~ t,(X) and +(7) = t2(a);

=U
I
=

(t1(R), ..., ta(X)) and (H1(@),..., tA(7)) € RY;
X) = =¢(X) and it is not the case that A F ¢(d);
(X) Apo(X) and A F 1 (d) and A E o (d);
= 1p1(X) Vo (X) and A F ¢1(d) or A E ¢ (d);
= P1(X) = ¢(X) and A F ¢ (d) or it is not the case that A F 1 (d);
* ¢(X) = Vyy(X,y) and for every b € A we have A F ¢(d,b);
* ¢(X) = JyyY(X,y) and there exists b € A such that A F (4, b).

We will extend this interpretation in the canonical way to infinite conjunctions and
disjunctions. Also, we will allow quantification over infinite sets of variables, using
expressions like A F VX \;c; ¢i(X) or A E Ve ¢i(d@), when {¢; : i € I} is an infinite
set of formulas and ¥ and @ are infinite tuples. Notice, however, that these examples
are not elements of Fm.

Definition 2.1.7. We say that two £L-formulas ¢(X) and ¢ (X) are equivalent, when for
every L-structure A and every tuple @ of elements of A we have

Ak o@@)iff AF (@)

Furthermore, we will use the following notational conventions:
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* Given an L-formula ¢(X), the notation A F ¢(¥) or A F ¢ is to be interpreted as
A EVXp(X);

¢ For a set X of L-sentences, we will use the shorthand A F X to express that A F o
for every o € %;

® The notation X F I', where X and I are sets of L-sentences, means that for every
L-structure A:
AE Ximplies AF I;

* We will write K = ¢ for a class of L-algebras K and an £-formula ¢, when A F ¢
for every A € K.

We distinguish some special types of formulas.
Definition 2.1.8. An L-formula is called
* an equation if it is of the form t; ~ t; for some terms t,t, € Ty;

e atomic if it is an equation or of the form R(#,...,t,) for some n-ary relation
symbol R and some terms t1,...,t, € Tz. The set of atomic formulas of £ will
be denoted by At(L) or simply At;

* quantifier-free if it does not contain any of the quantifiers 3 and V;

* positive quantifier-free if it is built from atomic formulas using only the connectives
A and V;

* positive existential if it is a positive quantifier-free formula prenexed by a sequence
of existential quantifiers;

e primitive positive (p.p., for short) if it is a finite conjunction of atomic formulas
prenexed by a sequence of existential quantifiers.

Quantifier-free formulas are particularly nice to work with since they can be as-
sumed to be in a canonical normal form.

Definition 2.1.9. A quantifier-free formula ¢ is in disjunctive normal form when it is of
the shape V<, Aj< @i for some n,m € N, where

{ojjri<n,j<m} CAtU-AL

Lemma 2.1.10. (see, e.g., [8, Thm. V.1.20]) Every quantifier-free formula is equivalent to one
in disjunctive normal form.

Observe that every set X of L-sentences defines a set of L-structures, namely those
that validate every sentence in X.

Definition 2.1.11. Given a set X of L-sentences, we say that an L-structure A is a
model of X when A F X. We write Mod(X) for the class of models of X, and we call X
satisfiable when Mod(X) # @.

Conversely, every class K of L-structures defines a set of £-sentences, given by all
the sentences that are valid in every member of K.

10



2.1. Basics of first-order logic

Definition 2.1.12. For a class K of L-structures the theory of K is the set of all the
L-sentences ¢ such that A F ¢ for every A € K. We denote the theory of K by Th(K).

Notice that for every set of sentences X and every class of similar structures K we
have that
K € Mod(Th(K))

and
Y C Th(Mod(X)).

The converse inclusions, however, do not hold in general. Nevertheless, there are
classes for which we do have equality. This property is captured by the following
definition.

Definition 2.1.13. A class K of L-structures is called elementary when
K = Mod(Th(K)).

Definition 2.1.14. Two similar structures A and B are called elementarily equivalent
when they satisfy the same sentences, that is, Th(A) = Th(B).

2.1.2 Class operators

We will now continue by considering relations between similar structures. This will
allow us to define class operators that generate new classes of structures from given
ones (see, e.g., [8, Sec. Il and IV] and [4, Sec. 1]).

Definition 2.1.15. Given an L-structure B, we call a subset A C B a subuniverse of B
when fB(ay,...,a,) € A for every n-ary function symbol f and a1, ...,a, € A.

If, furthermore, A # @, then A is the universe of the structure A, with f 4 f B,
and R = RBJ,, where fB|, and RB| , denote the restrictions of 2 and RE to A" for
every n-ary function symbol f and relation symbol R. In this case A is a substructure of
B and we write A < B. We also say that B is an extension of A. A subalgebra A < Bis
proper, when A # B. Given a class of similar algebras K, the class of substructures of
its members is denoted by S(K).

The smallest subuniverse of B containing s subset A C B is called the subuniverse
generated by A and is denoted by SgB(A). For a finite set A = {ay,...,a,} we will
simply write Sg? (a1, ..., a,). In this case we say that the algebra with universe Sg®(A)
is finitely generated with set of generators {ay, ..., a,}.

The following observation (see, e.g., [22, Lem. 1.2.2.]) is often useful when working
with generated subuniverses.

Lemma 2.1.16. Let B be an L-structure and A C B. Then,
SgB(A) = {tB(ay,...,a,) : t € Ty is of arity n for somen € Nand ay, ..., a, € A}.

Definition 2.1.17. A homomorphisms h: A — B between two similar structures A and B
isamap h: A — B between their universes such that for every n-ary function symbol
f, every n-ary relation symbol R, and 4y, ...,a, € A we have:

hW(fA(ay,...,a,)) = fB(h(ay),..., hia,))

11



2. PRELIMINARIES

and
(a,...,a,) € R4 implies (h(ay),..., h(a,)) € RE.

In case that
(ay,...,a,) € RAiff (h(ay),..., h(a,)) € RE,

for every n-ary relation symbol R and every ay,...,a, € A, we call h a strong homomor-
phism.

We also say that /1 is an £-homomorphism when we want to emphasize the lan-
guage whose function and relation symbols are preserved by .

An injective strong homomorphism is called an embedding and a bijective strong
homomorphism is an isomorphism. If h: A — B is an isomorphism, we write A = B
and say that A is isomorphic to B.

Definition 2.1.18. The kernel of a homomorphism h: A — B is the set
ker(h) :== {{a1,a2) € A x A:h(ay) = h(ap)}.

Remark 2.1.19. Observe that given a homomorphism /: A — B the image h[A] is a
subuniverse of B, and thus h[A] < B is a substructure, called the homomorphic image
of A under h. Given a class of similar structures K, the class of homomorphic images
of its members is denoted by H(K). For the class of images of members of K under
isomorphisms, we use the notation I(K).

Next, we will introduce some constructions that allow us to build new structures
from a set of given structures. For a tuple @, we use the notation (i) to refer to the ih
entry of 4.

Definition 2.1.20. Given a set of similar structures {A; : i € I}, we define their (direct)
product to be the unique structure A := [];c; A; with universe [;c; A;, where for every
n-ary function symbol f, every n-ary relation symbol R, and 43, ..., d; € A we define:

FA@, @) = (@), ... an(i) i e T)

and
R = {(ay,...,a) : (@1(i),...,dn(i)) € R foreveryi € I}.

The notation P(K) refers to the class of all products of members of K. Furthermore,
for every m € Z*, we use Py, (K) to denote the class of all products of m members of K,
where repetitions are allowed.

From a product, in turn, we can get a new structure by quotienting under a suitable
equivalence relation. In order to carry out this construction, we need the following
definition.

Definition 2.1.21. An ultrafilter on a set I is a proper subset U C P(I) such that:
e fXclUand X CY,thenY € U;
e forevery X,Y € U,wehave XNY € U;
e forevery X € P(I), either X € Uor I\ X € U.

Using ultrafilters, we are now ready to define ultraproducts.

12



2.1. Basics of first-order logic

Definition 2.1.22. Given a set of similar structures {4; : i € I} and an ultrafilter U on
I, we define a relation ~; on [[;c; A; via

d~ybie= {icl:d(i)=0(i)} e U.

It is easy to verify that ~; is an equivalence relation. We will denote the equivalence
class of an element 7 € [];c; A; by @/U. Then, we define the ultraproduct

A=]JAi/u
iel

of the family {A; : i € I} to be the unique structure with universe {d@/U : d € [];c; Ai},
where for every n-ary function symbol f, for every n-ary relation symbol R, and
ai, ..., A4y € [Licr Ai we set:

Aa/u,... a/u) = (FAa6),...,a @) :iel)/U
and
RA = {{(ay/U,...,a,/U) : {i € I:{ai(i),...,a,(i)) € R4} € U}.

Using the definition of ~; and the properties of ultrafilters, it is straightforward to
see that these operations are well defined. When A; = B for every i € I, we call
A = [l;c; B/U an ultrapower of B. The shorthand P,(K) stands for the class of all
ultraproducts of families of members of K.

Definition 2.1.23. We say that a class K of similar structures is closed under a class
operator O € {I,H,S,P, P, }, when O(K) C K.

The next lemma (see, e.g., [8, Lems. 11.9.2 and V.2.22] or [18, Sec. 3.23]) provides
some well-known facts about how some of these class operators interact with each
other:

Lemma 2.1.24. For a class K of similar structures, the following hold:
1. OO(K) C IO(K) for every O € {I, H,S,P, P, },

C IO(K) for every O € {I,H,S,P, Py} U{Py, : m € Z*};

SN
w2
=
~

Moreover, we have the following result for the class operators PP, and P, (see, e.g.,

[19]):

Lemma 2.1.25. Let K be a class of similar structures. Then, P,P,,(K) C IP,,P,(K) for every
meZr.

Proof. Let A € P[P, (K). Then, A is of the form [];c;(A1; X - X Ay, j)/U for some
Al,j/ e, Am,]- € K and some ultrafilter U on J. To prove the claimed inclusion, we will
show that the map

h:]J(Ar; x - X Ay ) /U= [[ALj/Ux - x[[Am;j/U
j€J IS Jjel

13



2. PRELIMINARIES

defined via the assignment

<<a1,j,...,am,]-> ] € ])/Ur—> <<01,]' ZjE ])/U,...,(am,]- ] € ])/U>

is an isomorphism. That / is surjective follows directly from the definition. To verify
well-definedness and injectivity, observe the following;:

(arj oo amy) cj€)/U=((brj,....bwm;):jE€])/U
= {je ] (ayj, - amj) = (brj, ., bwj) } €U
<= {j€J:a;j="b;;} € Uforeveryi <m
= (aj:je])/U=(bjj:je])/Uforeveryi<m
= (aje /U, am;je)/U) = {(brj:je)/U,... (by;:je])/U).

We will only justify the second equivalence since the other ones are immediate conse-
quences of the definition of ultraproducts. Observe that

{] eJ: <a1,]',. . .,Elm,]'> = <b1,]',..., bm,]>} = ﬂ {] eJ: aj; = bi,]'} - {] eJ: aj; = bi,]'}
i<m

for every i < m. As ultrafilters are upsets and closed under finite intersections by
definition, we obtain the desired equivalence

el Aay,. .., am;) = (bij,..bm;)} € Uiff {j € J:a;; = b;;} € U for every i < m.

Finally, it is a straightforward consequence of the definition of ultraproducts that & is a
homomorphism. Therefore, / is an isomorphisms, which proves the claimed inclusion
PuP(K) C TP, Py (K). =

It is easy to see that the validity of any formula is preserved under isomorphisms.
Remark 2.1.26.
KE @iff [(K) E ¢
for every formula ¢ and every class of algebras K.

Other class operators only preserve certain types of formulas, as specified in the
following lemmas. Although they can be stated in a more general form, we will focus
on the specific cases we will need in the course of the thesis. First, we will consider
the preservation of positive existential formulas under homomorphisms (see, e.g., [22,
Thm. 2.4.3.(a)]).

Lemma 2.1.27. Let ¢(X) be a positive existential formula, A an L-structure, and @ a tuple of
elements of A. Then,
A F ¢(d) implies BF ¢(h(d)),

for every L-structure B and every homomorphism h: A — B.

It follows as a straightforward consequence that positive existential formulas are
preserved under extensions.

Corollary 2.1.28. Let ¢(X) be a positive existential formula, A an L-structure, and @ a tuple
of elements of A. Then,
A F ¢(a) implies B F ¢(d),

for every L-structure B such that A < B.

14



2.2. Model Theory

Proof. Apply Lemma 2.1.27 to the inclusion map i: A — B. X

Notice that p.p. formulas and positive quantifier-free formulas are in particular
positive existential formulas, which makes the above result applicable to these types of
formulas as well. For p.p. formulas, we have in addition preservation under products
(see, e.g., [21, Lem. 9.1.4.]).

Lemma 2.1.29. Let ¢(x1,...,x,) beap.p. formula, {A; : i € I} a set of L-structures, and
A1, ..., 4y € Ajsuch that Aj E ¢(ay;, ..., a,,) for every i € I. Then,

[TAFo(aiziel), ... (ay:i€l)).
i€l
Finally, positive quantifier-free formulas are preserved under subalgebras (see, e.g.,
[22, Cor. 2.4.2.(a)]).

Lemma 2.1.30. Let ¢(X) be a positive quantifier-free formula, A an L-structure, and @ a tuple
of elements of A. Then,
A F ¢(d) implies B F ¢(d),

for every subalgebra B < A that contains the tuple a.

2.2 Model Theory

In this section, we will build some model-theoretic background, which is needed in
the following chapters. For more information in this area, see, e.g., [13] and [22].

Given a class K of L-structures, we sometimes want to work in an expanded
language £’ O L. The members of K can then be turned into £'-structures by giving
interpretations for the additional function and relation symbols in the expanded
language L'.

Conversely, we can also restrict the members of K to a smaller language £ C £
by just dropping the interpretations of the function and relation symbols that do not
appear in L. For every A € K, we write A[, to denote the unique £'-structure that
coincides with A on the interpretations of all function and relation symbols in £’'.
Also, for a class K, we define K[, := {A], : A € K}. Given an £-homomorphism
h: A — B, we will write h[ . if we want to consider 1 as the homomorphism restricted
to the £'-structures A[, and B/ .

We will often work with expansions of a language £ by a tuple of new constants c,
the so called constant expansions. The resulting language will then be denoted by L.
For an L-structure B, we use the notation B; to denote the unique L;- structure with

B; [ = B, where the tuple of constant ¢ is interpreted by b.

When ¢ = (¢, : a € A) for some L-structure A, we also write L 4 for the enriched
language LU {c, : a € A}. To simplify notation, we often write a instead of ¢,. If
B < K contains A as a substructure, B can be canonically extended to an £ 4-structure,
which we refer to as By, by interpreting each constant as itself, i.e., aBs =g

The next lemma unravels how classes of algebras in a constant expansion relate to
their counterparts in the original language.

Lemma 2.2.1. Let K be a class of L-structures and X a set of L-formulas with free variables
inX = (x; : i € I). Consider the class

K*:={A:Aisan Lz -structure and A[, € K},

15
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where = (c; : i € I) is a tuple of new constants. Then,
K E X(%) iff K* E Z(0).

Proof. Assume first K F X(¥) and consider an Lzstructure A* € K*. We have to show
that A* F X(C). Letd = (a; : i € I) be the tuple of elements of A* that interprets the
tuple of new constants ¢in A*, i.e., cA” = a; foreveryi € I. As A*|; € Kand K F X(%)
by assumption, we conclude that A*[, F X((a; : i € I)), and thus, A* F X(7).
Conversely, suppose K* F X(¢) and consider A € Kand 4 = (4; : i € I) a tuple
of elements of A. We have to verify that A £ X(7). Define A* to be the unique Lz -
structure with A*[, = A and ¢ = g, for every i € I. Then, as A* € K* and K* F X(¢)

by assumption, we conclude that A = X(d). X

Corollary 2.2.2. Let X and I be sets of formulas of a language L that contains a set of
constants C. Also, let X = (c; : i € I) be a tuple of variables and T = (c; : i € I) a tuple of
constants in C that does not appear in X. Then,

SET(@) iff Sk IR

Proof. Let L' be the language £ without the constants {c; : i € I}. Assume first
X E I'(C) and let A F X. By assumption, it follows that A F I'(¢). The previous
Lemma 2.2.1 then implies that A, F I'(X), and thus also A F I'(%).

Conversely, suppose X = I'(X). As X is a set of £'-sentences, A F X is equivalent to
Al E X. By assumption, it follows that A[, F I'(¥). Then, applying the previous
Lemma 2.2.1, we conclude that A F I'(¢), as claimed. X

Our main focus will now be to establish useful properties of ultraproducts, present
some compactness results, and introduce the concept of diagrams.

2.2.1 Ultraproducts and compactness

The class operator P, is particularly well behaved, since the validity of a formula in
an ultraproduct can be determined by looking at its factors. This is the content of a
famous theorem by Los$ (see, e.g., [8, Thm. V.2.9]).

Lo$’s Theorem 2.2.3. Let {A; : i € I} be a set of L-structures. Then, for every ultrafilter U
on I and every L-formula ¢(x1, ..., X,), we have,

[TA/UEe@/U,... ¢ /U)iff{i € I: A F @(@(i),...,a,(i)} € U,

i€l
forevery ay, ..., ay € [licr Ai

To express this tight connection between an ultraproduct and its factors, we intro-
duce the following notions.

Definition 2.2.4. A substructure A < B is called elementary if every L 4-sentence valid
in A4 is also valid in B4. In this case we also say that B is an elementary extension of A.
An embedding h: A — B is elementary when h[A] is an elementary substructure of B.

Remark 2.2.5. With every ultrapower A’ /U of some structure A, we associate a map
f: A — A!/U defined by the rule a +— (a; : i € I)/U, where a; = a for every i € I.
Using Lo§’s Theorem 2.2.3, we obtain that f is always an elementary embedding (see,
e.g., [8, Lem. V.2.10 and Thm. V.2.11]).

16



2.2. Model Theory

An important tool in model theory is the observation, that in order to prove the
validity or satisfiability of infinite sets of formulas, oftentimes it suffices to consider
finite subsets. This is the content of the following compactness results. First, we will
see the classical Compactness Theorem of first-order logic (see, e.g., [8, Thm. V.2.12]).

Compactness Theorem 2.2.6. Let X be a set of sentences. Then X is satisfiable iff every finite
subset Xo C, X is satisfiable.

This result can easily be transformed into a semantical statement about elementary
classes.

Corollary 2.2.7. Let K be an elementary class such that K £ \/ X. Then there exists a finite
subset Xy C., X such that K £ \/ X.

Proof. Let A := Th(K) and assume with a view to contradiction that K # \/ X for
every Xy C., X. This implies that every finite subset of AU =X is satisfiable, and thus,
by the Compactness Theorem 2.2.6, so is AU —~X. But this is a contradiction with the
assumptions K F \/ X and A = Th(K). X

However, one can get a more general kind of compactness theorem for a class of
similar structures K under the sole assumption that K is closed under ultraproducts.
Let us first recall the following property.

Definition 2.2.8. Consider a set I and family | of subsets of I. Then ] is said to have
the finite intersection property, or FIP for short, if for every finite subset Jy C,, ], we have

NJo # @.

The interest in this property arises from the following theorem, which tells us when
a family of subsets of a given set I can be extended to an ultrafilter on I (see, e.g.,[22,
Lem. 8.5.5]).

Theorem 2.2.9. Let I be a set and assume | C P(I) has the FIP. Then, there exists an
ultrafilter U on I with | C U.

We are now ready to state the announced compactness result for classes closed
under ultraproducts (see, e.g., [§, Thm. V.2.12]).

Lemma 2.2.10. Let K be a class of L-structures closed under ultraproducts, and let X be a
set of L-sentences such that K = \/ X. Then, there exists a finite subset Xy C X such that
KEV X

Proof. Assume, with a view to contradiction, that this was not the case. Let P, (X) be
the set of all finite subsets of X. For every F € P, (X) we define

Jr={GeP,(X):FCG}land ] :={Jr: F € P,(X)}.

Notice that U;<, F; € Ni<, JF, for every finite family {F; : i <n} C P,(X). Therefore,
J has the FIP, which, by Theorem 2.2.9, implies that there exists an ultrafilter U on
Pu(Z) with ] C U. For every F € P, (X), choose Ar € K such that Ar F -/ F.
Observe that the existence of Ar is guaranteed by the assumption that K # \/ F
for every F € Py (X). Now, define B := []rcp, (x) Ar/U. Since K is assumed to
be closed under ultraproducts, we obtain that B € K. Hence, the assumption that
K F V X implies that there exists ¢ € X such that B F ¢. By Lo§’s Theorem 2.2.3, it
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follows that {F € Py, : Ar F ¢} € U. Furthermore, J;,, € | C U by construction.
As ultrafilters are closed under finite intersections, we conclude that there exists
G € {F € Py:ArF ¢} N ]y Butthen Ag F ¢ A —¢, a contradiction. X

Corollary 2.2.11. Let K be a class of L-structures closed under ultraproducts, and let X(X) be
a set of L-formulas such that K E \/ X(X). Then there exists a finite subset Xy C X such that
KEV XZy(X).

Proof. Define K* := {A : A is an Lzalgebra and A[, € K}, where is a tuple of new
constants . By Lemma 2.2.1 it follows that K  \/ X(¥) is equivalent to K*  \/ X(¢).
Now, we can apply Lemma 2.2.10 to the set of Lz-sentences X(¢) to conclude that there
exists a finite subset Xy C,, X such that K* = \/ Xy(¢), which again by Lemma 2.2.1 is
equivalent to K = \/ Xy (X). X

Corollary 2.2.12. Let K be a class of L-structures closed under ultraproducts, and X and I’
sets of L-formulas such that K= N X — \/ I'. Then, there exist finite subsets Xy C X and
Iy C I suchthat KE A\ Xy — V Ip.

Proof. Notice that AX — \/ I is equivalent to \/ =XV \/ I'. Thus, applying Corol-
lary 2.2.11 to the set =X U I yields the desired result. X

Next, we will give a short introduction to diagrams. They are an important model-
theoretic tool that will be applied in various proofs throughout the thesis.

2.2.2 Diagrams

Definition 2.2.13. The diagram of A generated by i is the set of all atomic and negated
atomic Lz-sentences that are valid in Az. It is denoted by Diagz(A).

The shorthand Diag; (A) refers to the set of all atomic L£;-sentences valid in Az,
called the positive diagram of A generated by d.

Ifd = (a:a € A), we will just write Diag(A) or Diag™ (A), respectively.

The (positive) diagram of A generated by @ = (a; : i € I) is satisfiable in B when
there exists a tuple b = (b; : i € I) of elements of B such that defining @(i)B := b(i)
for every i € I yields that By F Diag;(A) (respectively B; = Diag; (A)). However,
we will often drop the subscript b. Also, on some occasions, it will be convenient to
use the notation B k& Diag;(A) (D) (respectively B = Diag; (A)(D)) instead. Writing
B = —Diag;(A) (respectively B F —Diag} (A)), we mean that there exists no tuple b of
elements of B such that By = Diag;(A) (respectively B; F Diag} (A)).

The importance of diagrams derives from their relation to the existence of certain
homomorphisms, which will be established in the next lemmas (see, e.g., [21, Lem.
1.4.2]). On the one hand, the image under a homomorphism witnesses the satisfiability
of the positive diagram generated by its preimage.

Lemma 2.2.14. Let A and B be similar structures and @ = (a; :i € Iy and b = (b; : i € )
non-empty sequences of elements of A and B, respectively. If the map h: Sg™ (@) — SgP (D)
defined via t2(@) — tB(D) for every term t € T is a homomorphism between the corresponding
subalgebras, then B; = Diagl (A). Moreover, if h is an embedding, then By E Diag;(A).
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Proof. Consider an atomic Lz-sentence a(#) € Diag} (A). As atomic formulas are
preserved under homomorphisms by Lemma 2.1.27, we conclude that B F a(h(d)).
Then, by the definition of /, it follows that B E a(b). This verifies that B; = Diag; (A).

Now, suppose that / is an embedding, and consider (@) € Diag;(A). When
B(@) is an atomic £;-sentences we have already seen that B £ B(b). Furthermore, if
B(@) = —(t1(@) ~ t2(@)), then B E B(b) follows as a consequence of the injectivity of .
Finally, the fact that & is a strong homomorphism guarantees that B = B(b) in the case
that (@) = —R(d) for some relation symbol R. X

On the other hand, diagrams can be used to construct homomorphisms between
two similar structures.

Lemma 2.2.15. Let A and B be similar structures and @ = (a; : i € I) a non-empty sequence
of elements of A. If By E Diag? ( ) for some sequence b = (b; : i € I) of elements of B,

—

then the map h: Sg™(@) — Sg®(b) defined via tA(a@) — tB(b) for every term t € T, is a
homomorphism. Moreover, if By = Diag;(A), then h is an embedding.

Proof. First, let us see that  is well defined. Notice that, by Lemma 2.1.16, every
element of Sg(#@) is of the form t4(@) for some t € T. Now, consider t;,t, € T
such that t#(@) = t2(d). Then, t;(d ) ~ t,(@) € Diag} (A), and hence the assumption

that B; = Diag (A) implies that 7 (b) = tB(b). To verify that 1 is a homomorphism,
consider an n-ary function symbol f and #'(a@), ..., +2(@) € Sg®(@). We will show that

(A @), ... t0(@) = P B), ..., 17 (D).

Let fA(HA(@), ..., tA(d)
and f(#(d),...,ta(d))
the desired equahty

tit 1 (@) for some term t, 1 € T. Then, as By = Diag] (A)

A
n+
1(@) is an atomic Lz-sentence that is valid in A;l», we obtain

):
~ g

FRUE®), .. 17(0) = 1,4(B) = h(FA(H' @), .. 1. (@))).

Similarly, assume that (#'(@), ..., t2(@)) € R? for some n- ary relation symbol R and
t(@),..., tA(d) € Sg*(d ) Then R(tl( ), ... () € Dlaga (A). Therefore, the fact

ot

that B; F Diag} (A) implies that B £ R(t (b),...,t,(b)). This proves that & is a
homomorphism

Now, assume that By F Diag;(A) and let #(@) # t5'(@) be elements of Sg4(@).
Then, —(t1(d) ~ t(d )) € Diag;(A). Therefore, B £ —(t1(b) ~ t2(b)), and thus
h(t(@)) = tB(b) # tB(b) = h(t4(d)). This proves that / is injective. Furthermore,
assume with a view to contradiction there were terms ¢4, ..., t, and an n-ary relation
symbol R such that

BER(t(D),...,t.(b)) and A E —R(t(@), ..., t,(d)).
From the latter it follows that =R (# (@), ..., t,(@)) € Diagz(A). But this implies that
B E —R(t1(D),...,t.(b)), leading to a contradiction. Hence, we conclude that / is an

embedding. X
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2.3 Universal Algebra

Definition 2.3.1. A first-order language £ without relation symbols is called an algebraic
first-order language. In this case an L-structure is also called an L-algebra.

From now on, if not stated otherwise, £ will always denote an algebraic first-order
language and K a class of L-algebras. We will subsequently introduce some basic
concepts and results of universal algebra. For further details see, e.g., [8], [4], and [16].
Working in this area, we are mostly interested in classes of algebras that satisfy certain
closure properties.

Definition 2.3.2. A class K of similar algebras is called
o universal, if it is closed under I, S, and P,;
* a quasivariety, if it is closed under I, S, P, and P,;
* avariety, if it is closed under H, S, and P.

For a class of similar algebras K, we denote the smallest variety, quasivariety, and
universal class containing K by V(K), QK), and U(K), respectively.

Theorem 2.3.3. For a class of similar algebras K we have,
e V(K) = HSP,(K) (see, e.g., [8, Thm. 11.9.5]);
* Q(K) =ISPP,(K) (see, e.g., [8, Thm. V.2.25]);
e U(K) = ISP, (K) (see, e.g., [8, Thm. V.2.20]).

Notice that every variety is a quasivariety, and every quasivariety is a universal
class. The converse inclusions do not hold in general. Furthermore, these three types
of classes have the convenient property of being elementary.

Theorem 2.3.4. The following classes are elementary:
1. every universal class (see, e.g., [§, Thm. V.2.20]);
2. every quasivariety (see, e.g., [8, Thm. V.2.25]);
3. every variety (see, e.g., [8, Thm. 11.11.9]).

2.3.1 Lattices
An important class of algebras is the class of lattices (see, e.g., [8, Chap. I]).

Definition 2.3.5. A lattice A is a structure in the language £ consisting of the two
binary function symbols A and V such that for every a,b, c € A the following hold:

l.anb=bAaandaVb=>bVa
2.aNa=aandaVa=a
3. (anb)Ac=aAN(bAc)and (aVb)Vc=aV (bVec);

4. aNn(avb)=aandaV (aAb) =a.

20



2.3. Universal Algebra

Observe that on every lattice A, the rule
a<b: < aNb=au
defines a partial order on A.
Definition 2.3.6. A lattice A is called
e distributive if
AN(bVec)=(anb)V(aic),
or equivalently
V(bAc)=(aVb)A(aVc)
e bounded if there exist elements b, c € A such that

b>aandc < aforeverya € A.

In this case, we will often consider A in the language expanded by the constants
0 and 1 and define 14 := b and 04 := ¢;

* a complete lattice if \/;c;a; and \;c;a; exist as elements in A for every family
{a; : i € I} C A. Observe that every complete lattice A is bounded with

14 = Vyepaaand 04 = A, 4 0.

Example 2.3.7. An example of a complete lattice that is distributive is the powerset
P(X) of a given set X, where for every A, B, C € P(X) we define

ANPR) B = ANB;
AVPX) B=AUB;
170 = x;
0"X = .

It even satisfies the infinite distributive law

Uina) =JAin{JA4;

i€l icl je€]
J€]

or equivalently

(A UA) =AU A4

i€l, icl jE€J
je]

for every {A;:i € I[JU{A;:je ]} CP(X).
The canonical order on P (X) is given by the inclusion relation C. To express that
A is a finite subset of B, we use the notation A C,, B.

Definition 2.3.8. Let A be a lattice. An element a € A is called meet-irreducible when,
for every finite subset {a; : i € I} C,, A, it holds that:

a= /\ a; implies a = a; for some i € I. (2.1)
iel
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When A is a complete lattice, we can also consider the above condition (2.1) for
infinite sets of elements and call an element 14 # a € A that satisfies it completely
meet-irreducible.

Next, we will introduce congruences, which play an important role in universal
algebra (see, e.g., [8, Sec. I1.5] and [4, Sec. 1.5]).

2.3.2 Congruences

Definition 2.3.9. A congruence 6 on an algebra A is an equivalence relation on A with
the property that for every n-ary function symbol f and ay,...,a,,b1,...,b, € A such
that (a;,b;) € 0 for every i < n, we have (f4(ay,...,a,), fA(by,...,by)) € 6. The set
of all congruences of A is denoted by Con(A). Observe, that every intersection of
congruences of A is again a congruence of A. Thus, for a subset X C A x A we can
define the congruence generated by X as

Cg(X) = ({6 € Con(A) : X C 6}.
Notice that Cg(X) is the smallest congruence of A containing X.

Remark 2.3.10. For every algebra A, the sets A x A and idy := {(a,a) : a € A} are
congruences of A. Observe that A X A is the maximum and id4 the minimum of
Con(A).

Remark 2.3.11. The set Con(A) forms a complete lattice, where for every 6, ¢ € Con(A)
we define

0 /\Con(A) ¢ = 6N b;
o v g = Cgh(0Ug);

190n4) = A x 4;
OCOn(A) — IdA

Congruences are tightly connected to kernels of homomorphisms, as we proceed
to explain.

Lemma 2.3.12. (see, e.g., [8, Thm. 11.6.8]) For every homomorphism h: A — B between
similar algebras, the kernel ker(h) is a congruence of A.

Definition 2.3.13. Given an algebra A and a congruence 6 € Con(A), we can define
a quotient algebra A /6 with the set of equivalence classes A/0 = {a/0 : a € A} as
universe. The interpretation of an n-ary function symbol f is given by

fA/G(al/G,...,an/f)) = fA(al,...,an)/f),

for every a;/0,...,a,/0 € A/6. Notice that the properties of a congruence guarantee
that the algebra A /6 is well defined.

For every algebra A and every congruence 6 € Con(A) the canonical projection
mg: A — A/0 defined via a — a/6 is a surjective homomorphism with ker(h) = .
Therefore, if A is a member of a class K of similar algebras, then A/6 € H(K). In
particular, if K is a variety, the above implies that A/6 € K. This is a desirable property
that does not hold in general, as an arbitrary class of similar algebras need not be
closed under homomorphic images. To deal with this problem, we introduce the
following restricted class of congruences:
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2.3. Universal Algebra

Definition 2.3.14. Let K be a class of similar algebras and A € K. We define the set of
K-congruences of A as

Conk(A) = {0 € Con(A): A/6 € K}.
If K is a variety, then Conk(A) = Con(A).

Definition 2.3.15. Given an algebra A, a family {6; : i € I} C Con(A) is called a chain
when 6; C 6 or 0; C 0; for every i,j € I.

Observe that for a quasivariety K and every family {6; : i € I} C Conk(A), we
always have ;c; 6; € Conk(A). Therefore, we can define the K-congruence generated by
asubset X C A x A, as

Cgit(X) = ({6 € Conk(A) : X C 6}.

The union | J;¢; 0;, on the other hand, need not be a K-congruence, unless the family
{6; : i € I} forms a chain.

Proposition 2.3.16. For every member A of a quasivariety K and every non-empty chain
{6;:i €I} C Conk(A), the union J;c; 0; is also a K-congruence of A.

Given an algebra A, and a congruence 6 € Con(A) the Correspondence Theorem
(see, e.g., [8, Thm. I1.6.20]) gives a useful characterization of the lattice of congruences
Con(A/0) on the quotient algebra A /6. We will state a slightly more general version
that describes the lattice of K-congruences Conk(A/6), where A is a member of a
quasivariety K.

Correspondence Theorem 2.3.17. Let K be a quasivariety, A € K, and 6 € Cong(A).
The sublattice 16 of Conk (A) with universe {¢p € Conk(A) : 8 C ¢} is isomorphic to
Conk (A/0), where the isomorphism h: 10 — Congk (A /) is given by the rule

¢ — {(a/0,b/0) : (a,b) € ¢p}.

Another useful isomorphism, is provided by the Homomorphism Theorem (see,
e.g., [8, Thm. I1.6.12]).

Homomorphism Theorem 2.3.18. Let A and B be two similar algebras and h: A — Ba
homomorphism between them. Then, A /ker(h) = h[B].

Notice that, given a class K of similar algebras, every K-congruence 6 of some A € K
is realized as the kernel of the canonical projection A — A/6. In the case that K is
closed under isomorphic copies and subalgebras, the Homomorphism Theorem 2.3.18
implies that, on the other hand, also every kernel of a homomorphism between algebras
of Kis a K-congruence.

For a quasivariety K and A € K, we denote the set of (completely) meet-irreducible
K-congruences by Irrk(A) (respectively Irr(A)). As a consequence of [4, Cor. 2.31],
we obtain that the elements of Irr (A) can be considered the basic building blocks of
Conk(A) in the following sense:

Theorem 2.3.19. For every algebra A and every congruence 6 € Con(A), there exists a set
{6; :i € I} Clrrg(A) such that @ = (;cp 0;. In particular, ida = N Irrg (A).
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Next, we introduce a class of algebras that, in a similar manner, play the role of
basic building blocks in a quasivariety. To this end, the following concept is crucial.

Definition 2.3.20. [8, Def. 8.1] We say that A € K is a subdirect product of a family
{A; i eI}if A <TlisAiand for every i € I the canonical projection p;: A — A;
defined via @ — 4(i) is surjective. An embedding h: A — [];c; A, is called subdirect if
h[A] < TT,c; Ai is a subdirect product.

The next proposition provides a convenient method to construct subdirect embed-
dings (see, e.g., [8, Lem. I1.8.2]).

Proposition 2.3.21. For every algebra A and X C Con(A), the map
h:A/(X—=]]A/6

feX
givenbya/ N X +— (a/0: 0 € X) defines a subdirect embedding.

The announced building blocks of a quasivariety K are exactly the members of K,
which cannot be represented as a subdirect product in a non-trivial way.

Definition 2.3.22. [8, Def. 8.3] An algebra A is called finitely subdirectly irreducible (FSI,
for short) if, for every finite family {A; : i < n} such that A < [Ti<n A; is a subdirect
product, there exists some i < n such that p; : A — A, is an isomorphism.

When this is true for every family {A; : i € I} over an arbitrary index set I, we say
that A is subdirectly irreducible (SI, for short).

Given a class of algebras K, we call A € K (finitely) subdirectly irreducible relative to K
when the above holds for every (finite) family {A; : i € I} C K. We refer to the subclass
of (finitely) subdirectly irreducible members of K by Kgs; and Kggg;, respectively. Notice,
that if K is a variety, the condition that the factors {A; : i € I} of the subdirect product
be elements of K is always satisfied since {A; : i € I} C H(A) C K. In this case, we
will just write Kg; and Kgs;.

The Subdirect Decomposition Theorem (see, e.g., [8, Thm. I1.8.6]) justifies the
special role played by the subdirectly irreducible algebras.

Subdirect Decomposition Theorem 2.3.23. For every algebra A, there exists a family
{A; : i € I} of subdirectly irreducible algebras such that A is isomorphic to a subdirect
product B < [];c; Ai. When A is an element of a quasivariety K, we can find such a family
{A; i€ I} CKggr

As stated in the following theorem (see, e.g., [4, Thm. 3.23]), there is a tight con-
nection between subdirectly irreducible algebras and completely meet-irreducible
congruences.

Theorem 2.3.24. Let K be a quasivariety. An algebra A € K is subdirectly irreducible relative
to K iff ida is completely meet-irreducible in Conk(A). Similarly, A is finitely subdirectly
irreducible relative to K iff id 4 is meet-irreducible in Conk (A).

Remark 2.3.25. Using Theorems 2.3.23 and 2.3.24, it is easy to see that for a quasivariety
Kand every A € K, we obtain a subdirect embedding

h:A— ] A/6viaaw— (a/6:6 €Irng(A)),
felrrg (A)

where the factors {A/6 : 6 € Irr } are elements of Kgg;.
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Another special class of algebras we want to introduce are free algebras (see, e.g.,
[8, Sec. I1.10] and [4, Sec. 4.3.]).

2.3.3 Free algebras
Definition 2.3.26. An algebra A is called free for K with free generators {a; :i € I} C A
when A = Sg?({a; : i € I}) and every map
f:{a;:iel} — B
with B € K can be extended to a homomorphism /: A — B.

We will now present the canonical example of free algebras.

Definition 2.3.27. Given a language £ and a set of variables X C Var, the set of terms
T(X) in variables X can be turned into an algebra T(X), called the term algebra in
variables X, via the following interpretations: For every n-ary function symbol f and
every ty,...,t, € T(X), we define

IOt o t) = f(t e )

Remark 2.3.28. Notice that for every L-algebra A and every map f: X — A, we can
canonically extend f to a homomorphism : T(X) — A defining

h(t(xy,..., %)) = tA(f(x1),..., f(xn)).

Therefore, T(X) is free for any class K of L-algebras.
Moreover, for every algebra A with set of generators {a; : i € I}, where |I| < |Var|,
we can find a term algebra T(X) such that A € H(T(X)).

However, when we consider a class of algebras K, we often want to have a free
algebra for K in K, which is usually not the case for the term algebras. The good news
is that if K is a quasivariety, we can always find a free algebra for K in K.

Theorem 2.3.29. (see, e.g., [16, Prop. 2.1.10]) Let K be a quasivariety in a language L with
set of variables Var. Then, for every cardinal A < |Var| there exists a free algebra Fx (X) € K
with set of free generators X of cardinality A.

We will continue by presenting some desirable properties of (quasi)varieties that
are induced by properties of the lattices of congruences of their members.
2.3.4 Properties of (quasi)varieties

Definition 2.3.30. We say that a quasivariety K is congruence distributive if Cong (A) is
a distributive lattice for every A € K.

Definition 2.3.31. If Ry, R, are binary relations on a set A, the relational product of Ry
and R; is the binary relation defined as:

RioRy:={{(a,b) € A x A: thereexists c € A such that (a,c) € Ry and (c,b) € Ry}.

Definition 2.3.32. A variety K is called congruence permutable if for every A € K and
61,6, € Con(A) it holds that
91 092 = 92091.
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When working with congruence permutable varieties, it will often be convenient
to use the following equivalent characterization (see, e.g., [8, Thm. I1.5.9]):

Proposition 2.3.33. A variety K is congruence permutable iff
61 VA6, = 6106,
for every A € Kand 61,6, € Con(A).

Definition 2.3.34. A variety K is called arithmetical if it is both congruence distributive
and congruence permutable.

We will now see two equivalent conditions for a variety to be arithmetical that will
be used later.

Definition 2.3.35. A term ¢(x,y,z) is called a Pixley term for a class of similar algebra
K if
KEo(xy,x) = ¢(xy,y) = ¢y, y,x) = x.

Theorem 2.3.36. (see, e.g., [8, Thm. 11.12.5]) A variety K is arithmetical iff it has a Pixley
term.

Definition 2.3.37. Given an algebra A, we say that a lattice L := (L, AL, V) with
L C Con(A) satisfies the Chinese Remainder Theorem when for every 0y, ...,0, € L and
every ay,...,a, € A such that

(aj,a;) € 6; vE 0; for every i,j < n
there exists a € A such that
(aj,a) € 6; for every i < n.

Theorem 2.3.38. (see, e.g., [24, Thm. 2.2.1]) A variety K is arithmetical iff for every A € K
the congruence lattice Con(A) satisfies the Chinese Remainder Theorem.

To conclude this section, we will recall Jénsson’s Lemma (see, e.g., [4, Lem. 5.9]),
which helps to locate the FSI members inside a congruence distributive variety.

Jonsson’s Lemma 2.3.39. Let K be a class of similar algebras such that V(K) is congruence
distributive. Then,

V(K)gsi € HSP, (K).
2.4 The Epimorphism Surjectivity Property

Finally, we will introduce the protagonist of this thesis: the epimomorphism surjectivity
property. First, we need to clarify what an epimorphism is (see, e.g., [6, Def. 3.10]).

Definition 2.4.1. Given a class of algebras K and A, B € K, we say that a homomor-
phism h: A — B is an epimorphism in K when for every C € K and every pair of
homomorphisms f,g: B — C we have,

foh=gohimplies f = g.
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A subalgebra A < B is epic in K when the inclusion map i: A < B is an epimorphism
in K. In other words, when

fla=glaimplies f = ¢

for every C € K and every pair of homomorphisms f,g: B — C. When it is clear
from the context, we will just talk about epimorphisms and epic subalgebras without
mentioning the class K.

In essence, a subalgebra A < B is epic in some class K when every homomorphism
h: B — C with C € K is completely determined by its values on A. From this
perspective it is not surprising that every surjective homomorphism is an epimorphism.

Lemma 2.4.2. Let K be a class of similar algebras and A, B € K. Every surjective homomor-
phism h: A — B is an epimorphism in K.

Proof. Consider a surjective homomorphism i: A — B and an algebra C € K together
with a pair of homomorphisms f,g: B — C such that f oh = g o h. Now, let b be an
element of B. We need to show that f(b) = g(b). Since h is surjective by assumption,
there exists a € A such that i(a) = b. Then, we obtain:

fb) = foh(a) =gohla) =g(b),
where the middle equation follows from the assumption that f o h = g o h. X

However, not every epimorphism is surjective. A prominent example is the inclu-
sioni: Z — Q (see, e.g., [23]), which clearly is a non-surjective homomorphism in
the language of rings. But still, it is an epimorphism in the variety of rings (see, e.g.,
[23]). To see this, consider a ring R and two homomorphisms f, g: Q — R such that
flz = glz- Now, letq = ¢ € Q for some a,b € Z. We have to show that f(q) = g(q).
This follows as

fq) = f(a)- f(b)"" = g(a) - g(b) ™" = 2(q),

where the first and last equality hold because f and g are ring homomorphisms, and
the middle equality is a consequence of the assumption that f and g coincide on Z and
a and b are elements of Z.

Nevertheless, there are a lot of examples of classes of algebras where the notions
of epimorphisms and surjective homomorphisms do coincide, including sets, groups,
lattices, and Boolean algebras (see, e.g., [6]). This quality is precisely what is captured
by the epimorphism surjectivity property.

Definition 2.4.3. A class K of similar algebras is said to have the epimorphism surjectivity
property when every epimorphism in K is surjective. We will refer to it using the
shorthand ES property.

In some cases, it is of interest to consider a slightly weaker version of the ES
property.

Definition 2.4.4. A class K of similar algebras is said to have the weak epimorphism
surjectivity property, or weak ES property for short, when every epimorphism between
finitely generated members of K is surjective.
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We will now proceed to establish some easy observations about the ES property.

First, it will be useful to notice that, in the context of quasivarieties, the problem of
determining whether a homomorphism is an epimorphism can always be reduced to
a statement about epic subalgebras. This is the content of the following well-known
lemma, which is briefly explained in [6, Def. 3.10].

Lemma 2.4.5. Let K be a quasivariety. The following are equivalent:

1. K has the ES property;

2. Forall A,B € Ksuch that A < B is epic in K, we have that A = B.

Proof. First, assume that K has the ES property. Now, consider A, B € K such that
A < Bis epic in K. By definition this implies that the inclusion map i: A < Bisan
epimorphism in K. So, from the assumption that K has the ES property it follows that i
is surjective, and thus A = B, as claimed.

Conversely, assume that for all A, B € K such that A < B is epic in K, we have
that A = B. Consider an epimorphism f: C — D in K. Since quasivarieties are closed
under subalgebras, we conclude that f[C] < D is epic in K. Hence, the assumption
implies f[C] = D. Therefore, f is surjective. This verifies the ES property for K. =~ X

Next, we observe that the property of being an epic subalgebra is preserved under
homomorphisms.

Lemma 2.4.6. Let K be a class of similar algebras and A, B € K such that A < B is epic in K.
Then, h[A] < h[B] is epic in K for every algebra C and homomorphism h: B — C.

Proof. Consider D € K and a pair of homomorphisms f,g: i[B] — D such that
flua) = glua)- Then, (foh)l4 = (goh)[4. Thus, the assumption that A < B is
epic in K implies that f oh = goh. Since h: B — h[B] is surjective, and hence an
epimorphism by Lemma 2.4.2, we conclude that f = g, as desired. X

To conclude this section, we will prove the following lemma:

Lemma 2.4.7. Let K be a class of similar algebras and A, B € IS(K). Then A < B is epic in
K iff it is epic in IS(K).

Proof. Clearly, if A < B is epic in IS(K), then so it is in K C IS(K). For the converse,
let A < B be epic in K. Consider C € IS(K) and g,h: B — C such that [, = h[4.
Assume, with a view to contradiction, that there exists b € B such that g(b) # h(b).
Let D € K be such that C is isomorphic to a subalgebra C "< Dviaan isomorphism
f: C— C',and leti: C' — D be the inclusion map. Then,

(iofog)la=(iofoh)lyand (iofog)(b)# (iofoh)(b),
in contradiction with the assumption that A < B is epic in K. X
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2.5 ES property and Beth definability

Although the (weak) ES property is interesting in its own right, this section will
provide some further motivation to study the (weak) ES property, which arises from
its connection to definability in logic (see, e.g., [6]). To this end, we first need to
introduce the notion of logic and establish a translation between logics and classes of
algebras (see, e.g., [7]). Then, we will present the bridge theorem relating the (weak)
ES property to its logical counterpart, the (finite) Beth definability property (see [6]).
To avoid a lengthy construction of a more general concept of logic, we will follow
[29] in using a slightly less general version of the Beth definability property to obtain
the announced correspondence. As a consequence, in this section, we will restrict
our attention to countable algebraic first-order languages. In particular, we assume
Var = {x,, : n € N}.

Definition 2.5.1. Recall that T(Var) stands for the term algebra in a given language
L with variables Var. In the following, it will be abbreviated with T. Notice that the
elements of its universe T are the terms of the language £, as introduced in Subsection
2.1.1. However, since they are commonly referred to as formulas, we will follow this
convention, keeping in mind that we are not talking about first-order formulas in the
sense of Definition 2.1.3.

A substitution is a homomorphism p: T — T. We say that a substitution p pointwise
fixes a set of variables X C Var, if p(x) = x for every x € X. Given a set of formulas
Alx1,...,x,) € Tand ¢1,...,¢, € T, we write A(¢y,...,¢,) to denote the set of
formulas

{p(6(x1,...,x,)): 6 €A} CT,

where p is a substitution such that p(x;) = ¢; for every i < n.

We will define a logic as a particular relation = C P(T) x T. To simplify notation,
for a pair of formulas ¢, € T we will write ¢ - ¢ instead of {¢} F . Also, given
two sets of formulas I', A C T, we use the shorthand I" - A to express that I" I~ ¢ for
every 6 € A.

Definition 2.5.2. A binary relation - C P(T) x T is called a logic, if forevery I’,A C T
and ¢ € T, the following conditions hold:

1. '+ ¢ for every ¢ € I' (Reflexivity) ;
2. AFT and I' - ¢ implies A - ¢ (Transitivity);
3. I' ¢ implies p[I'] I p(¢) for every substitution p (Substitution invariance);

4. If I' F ¢, then there exists a finite subset Iy C,, I" such that I - ¢ (Finitariness).

As a straightforward consequence of the definition, every logic I~ is monotone in the
following sense:

Lemma 2.5.3. Let = bealogicand I')A C T such that I' C A. Then, I = ¢ implies A= ¢
forevery ¢ € T.

Proof. Let I, A C T such that I' C A. By reflexivity it follows that A - I'. Then, as
I' = @, the transitivity of - implies A I~ ¢. X
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The connection between logics and classes of algebras will consist in a translation
between a logic |- and a suitable semantical relation Fk within a quasivariety K, which
we proceed to define.

Definition 2.5.4. An equation is a pair (¢,6) € T x T, which we write as ¢ ~ ¢. The set
of equations is denoted by Eq. Given a quasivariety K, the equational consequence on K,
denoted by F, is a binary relation Fx C P(Eq) x Eq, where © F € ~ ¢ iff for every
A € Kand every tuple d of elements of A we have,

@2 (@) = p(d@) for every ¢ ~ ¢ € O implies e (7) = 54(a).

As in the case of -, we will write € ~ § Fx ¢ ~ ¢ instead of {e =~ §} Fx ¢ = 1),
and O Fx ®, when © Fx ¢ ~ p forevery ¢ ~ ¢p € O.

Remark 2.5.5. Notice that Fi is transitive in the sense that
OFk ®Pand ® Fx ¢ = ¢ implies © Fx ¢ = ¢
forevery OU® U {¢p ~ ¢} C Eq.

For a set of formulas A(x1,...,x,) C T and a set of n-tuples T C T", we will refer
to the set of formulas

{6(p1,...,¢n) 6 €Aand (¢1,...,pu) €T} CT

using the shorthand A[7]. Conversely, given a set of equations 7(x) C Eq and a set of
formulas A C T, the notation T[A] stands for the set of equations

{{e(9),d(p)) : e(x) = é(x) € Tand ¢ € A} C Eq.

Now, we are ready to establish the announced connection that allows us to cross
the mirror between logic and algebra (see, e.g., [7]) .

Definition 2.5.6. A logic |- is algebraized by a quasivariety K if there exist a finite set of
equations 7(x) C Eq and a finite set of formulas A(x,y) C T such that:

1. Tk ¢ < t[I'| Fk t(9) (Algl);

2. OFker § <= A[O] - A(e, 0) (Alg2);

3. g+ Alr(g)] and Alr(g)] - @ (Alg3)

4. e = Fk T]A(g,0)] and T[A(eg, 8)] Ex € = & (Algd);

for every ' U{¢} C T and every ® U {(¢,6)} C Eq. In this case, A is called a set of
equivalence formulas for I-.

The next lemmas state two useful properties for a set of equivalence formulas A (see,
e.g., [7, Lem. 2.13]). First, we will prove that A satisfies the following commutativity
condition.

Lemma 2.5.7. Let &= be a logic algebraized by a quasivariety K, as witnessed by a set of
equivalence formulas A C T and a set of equations T C Eq. Then,

I'E A1, ¢2) iff I' = Alg2, 1)
foreveryI' C Tand @1, ¢2 € T.
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Proof. As the situation is symmetric, it suffices to show one implication. Assume that
I' = A(¢1, 2). By (Algl) this amounts to

T[T Fk T[A(91, 92)]- (2.2)

Moreover, by (Alg4), we have T[A(¢1, ¢2)] Ex ¢1 = @2, which is equivalent to

T[A(91, 92)] Fk 92 =~ ¢1. (2.3)

From conditions (2.2) and (2.3) and the transitivity of Fk (see Remark 2.5.5) it follows
that T[I'] Fx @2 = ¢1. Then, applying (Alg2) we obtain A[t[I']] - A(¢2, ¢1). Further-
more, we have I' - A[T[I']] by (Alg3). Thus, using the transitivity of -, we arrive at the
desired result I' = A(¢@2, ¢1). X

We will now proceed by establishing a transitivity condition for sets of equivalence
formulas.

Lemma 2.5.8. Let - be a logic algebraized by a quasivariety K, as witnessed by a set of
equivalence formulas A C T and a set of equations T C Eq.

IfT F A(e1, @2) and T' = A(@a, ¢3), then T = A1, ¢3)
forevery I' C T and @1, 2, 93 € T.

Proof. Let I' C T and ¢1, 2, 3 € T such that I' - A(¢@1, ¢2) and I' F A(¢@2, ¢3). Using
(Algl), we obtain that T[I'] Fx T[A(¢1, ¢2)] and T[I'] Fk T[A(¢2, ¢3)]. Then, by (Alg4)
it follows that T[I'] Fx ¢1 = ¢2 and T[] Ex ¢2 = @3. By the definition of Fk, this
amounts to T[] Fx ¢1 = ¢3. Now, (Alg2) implies A[T[I']] - A(¢1, ¢3). Since, by
(Alg3), we also know that I' - A[T[I']], we can use the transitivity of I to conclude that
I' = A(¢@1, ¢3), as desired. X

Next, we will define the (finite) Beth definability property, which will become the
logical counterpart of the (weak) ES property. Intuitively speaking, it says that every
implicit definition can be made explicit (see, e.g., [6]). These notions will be made
precise in the next definitions, following the slightly less general version of the Beth
definability property as introduced in [29, Def. 7.3].

Definition 2.5.9. Let |- a logic algebraized by a quasivariety K with set of equivalence
formulas A. Given two disjoint subsets X, Y C Var with the property that T(X) # @
and satisfying that [Var \ (X UY)| is infinite and greater that |Y|, and a set of formulas
I' CT(XUY), we say that Y is implicitly definable relative to I' in terms of X when

r'uplll = Ay, e(y))

for every y € Y and every substitution p that pointwise fixes X. We call Y explicitly
definable relative to I' in terms of X when for every y € Y, there exists ¢, € T(X) such
that

' Ay, ¢y).

As we will show in the next lemma, explicit definability always implies implicit
definability.
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Lemma 2.5.10. Let - a logic algebraized by a quasivariety K with set of equivalence formulas
A. Consider two subsets X,Y C Var with the property that T(X) # @ and satisfying that
|Var \ (X UY)| is infinite and greater that |Y|, and a set of formulas I C T(X UY') such
that Y is explicitly definable relative to I' in terms of X. Then Y is implicitly definable relative
to I in terms of X.

Proof. Let p a substitution that pointwise fixes X. We have to show that, given an
element y € Y, we have, ' Up[I'] - A(y,p(y)). By assumption, there exists a term
¢y € T(X) such that

I+ Ay, ¢y), (24)

which by monotonicity of - (see Lemma 2.5.3) implies

T'Upll+ Ay, ¢y)- (2.5)

Moreover, as the logic |- is substitution invariant, from (2.4) we conclude that

p[I]+ p[A(y, ¢y)]-

Since ¢, € T(X) and p pointwise fixes X, the above display amounts to

oI+ Alp(y), py)-

Using Lemma 2.5.7 and monotonicity of I (see Lemma 2.5.3) it follows that

L Up[T]E Algy, p(y))- (2.6)

Finally, applying Lemma 2.5.8 to conditions (2.5) and (2.6) we arrive at the desired
conclusion

FUp[ITE Ay, p(y))-
X
However, not every implicit definition can be made explicit. Therefore, it makes

sense to consider this a special property of a logic. We call it the Beth definability property
(see [29, Def. 7.3]).

Definition 2.5.11. A logic I- algebraized by a quasivariety K with set of equivalence
formulas A has the Beth definability property if

Y is implicitly definable relative to I" in terms of X
iff
Y is explicitly definable relative to I" in terms of X

for every pair of subsets X, Y C Var satisfying that T(X) # @ and [Var \ (X UY)] is
infinite and greater that |Y/|, and every set of formulas I' C T(X U Y).

The logic I- is said to have the finite Beth definability property if the above is true
whenever Y is a finite set of variables.

Finally, we are ready to state the correspondence between the (weak) ES property
and the (finite) Beth definability property, originally due to Blok and Hoogland [6].
The restricted version we use can be found in [29, Cor. 7.8 and Thm. 7.9] (see also [2]).
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2.5. ES property and Beth definability

Theorem 2.5.12. Let = be a logic algebraized by a quasivariety K with set of equivalence
formulas A. Then, the logic - has the (finite) Beth definability property iff K has the (weak) ES

property.

From now on, we will work on the algebraic side and focus on the (weak) ES
property. However, as the above bridge theorem shows, the main theorems we aim to
prove are equally interesting from a logical point of view.
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CHAPTER

The Infinitary Baker-Pixley Theorem

The Baker-Pixley Theorem [3, Cor. 5.1] is a classical result that provides conditions
under which an n-ary partial function f on some algebra A is a term function on A
(see, e.g., [8, Def. 10.2]). In order to understand its statement, we need to introduce
near-unanimity terms and the concept of product functions and explain what it means
for a subset to be closed under a partial function.

Definition 3.1. An n-ary term p(x1,...,%,), with n > 3, is called an n-ary near-
unanimity term for a class of similar algebra K when

KEu(y,x,x,...,x) = u(x,y,x,...,x) ~ -~ ulx,...,x0x) = ux,...,x,x,Y) =X

The following lemma is an easy but useful observation about near-unanimity
terms.

Lemma 3.2. Ifa class K has an n-ary near-unanimity term p(x1, ..., x,), then it also has a
k-ary near-unanimity term for every k > n.

Proof. Let py(x1,...,x,) be an n-ary near-unanimity term for K and consider some
k > n. We define

pe(x1, oo, Xg) = (X1, ..., Xn)

and claim that i is a k-ary near-unanimity term for K. Let A € Kand a4, ...,4, € A.
Assume that a; = a for every j # i < k. We distinguish two cases. If j < 1, then

pr(ay, ..., ax) = pn(a,...,a;,...,a) = a.

If n <j<k, then
pr(ar, ..., ar) = pn(a,...,a) =a.

So, in both cases, the fact that y, is a near-unanimity term for K implies that so is
Wk X

Definition 3.3. Let {A; : i < m} be a family of similar algebras. Given a family
{fi+ A} — A; : i < m} of n-ary partial functions on them, we define the product
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3. THE INFINITARY BAKER-PIXLEY THEOREM

function fi X -+ X fy: (A1 X -+ X Ap)" — A1 X -+ X Ay, to be the unique n-ary
partial function on A; X - - - X A, with domain

{@,...,an) € (Ay x -+ x Ap)" : (a1(i),...,au(i)) € dom(f;) for every i < m}
such that for every (43, ..., d,) € dom(f; X - -+ X fi,) we have,

(frx-o- X fu) @y, an) = (a1 (1), au(1)), ..., fu(@(m), ..., an(m))).

Definition 3.4. Given an n-ary partial function f on a set A and a subset B C A, we
say that B is closed under f when f(by,...,b,) € B for every (by,...,b,) € BNndom(f).

The classical Baker-Pixley Theorem [3, Cor. 5.1] states the following;:

Baker-Pixley Theorem 3.5. Let A be a finite algebra with an (m + 1)-ary near-unanimity
term and f an n-ary partial function on A such that every subuniverse of A™ is closed under
the product function f x --- x f. Then, then there is a term t(x1,...,x,) € T such that

f(ay,...,a,) =t (ay,...,a,) forevery (ay, ..., a,) € dom(f).

The objective of this chapter is to prove the Infinitary Baker-Pixley Theorem due
to Vaggione [31, Thm. 4.2] , which generalizes Theorem 3.5 to the setting of infinite
algebras. We will follow the short proof given by Campercholi and Vaggione in [11,
Thm. 2.1].

First, we need to explain what it means for a formula to define a (partial) function
and introduce the notion of interpolability. The definitions we give are mainly based
on [11].

Definition 3.6. Let K be a class of L-algebras and ¢(x, ..., x,, y) an L-formula such
that
KE9(Ey) AoEy) »y~y
and
KE Jye((X,y).

Then, for every A € K we can define a function [¢]* on A that maps every tuple
a= (ay,...,a,) € A" to the unique element b € A such that A F ¢(d,b). We say
¢(X,y) defines an n-ary function in K.

If we drop the second condition K F Jy¢(%, y), then we need to restrict the function
(@] to the subset

A

dom([p]d) == {d € A" : AF Jyp(d,y)} C A",
where [p]4 is defined. In this case, ¢(%,y) defines an n-ary partial function in K.

Definition 3.7. Let K be a class of L-algebras and @ # T’ a subset of T(X). Consider
an L-formula ¢(%,y) that defines a partial function in K. For any m € Z*, we say
that ¢ is m-interpolable in K by terms of T' when for every A, ..., A, € K and tuples
a; € dom([@]A1),...,dm € dom([p]A") there exists a term ¢(¥) € T’ such that

o) (@) = t%(a)

for every i < m.
When T is finite, we also say that ¢ is finitely m-interpolable in K and when T" =
T(X), we just say that ¢ is m-interpolable in K.
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The next lemma provides a sufficient and necessary condition for interpolability.

Lemma 3.8. Let K be a class of L-algebras. For every L-formula ¢(x1,. .., Xy, y) that defines
a partial function in K, the following are equivalent:

1. ¢ is m-interpolable in K;

2. Every subuniverse of A1 X - -+ X Ay, with A4, ..., A € K, is closed under the partial
function [@]A1 x -+ x [@]An.

Proof. We will first show that (1) implies (2). Consider Ay, ..., A, € Kand a subuni-
verse S of A; X -+ X Ay. Now let (ai,...,d,) € SNdom([@] x -+ x [p]). We
need to show that ([@]41 x - -+ x [p]4")(ay,...,a,) € S.

By assumption we know that there exists a term #(xy,...,x,) € T(x1,...,x,) such
that [@]4i(a1(i),...,an(i)) = tAi(ay(i),...,a,(i)) for every i < m. It follows that

as claimed.

Conversely, to prove the implication from (2) to (1), consider A;,..., A, € Kand
tuples @; € (dom[¢p]?) for every i < m. Then, the definition of the product function
[@]A1 x - -+ x [p]A" (see Definition 3.3) guarantees that

{a (1),...,dn(1)),... (@ (n),...,dn(10)) € dom([@]4 x - - x [p]dm).

Now, let § := SgAv>*An((z1(1),...,d,,(1)),...,(ai(n),...,dn(n))). From the as-
sumption that every subuniverse of Ay X - - - x A, is closed under the partial function
[@]A1 x -+ x [p]A", we obtain

([} >+ x [@I*) (@ (1), ..., am(D)), ..., (@i(n),...,du(n))) € S.

Hence, by Lemma 2.1.16 there must exist a term ¢(x1,...,x,) € T(xq,...,x,) such that

(
([p)" (@ (1),..., @ (n),.... [p] " (@u(1), ..., du(n)))
= ([p)% > x [g] M) (a1 (1), .. a7n(1)>,-~-/<1T1(n)/---,a7n(ﬂ)>)
= tAlX"“"‘((fT (1), - am(1)),. <?(ﬂ)
= (" (a1 (1), ..., a1 (n)), ---,fA"‘ m(1), -

So, we conclude that [p]4(a;(1),...,a:(n)) = tA"(d’,-(l ...,@(n)) for every i < m.
Thus, t(x1,...,xy) is the term we were looking for. X

—_

As a second step towards the Infinitary Baker-Pixley Theorem, we will show that
for classes of similar algebras that are closed under ultraproducts, interpolability
implies finite interpolability.

Lemma 3.9. Let K be a class of L-algebras closed under ultraproducts and ¢(x1, ..., Xy, y) an
L-formula, that defines a partial function in K. Then, ¢ is m-interpolable in K iff ¢ is finitely
m-interpolable in K.

37



3. THE INFINITARY BAKER-PIXLEY THEOREM

Proof. If g is finitely m-interpolable in K, then in particular it is m-interpolable in K. It
remains to show the converse implication.

To this end, we introduce a new (n + 1)-ary relation symbol R, which shall model
¢, and define K* to be the class of £ U {R }-algebras A with the properties that A[, € K
and R* = {(ay,...,a,,b) € A" : A F ¢(d,b)}. Notice that there is a one-to-one
correspondence between K and K*. On the one hand, every algebra A € K can be
extended to an £ U {R}-algebra A* € K*, by defining

RY = {(a1,...,ay,b) € A" AF (7,b)}.

On the other hand, every element of K* is of the form A* for a unique A € K, namely
A*[,. As an immediate consequence of the definition of A* we obtain that

AF ¢(@,b) iff A* F R(@,b) 3.1)

forevery @ € A" and b € A with A € K. Also, it follows that for every tuple
(@1,...,47) € (A1 X - X Ap)" andb € Ay X --- x Ay with Aq,..., Ay € K, we have

Al X - X AL ER(d,...,d,Db)iff AT E R(d(i),...,d,(i),b(i)) for every i < m.
(3.2)
First, we will show that (finite) m-interpolability in K can be phrased in terms of R.

Claim 3.10. The following are equivalent for every non-empty subset T" of T(X):
1. ¢ is m-interpolable in K by terms of T';
2. Py (K*) E Vier (R(X,y) = R(X, t(X))).

Proof. To prove the implication from (1) to (2), assume ¢ is m-interpolable in K by
terms of T'. Recall that a generic element in P, (K*) is of the form A} x --- x A},
where A; € K, for every i < m. So, consider A} x --- x A}, € P,(K*) and let
(@,...,4y) € (A} x -~ x A%)"and b € A% X - - - x A, such that

Al x - x AL ER(d,...,d,Db).
We need to show that there exists a term t € T’ such that
Al X -+ X Ay ER(a, ..., an t(a41,. .., 4,)).
By condition (3.2), we have that
Al X - x AL ER(d, ..., @, b) implies AF £ R(d1(i), ..., (i),b(i)) for every i < m.

Using condition (3.1), the latter amounts to A; £ ¢(di(i),. .., (i), b(i)) for every
i < m. In particular, (a;(i),...,a,(i)) € dom([p]4) for every i < m. By the as-
sumption that ¢ is m-interpolable in K by terms of T', we obtain t € T’ such that
A; E o(a1(i),..., an(i), t(ai(i),...,a,(i))) for every i < m. Hence, applying condi-
tion (3.1) again, we get A* F R(a1(i),...,an(i),t(a1(i),...,an(i))) for every i < m.
Finally, condition (3.2) yields that

Al X X AL E R .., Hd. ., d)),

as desired.
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Now, let us show that (2) implies (1). Suppose that

Pu(K*) E \/ (R(X,y) = R(Z,t(X))).
teT’

Let Ay,..., Ay € Kand 43 € dom([g]41),...,dy, € dom([p]2™). We have to prove the
existence of a term t € T’ such that

A; E ¢(a@j, t(a;)) for every i < m.

Since @; € dom([g]4), for every i < m, there exists b; € A; such that A; F ¢(a;, b;). By
condition (3.1), it follows that A} E R(aj, b;) for every i < m. Now let

= (a(1),...,40)), ..., (@n),... dun))) and b = (by,. .., by).

Then, by condition (3.2), we obtain A} x - - - x A}, F R(d, E) Thus, the assumption

Pu(K*) E \/ (R(%,y) = R(%, (%))

teT!

yields a term t € T’ such that A} x --- x A}, E R(@,t(d)). From condition (3.2), we
conclude that A} = R(a;, t(a;)) for every i < m. Finally, using condition (3.1), we arrive
at the desired conclusion A; F ¢(a;, t(a;)) for every i < m. X

So, to verify that ¢ is finitely m-interpolable in K, by the above Claim 3.10 and
Remark 2.1.26, it suffices to find a finite subset Ty C,, T(X) such that

IP,,(K*) E \/ (R(Zy) — R(¥ HZ))).

teTy

To do so, we want to apply Corollary 2.2.11. Hence, we need to show that IP,, (K*)
is closed under ultraproducts. Using Lemma 2.1.24 and Lemma 2.1.25, we get that
P,IP,(K*) C IP,P,,(K*) C ITP, P, (K*) C IP,,P,(K*). Therefore, it suffices to verify
that P, (K*) C K*. Consider A* = [[;c; A7 /U € P,(K*). As K is closed under
ultraproducts by assumption, it only remains to show that

RA = {(d,b) € A" A" ¢(d,b)}).

Notice that by the definition of K*, we have, A} F R(¥X,y) <+ ¢(X,y) for every i € I.
By Lo§’s Theorem 2.2.3, this implies that A* F R(X,y) <> ¢(X,y). Thus, we conclude
that P, (K*) C K*. Hence, K* is closed under ultraproducts and Corollary 2.2.11 yields
the desired finite subset Ty C,, T. This completes the proof. X

We are now ready to state and prove the Infinitary Baker-Pixley Theorem according
to [11, Thm. 2.1].

Infinitary Baker-Pixley Theorem 3.11. (Vaggione) Let K be a class of L-algebras closed
under ultraproducts with an (m + 1)-ary near-unanimity term. Then, for every formula
@(x1,...,%n,y) that defines a partial function in K, the following are equivalent:

1. There exists a term t(x1,...,x,) € T such that for every A € K and every tuple
i € dom([@]4) we have [p)A (@) = tA(d);
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3. THE INFINITARY BAKER-PIXLEY THEOREM

2. Every subuniverse of A1 X - - - X Ay, with Ay, ..., A € K, is closed under the partial
function [@]A1 x -+ x [@]An.

Proof. Recall from Lemma 3.8 that condition (2) is equivalent to the statement that ¢
is m-interpolable in K. Clearly, this holds under the assumption of (1). Therefore, it
only remains to prove the converse implication.

Suppose that ¢ is m-interpolable in K. We need to verify that there exists a term
t € T such that for every A € K and every 4 € A" with A F Jy¢(d,y), we have
A F ¢(d,t(d)). Equivalently, we will show the existence of a term t € T such that
K 9(%,y) = p(% H(3)).

Notice that by Lemma 3.9 there exists a finite subset Tp C,, T such that ¢ is
m-interpolable in K by terms of Ty. Then, for each subset S C Ty we define the formula

= NoeEs@)AN N\ —9&s(X)

seS seTy\S

and the set

X ={SCTy:S #Dand thereis A € Ksuch that A F IXys(X)}.
The proof now proceeds through a series of claims. First, observe the following:
Claim 3.12. KF ¢(X,y) = Vgex Ps(X).

Proof. Consider A € K, d € A" and b € A such that A F ¢(d,b). We have to show
that there exists S € X such that A F ¢5(@). Define S := {s € Ty : A F ¢(d,s(d))}.
Then clearly A F (@), and in particular also A F 3Xs(X). It remains to show that
S # @. Since by assumption ¢ is m-interpolable in K by terms of Ty, there exists a
term t(X) € Tp such that A F ¢(d,t(d)). As ¢ defines a partial function in K, from
AF ¢(d,b) and A F ¢(d,t(d)) it follows that b = t(d). So, b = t(d) witnesses that
S # @, which concludes the proof of the claim. X

Claim 3.13. For each subset Y C X, there exists a term ty(X) € T such that

KE N (s(X) = 9% tr(¥))).

Sey

Proof. Notice that X C P(Tp) is finite, since Ty is finite. Then, so is Y C X, which
allows us to proceed by induction on |Y|. For the base case, assume |Y| < m and let
A € K. Observe that for every S € Y, we have A F 95(X) — Ases ¢(X,5(X)), by the
definition of {s(X). So, if there exists t(X¥) € Y, we can take ty = t. Thus, it suffices
to show that Y # @. Since |Y| < m, we can assume that Y = {S;,..., Sy}, possibly
with repetitions. As Y C X, we know that S; # @ for every i < m. Furthermore,
for every i < m, there exist A; € Kand a; € A} such that A; F s,(a;), and hence,
in particular, @; € dom([¢]4). Now, the assurnptlon that go is m-interpolable in K by
terms of Ty implies that there exists t € Ty such that [¢]%(7;) = t4i(a;), and thus
A; F ¢(a;,t(a;)) for every i < m. Finally, from the fact that A; F s, (a;), it follows
that A; F Aseryqs,) ~¢(ai,5(ai)) for each i < m. Therefore, we conclude thatt € N,
which establishes the base case.
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For the inductive step, let k > m and assume the claim holds for every Y C X with
|Y| = k. Now, consider the case Y = {Sj, ..., Sx;+1}. By the inductive hypothesis, we
know that for each i < k + 1, there exists a term {; such that

KE A\ (9s(¥) = o(%,1:(5))). (3.3)

SeY~{S:}

Recall that, by assumption, K has an (m + 1)-ary near-unanimity term. Given that
k+1 > m+ 1, Lemma 3.2 guarantees that the class K also has a (k 4 1)-ary near-
unanimity term p(x1, ..., xk+1). Now, define ty(X) := u(t1(X), ..., txr1(X)). We claim
that

KE A (s(¥) = ¢(F, tr(¥))).

Sey
To see this, fix some i < k+ 1 and consider A € Kand @ € A" such that A F g (7).
Then, for each j < k + 1 with j # i, by condition (3.3), we know that [¢]4(7) = t]. (@).
This yields
ty(@) = pt (5 @), ... 11 (@), ... g @) = p (9] @), 11 (@), ..., []"(@)).

Moreover, as y(x1, s, Xgyq)isa near-unanimity term, we have

wH (el @), .. t1(@), .., (9] (@) = [0 @)

So, we obtain that ty(7@) = [¢]4(@), and thus A F ¢(@,ty(@)). This concludes the
inductive argument. X

a
a

S

In particular, the above Claim 3.13 also holds for X itself, meaning there exists a

term t € T such that
KE A (95(®) = o H(E). (3.4

Sex
Finally, to show that K F ¢(X,y) — ¢(X,t(X)), consider A € K, 4 € A" andb € A
such that A E ¢(d,b). Recall that K F ¢(X,y) = Vscx ¢¥s(X), by Claim 3.12. Thus,
there exists some S € X such that A F ¢5(d). So, from condition (3.4), it follows that
AF ¢(d,t(d)).

X
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CHAPTER

Global subdirect products

This chapter is dedicated to the concept of a global subdirect product as a refinement
of the classical subdirect product construction (see Definition 2.3.20), which inherits
the validity of a larger class of formulas from its factors. A first approach to achieving a
tighter connection between the factors of a subdirect product and the subdirect product
itself was the construction of the so-called sheaf representations (see, e.g., [32]). The
concept of global subdirect products is the result of rephrasing the rather complex
notion of a sheaf representation in the language of universal algebra, thus obtaining a
simpler formulation, as carried out by Krauss and Clark in [27]. Starting from a classical
subdirect product, a global subdirect product is obtained by endowing the index set
with a suitable topology satisfying appropriate gluing requirements. Remarkably,
this concept of global subdirect products also comes with a generalized version of
Birkhoff’s subdirect decomposition theorem, established in [17, Thm. 2.1], and indeed
it has strong preservation properties, as witnessed, for example, by Lemma 4.14.

We will start this chapter by introducing some concepts that are vital for the con-
struction of global subdirect products and verifying some auxiliary lemmas before
presenting the announced global subdirect representation theorem and the preserva-
tion lemma.

Further details on the topological notions we will proceed to define can be found,
e.g., in [25].

Definition 4.1. A fopology on a set X is a subset T C P(X) such that:
e X,0erT;
e ONU e tforevery O, U € T;
e YUY ecrtforeveryY C 7.

In this case, we say that (X, T) is a topological space. The elements of T are called open
sefs.

A family {O; : i € I} C 7 is called an open cover for X when X = (J;c; O;. Given an
open cover {O; : i € I}, a subcover of {O; : i € I} is a family {O;:j € J} with ] C I
such that X = Uje 10, and it is a finite subcover when | C, I is a finite subset.

If a topological space (X, T) has the property that every open cover has a finite
subcover, it is called compact.
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Definition 4.2. Let (X, 7) be a topological space. We call B C 1 a basis for T when
every element of T is a union of elements of 5. A subset S C 7 is called a subbasis for T
when the set of all finite intersections of elements of S is a basis for 7.

Given a family of subsets S C P(X), the topology generated by S is the smallest
topology T on X containing S. Notice that in this case, S forms a subbasis for 7.

Definition 4.3. Let A < [];c; A; be a subdirect product and a,b € A. We call the set

E(a,b):={i€I:pi(a)=pib)} ={i€1l:(ab) € ker(p;)}

the equalizer of a and b, where p;: A — A; denotes the canonical projection on the
ith coordinate. More generally, for ZI’,I; € A" the notation E(4, E) is to be understood
componentwise, meaning that E(d,b) = N}_, E(@(k),b(k)).

The topology 7 on I generated by {E(a,b) : a,b € A} is called the equalizer
topology on I. When A — [T;c; A; is a subdirect embedding, we will also use the term
equalizer topology to refer to the topology on I generated by {E(a,b) : a,b € h[A]}.

Definition 4.4. Let A < [];c; A; be a subdirect product and S a family of subsets of I.
We say that A patches over S if, for every Sy,...,5, € Sand ay,...,a, € A such that

e S1U---US,=1;
* 5NS5 C E(aj,ak) for every j,k < n,

there exists a € A such that S; C E(a, a;) for every j < n. Recalling the definition of
the equalizers, this means that a is an element of A that coincides with 4; on all indices
in S;.

]

If h: A — T];c; Ai is a subdirect embedding, we also say that A patches over S,
instead of h[A] patches over S.

For our purposes it is convenient to work with the following equivalent version of
the patching property.

Lemma 4.5. Let A < [];c; A; be a subdirect product and S a family of subsets of 1. Then,
A patches over S if, for every Sy, ...,S, € S and tuples ai, ..., a, € A™ for some m € Z*
such that

¢ S{U---US, =1
* 5NS5 C E(d}-,d;()for every j,k < n,
there exists a tuple @ € A™ such that S; C E(d,a;) for every j < n.

Proof. Clearly, the original Definition 4.4 of patching is obtained from the above version
by considering tuples of length 1. For the converse assume that A patches over &
according to Definition 4.4 and consider Sy, ...,S, € Sand a3, ...,4; € A™ such that
SiU---US, = Iand S;N S, C E(d;,dy) for every j,k < n. Observe that the latter
can be rephrased as S; N S C E(d;(1),dk(1)) for every I < m. As, by assumption, A
patches over S, for every | < m we obtain an element a; € A such that S; C E(a;, a;(1))
for every j < n. Then, @ := (ay,...,a,) has the desired property that S; C E(d, a;) for
every j < .

X
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Now, we are ready to introduce the notion of a global subdirect product.

Definition 4.6. We say that a subdirect product A < [];c; A; is a global subdirect product
when

e (I,7°) is a compact topological space;
¢ A patches over 7.

As in the case of subdirect products, we call an embedding h: A — [];c; A; a global
subdirect embedding when h[A] < [T;c; A; is a global subdirect product.

For a class of algebras K, we will use the shorthand P¢(K) to denote the class of all
global subdirect products with factors in K.

The main result of this section is the following generalized version of the Subdirect
Decomposition Theorem 2.3.23.

Global Subdirect Representation Theorem 4.7. [17, Thm. 2.1] Let K be an arithmetical
variety and M C K a universal class containing all the SI members of K. Then, K C IPg(M).

To prove this theorem, given some A € K, we will construct a subdirect embedding
h: A — [lpex A/6, defined by a — (a/6 : 0 € X) for every a € A, where the index set
X :={6 € Con(A): A/f € M} is equipped with the equalizer topology 7*/. The main
work will consist in verifying compactness of (X, 77) and the patching property. So,
we will first consider these two properties on their own and then join the obtained
results to obtain a proof of the above Theorem 4.7. We start with the following theorem
that establishes a sufficient condition for the compactness of (X, T°7).

Theorem 4.8. Let K be a variety, A € K, and M C K a universal class. Define
Y:={0€Con(A): A/O € M}

and let h: A — [lgex A/ 0 be a subdirect embedding, where h(a) = (a/0 : 0 € X). Then,
(X, T°1) is compact.

To prove this result, we will make use of the Alexander Subbasis Theorem (see,
e.g., [25, Thm. 5.6]), which simplifies the verification of compactness.

Alexander Subbasis Theorem 4.9. Let X = (X, T) be a topological space with a subbasis
B. Then, X is compact iff every open cover C of X with C C B has a finite subcover.

Proof of Theorem 4.8. To verify the compactness of (X, 7°7), we need to show that every
open cover of X has a finite subcover. By the Alexander Subbasis Theorem 4.9, we can
assume that the open cover consists of equalizers, as they form a subbasis for 7. So,
let £ = Ujej E(aj, bj) and assume, with a view to contradiction, that X # U;cr E(aj, bj)
for every finite subset F C J.

Now, consider the set of £ 4-formulas

A= Th(M)UDiag" (A) U{=(a; = b;) : j € J}.
We claim that A is satisfiable. By the Compactness Theorem 2.2.6 it suffices to show

that Ap = Th(M) U Diag" (A) U {—(a; = b;) : j € F} is satisfiable for every finite
subset F C, J.
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So, fix some F C, J. The assumption that £ # U;cr E(aj,bj) implies that there
exists 0 € X such that (a;, bj) ¢ 0F for every j € F. We claim that A/6F = Ap, where
A/0F is considered an L 4-algebra, via the canonical interpretation a4/% = a /6 for
every a € A.

First, observe that 0r € X implies A/0r € M, by the definition of X. Thus, we
conclude that A/6r E Th(M). Furthermore, by Lemma 2.2.14, the canonical projection
A — A/0r witnesses that A/6r E Diag " (A). Finally, the assumption that (aj, bj) & OF
for every j € F guarantees that A/0r F {—(a; ~ b;j) : j € J}. So, we conclude that there
exists a model B of A. As M is universal, and thus, by Theorem 2.3.4, an elementary
class, it follows that Mod(Th(M)) = M. Hence, from B F Th(M), we conclude that
B[, € M. Furthermore, by Lemma 2.2.15, B = Diag" (A) implies that there exists a
homomorphism h: A4 — B. Thus, A/ker(h) € IS(M). The assumption that M is a
universal class then yields A /ker(h) € M, and thus ker(h) € X by the definition of X.

Now, recall that, by assumption, X = U, E (aj,b;). Hence, there exists k € |
such that (ay, bx) € ker(h), which implies that af = h(ax) = h(by) = b7, and thus
B F a; =~ by. But this is a contradiction because B F {—(a; ~ b;) : j € J}. This
completes the proof that the open cover {E(aj, b;) : j € J} must have a finite subcover.
Therefore, (X, T°7) is compact.

X

It turns out that the patching property is tightly connected to the Chinese Remain-
der Theorem (see Theorem 4.11). To establish this connection, we first need to do some
preliminary work.

Definition 4.10. Let A be an algebra and £ C Con(A). We define
So={NI:TCx},

which is the closure of X under arbitrary intersections. For A C A x A, the smallest
congruence in X containing A is

Cg™(A)=({0eZ:AC6}.
Notice that (Xn, A*", V*1) is a complete lattice, where
61 A* 0y = 01N 6y,
which is well defined since X is closed under intersections, and
01 V1 6, = Cg*"(0; U 6y).

The announced connection between the patching property and the Chinese Re-
mainder Theorem is made precise in the following theorem. A more general version
of this result, using slightly different terminology, can be found, e.g., in [27, Lem. 4.35].

Theorem 4.11. Let X C Con(A) and h: A — [pex A/ 0 a subdirect embedding such that
(X, T°7) is a compact topological space and h(a) = (a/0 : 6 € X) for every a € A. If X
satisfies the Chinese Remainder Theorem, then A patches over %1, and thus h is a global
subdirect embedding.
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In order to prove Theorem 4.11, we will make use of the following auxiliary
lemma, which establishes a translation between intersections of sets of equalizers and
congruences. It is a rephrasing of the statement of [30, Lem. 1.1].

Lemma 4.12. Let h: A — [lgex A/0 be a subdirect embedding, where £ C Con(A) and
h(a) = (a/0: 0 € X) for every a € A. Consider A := {{c;,d;) :i < n} C A x A. Then, for
every a,b € A we have,

(a,b) € Cg™(A) iff ()E(cidi) C E(ab).

i<n

Proof. Observe that for every 6 € X we have, 0 € E(c,d) iff (c,d) € 0. Keeping this in
mind, we will first establish the following:

Claim 4.13.
ﬂ E(Ci,dl‘) = {0 cX:AC 9}

i<n

Proof. To verify the inclusion ¢, E(c;,d;) C {6 € £ : A C 6}, notice that for every
¢ € Nicn E(ci,di), wehave A = {(c;,d;) :i <n} C $p,and thusp € {6 € X: A C 60}.
Conversely, consider ¢ € X such that A C ¢. Then, from the definition of 4, it follows
that (c;, d;) € ¢ for every i < n. So, we conclude that ¢ € N, E(c;, d;), as desired.

X

Now, from the the definition of CgZ”, it follows that
(a,b) € Cg™(A) iff (a,b) € 0 for every 6 € X such that A C 6.

By Claim 4.13 this is equivalent to (a,b) € 6 for every 6 € N, E(c;,d;). This last
condition, in turn, is equivalent to ;¢ E(c;, d;) € E(a,b). X

We are now ready to proceed with the proof of Theorem 4.11.

Proof of Theorem 4.11. Let Sy,...,S, € 1 and ay,...,a, € A such that J;,S; = X
and S; N S]- C E(aj, a]-) for every i,j < n. We have to show that there exists a € A such
that S; C E(a, a;) for every i < n.

Consider the set of finite intersections of equalizers

B:={ ﬂ E(by,cx) : m € Nand by, ¢, € A fork < m}.

k<m

Fjrst, we will deal with the case that S; € B for every i < n. Then, there exist
bi,..., bfnl_,cll, ... ,cﬁn[ € Asuchthat§; = ﬂkgm,“E(‘b;{/ ci) foralli < n.
Now, for every i < n define &; := Cg™" ({(b!, ci) : k < m;}). Observe that

5i VI §; = Cg™ ({(bL, cb) 1k < my} U{(bL,cl) - k <mj})
for every i, j < n. By Lemma 4.12 the assumption that

M E(bL,cl)n () E(¥,c)) =S;NS; C E(a;,a;)

implies that (a;, aj) € 6; V=" 5.
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Thus, since X is assumed to satisfy the Chinese Remainder Theorem, there exists
a € Asuch that (a,a;) € 6; = Cg™ ({(bi,cl) : k < m;}) for every i < n. Lemma 4.12
then entails that S; = Ny, E(b}, ¢;) € E(a, a;) for every i < n. This shows that A
patches over 7% when S; € B for every i < n.

Let us now consider the generic case. Since the equalizers form a subbasis of 7,
we obtain that B is a basis of 7%1. Hence, for every i < n we have, S; = U,,.c M, Bm for
some index set M; and B,, € B for all m € M;. Notice that, by the infinite distributive
law, the assumption that ;N S; C E (a;, a]-) for every i,j < n can be equivalently stated
as

U (BuNBy) € E(aj, aj). 4.1)
meM;,
kEM]'
In other words, B,, N By C E(a;, a;) for every i,j < nand (m, k) € M; x M;. Recall that

T=5U---US,= (J BuU---U |J Bu.
meM; meMy

Hence, by the assumed compactness of (X, t7), it follows that for every i < n, there
exists a finite subset M, C M;, such that ¥ = Unem; B U -+ - U Unem, B Now,
consider the finite family S := {B,, : m € M/andi < n} C B, and recall that by
condition (4.1) for every i,j < n and (m, k) € M; x M; we have, B,, N By C E(a;, a;).
So, the family S satisfies the requirements of the patching property. Since, moreover,
S C B we can use the previous observation to obtain a € A such that

By C E(a,a;) for every i < nand every m € M. (4.2)

To conclude the proof, it remains to show that S; = U,epm, Bn € E(a,a;) for every
i < n. Consider 6 € S;. Then, there exists m € M; such that 8 € B,,. On the other
hand, the fact that X = U,;epry Bm U - - - UUpenr, B implies that there exists j < 7 and
ke M]’ such that 6 € By. By condition (4.1) we know that

By N By C E(ay, a;) (4.3)
Moreover, as k € M}, condition (4.2) yields that
B C E(u,a]-). (4.4)
Since By, N B C By, from conditions (4.3) and (4.4), it follows that
0 € By N By C E(a;,a;) NE(a,a;) C E(a,a;),
as desired. X

Putting together the previous results from Theorems 4.8 and 4.11, we now set out
to prove the Global Subdirect Representation Theorem 4.7.

Proof of Theorem 4.7. Consider A € Kand let X := {6 € Con(A) : A/ € M}. We will
show that the map h: A — [Jpex A/6, where h(a) = (a/0: 0 € X) foreverya € A, is
a global subdirect embedding.
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First, notice that, as Kg; € M, the Subdirect Decomposition Theorem 2.3.23 yields
that h: A — [Jpex A/ is a subdirect embedding. So, it only remains to check com-
pactness and the patching property.

Since our assumptions include the ones of Theorem 4.8, the compactness of (X, 7°7)
is a direct consequence of that result.

Given that (X, %) is compact, to see that A patches over 7%, by Theorem 4.11,
it suffices to verify that X satisfies the Chinese Remainder Theorem. Consider
01,...,6, € Zn such that (a;,a;) € 6; V&N 0; for every i,j < n. We need to show that
there exists 2 € A such that (a,4;) € 0; for every i < n. By assumption K is an arith-
metical variety, and hence, by Theorem 2.3.38, Con(A) satisfies the Chinese Remainder
Theorem. In order to be able to apply it, we will now prove that (a;,a;) € 6; V0,
for every i,j < n, where 6; V 9]' denotes the join of Con(A). Assume, with a view to
contradiction, that there exist i,j < n such that (a;,a;) ¢ 6; Vv 6;. By Theorem 2.3.19
there exists a family (¢ ) ke of completely meet-irreducible congruences of A, such that
0; vV 0; = Nker Px- Then, 6; U0; C ¢ for every k € . On the other hand, our assumption
(ai,a;) & 0;V 6 implies that there exists k € I such that (a;,a;) & ¢x. As ¢y is completely
meet-irreducible, Theorem 2.3.24 allows us to conclude that A/ ¢, € Ks; € M, and thus
¢r € Z. But this is impossible because (a;,4;) € 6; VN 0, =N{0 € Z:06;U6; C 0}
and ¢y € {6 € X:0;U0; C 6}. We conclude that (a;,a;) € 0; V 6;. Hence, the Chinese
Remainder Theorem for Con(A) yields an element a € A such that (a,a;) € 6; for every
i < n. This verifies the Chinese Remainder Theorem for X, and thus concludes the
proof. X

The following lemma will be instrumental in the proof of Theorem 6.4 and an
example of the usefulness of the notion of global subdirect products. It states that the
validity of certain formulas is preserved under global subdirect products [31, Lem.
3.1].

Lemma 4.14. Let ¢ be an L-formula of the form VX3! \j<,, (¢; =~ 6;) (¥, §) and M a class of
L-algebras. Then,
M E @ implies [P; F ¢.

Proof. Let A < [T;cs Ai be a global subdirect product with {A; : i € I} C M such that
M F VX3l A\ i, (€j ~ 6;) (¥, 7). Now, consider a tuple 4 of elements of A of the same
length as ¥. We need to show that A F 3§ A\, (¢; ~ 6;) (@, ¥). Let pi: A — A, be the

canonical projection. Then, by assumption, for each i € I there exists a unique tuple b;
of elements of A; such that A; F A, (¢; = ;) (pi(d), b;). Since p; is surjective for each
i € I, there exists a tuple ¢; of elements of A such that p;(¢;) = b;. Thus, for every i € I,

we obtain
AiF /\ )(pi(@), pi(ci))-

]<n

In other words, for every i € I, we have,

i€ ﬂ E(¢i(d,¢;),6,(d,c;)). (4.5)

We want to use the fact that A patches over 7. To this end, for every i € I, we define

Si = ﬂ E(e](ﬁ/a)réj(ﬁra)) S

j<n
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Notice that condition (4.5) implies that {J;c; S; = I. Then, since (I, ) is compact,
there exists a finite subset F C [ such that I = J;cr S;. We claim that for all k,I € F, we
have Sy N'S; C E(¢k, ). To see this, let g € Sy N S;. Then,

AgF N (g~ 0))(pg(@), (i) A N\ (g ~ &) (pq (@), pg(E0))-

j<n j<n

From the assumption that A; F 3§ Ajc,(e; = 6;)(pq(@), ), we thus conclude that
Ay F py(ck) = pq(ci), which implies g € E(ct, ¢;). Now, the patching property for
tuples (see Lemma 4.5) yields a tuple ¢ of elements of A such that

S; C E(G,c;) foreveryi € 1.

We claim that A F A, (¢; ~ 6;)(4@,). Equivalently, we will verify that

So, consider some g € I. We have to show that q € ¢, E(¢;(d,¢), 6;(d,c)). Recall
that I = Ujer Si- Thus, q € S; = <, E(;(d, ¢i), 6;(d, ¢;)) for some i € F. On the other
hand, we know that S; C E(C, ¢j). Hence, we arrive at the desired conclusion
g€ ﬂE(e]-(ﬁ,(?i),(Sj(ﬁ,ﬁ) E(c,ci) C ﬂE ej(d,c),6i(dc)).
jsn jsn
Finally, it remains to show that the tuple ¢ of elements of A, which we found, is unique.
Assume, with a view to contradiction, there was a tuple d of elements of A such
that ¢ # dand A E /\]<n(£] ~ 6j)(d,¢) A Nj<n(ej = 6)) (@, d). Since A < [Tic A is a
subdirect embedding, ¢ # d implies that there exists i € I such that p;(¢) # pi( a?} As
equations are preserved under homomorphisms by Lemma 2.1.27, we obtain

j<n ]<n

But this is a contradiction with the assumption that A; F V¥3!j A\, (¢; =~ &) (X, ).
Hence, we must have ¢ = dj which establishes the claimed uniqueness. X

We will conclude this section with the following useful result, which is a conse-
quence of the above preservation Lemma 4.14.

Theorem 4.15. [10, Lem. 7.8] Let K be a variety in the language £ and M C K such that
K CIPg(M). If M E VX3lyp(X,y), where (X, y) is a conjunction of equations, then there
exists an L-term t(X) such that K E (X, t(X)).

Proof. By Lemma 4.14, we obtain that K = Vx¥3ly¢ (%, y). Now, let ¥ = (x1,...,x,) and
consider Fk (¥), the free algebra in K with free generators {x; : i < n}, which exists by
Lemma 2.3.29. Then, Fk(X) F 3!y¢p(X, y). Hence, by Lemma 2.1.16, there exists an £L-
term #(X) such that Fx (X) F ¢(X, t(X)). Now, consider A € Kandd = (ay,...,a,) € A™.
In order to complete the proof, we need to show that A F ¢(d,t(d)). As Fx (X ) is free for
K, the map sending x; — a; for every i < n extends to a homomorphism & : Fx(X) — A.
Since conjunctions of equations are preserved under homomorphisms by Lemma 2.1.27,
the desired conclusion A F ¢(4, t(d)) follows from Fg (X) E ¢ (X, t(X)). X
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CHAPTER

Definability conditions

Given a class of similar algebras K and A, B € K, sometimes it is useful to express
certain semantic relations, like A < B being epic in K, in terms of syntactic properties,
like existence or preservation of special formulas (see Theorem 5.3). Conversely,
verifying semantic conditions for K might allow us to transform formulas into a
particularly nice shape, which is convenient to work with, like positive quantifier-
free formulas (see Theorem 5.5) or conjunctions of equations (see Corollary 5.9). To
establish these connections, we will mainly rely on model-theoretic tools.

The first lemma of this chapter relates the validity of p.p. sentences to the existence
of homomorphisms to ultrapowers.

Lemma 5.1. [21, Thm. 6.5.7] The following conditions are equivalent for every pair of similar
algebras A and B:

1. Every p.p. sentence that holds in A also holds in B;
2. There exists C € P,,(B) and a homomorphism h: A — C.

Proof. To prove the implication (1) = (2), suppose that every p.p. sentence that
holds in A also holds in B, and assume with a view to contradiction that there is no
homomorphism h: A — C with C € P,(B). Then, Lemma 2.2.15 yields that Diag™ (A)
is not satisfiable in any C € PP,(B). Using Remark 2.1.26, it follows that

IP,(B) k= \/ ~Diag* (A).

Observe that I[P, (B) is closed under ultraproducts by Lemma 2.1.24. So, we can apply
Corollary 2.2.11 to obtain a finite subset A C Diag™ (A) such that

IP,(B) \/ —A. (5.1)

On the other hand, 3% A\ A(%¥) is a p.p. sentence valid in A, since A C Diag*(A) is a
finite set of atomic formulas. So, the assumption that every p.p. sentence that holds
in A also holds in B implies that B £ 3X A A(X). But this is a contradiction with
condition (5.1), since B € IP,(B).

For the converse implication (2) = (1), let C € P,(B) and h: A — C a homomor-
phism. Now, consider a p.p. sentence ¢ valid in A. We need to show that B = ¢. Recall
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that p.p. sentences are preserved under homomorphisms by Lemma 2.1.27. Thus,
A F ¢ implies C F ¢. Finally, as C € P,(B), we can apply Lo$’s Theorem 2.2.3 to
obtain that B F ¢, as claimed. X

The next result will be instrumental in the proof of Theorem 5.3. It states that for
every two elementary extensions of some algebra, there exists one in which both of
them embed. A version of this result, similar to the one we will present, can be found
in [21, Thm. 6.4.1].

Elementary Amalgamation Theorem 5.2. Let K be a class of L-algebras and A, By, B, € K.
Moreover, let f1: A — By and fr: A — By be elementary embeddings. Then, there exist
an algebra C € ISP, (K) and a pair of embeddings g1: By — C and g»: By — C such that

g10f1=g0 fa

B,
/ \\\\‘\ gl
A lc
B,

Proof. Since f1: A — Bjand f,: A — B; are elementary embeddings, we can consider
B; and B, as L, algebras via the canonical interpretations aBi = i(a) fori =1,2.
Now, consider the languages Lp, = L4 U{b:b € B; \ fij[A]} for i = 1,2. Without loss
of generality, we can assume that By \ fi[A] and B, \ f2[A] are disjoint. Let

X = Th(ISP(K)) U Diag, (B1) U Diag, (Bz).

We claim that X is satisfiable. By the Compactness Theorem 2.2.6, it suffices to
show that for every finite subset A C,, Diag,, (Bz), the set £5 := Th(ISP,(K)) U

Diagc, (B1) U Ais satisfiable.

Assume this was not the case. Then, there exist tuples @ of constants of A and b of
constants of B, \ fa[A] such that

By = N\ A(d,b) (5.2)

and
Th(ISP,(K)) U Diag, (B1) F — A\ A, b).

Since by assumption the constants b do not appear in Th(ISP, (K)) U Diag Cp, (B1), by
Corollary 2.2.2, the latter is equivalent to

Th(ISP,(K)) U Diag, (B1) F Vi— \ A(@,5).

As By E Th(ISP,(K)) A Diagg,, (B1), we conclude that B; F Vij— A A(4, /). Recalling
that f1: A — Bj is an elementary embedding, this yields A & Vij— A A(d,¥). Finally,
since f,: A — By is also an elementary embedding, we obtain B, F Vij— A A(4, ). But
this is a contradiction with condition (5.2).
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So, there exists a model C € Mod(X). In particular, this implies
C € Mod(Th(ISP,(K))) = ISP, (K),

where the equality is a consequence of the fact that ISP, (K) is a universal class by
Theorem 2.3.3, and universal classes are elementary by Theorem 2.3.4(1). Furthermore,
the two embeddings g1: By — C and g»: B, — C exist by Lemma 2.2.15 because
C - Diagg, (By)and C F Diagr,, (By). The additional requirement that g1 0 f1 = g2 0 f>

is a straightforward consequence of the facts that f; and f, are elementary embeddings
and C F Diagr,, (B1) U Diag,, (Ba).
X

The two previous results will now be applied to prove the next theorem, which
gives a characterization of epic subalgebras using p.p. formulas and is a key ingredient
in the proofs of the Theorems 6.3 and 6.4 in Chapter 6.

Theorem 5.3. [9, Thm. 3] Let K be a class of L-algebras closed under ultraproducts. For every
A < B € K, the following are equivalent:

1. A < BisepicinK;

2. Forevery b € B, there exist a p.p. formula ¢(X,y) and a tuple @ of elements of A such
that ¢ defines a partial function in K and B £ ¢(d,b).

Proof. To prove that (1) implies (2), let b € B and define
X(y) = {¢(y) € Fmg, : ¢ is a p.p. formula such that B4 F ¢(b)}.
Now, we introduce two new constants ¢ and d and consider the class
K*:={C:Cisan L4 U{c, d}-algebraand C[, € K}.
Our first goal is to show the following:
Claim 54. K* E (AX(c) ANNZ(d)) — c~d.
Proof. Consider C € K* such that C £ A X(c) A A Z(d). We claim that there are

D, D; € P,(C) and a pair of homomorphisms h.: B4 — D, and h;: By — Dj; such
that h.(b) = cPc and hy(b) = dP-.
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Let B (c) be the unique £4 U {c}-algebra with Ba(c)[z, = Ba, where the con-
stant ¢ is interpreted as cB4(°) := b. Also, define C(c) := Clz,ufc)- Since C F X(c), we
conclude that all p.p. £4 U {c}-sentences valid in B4(c) also hold in C(c). There-
fore, Lemma 5.1 yields an £4 U {c}-homomorphism h.: B4(c) — D\, for some
D/ € P,(C(c)), which restricts to the claimed homomorphism

he: B4 — Dewith D. := D/, € P,(C) and h(b) = c"-.
Repeating the same argument with d instead of ¢ yields a homomorphism
hy: B4 — Dy with Dy € P,(C) and hy(b) = dPe.

On the other hand, we also have the canonical elementary embeddings f.: C — D,
and f;: C — Dj (see Remark 2.2.5). Now, notice that K* is closed under ultraproducts,
since so is K, by assumption. Hence, as C € K*, we conclude that also D., D; € K*.
Thus, we can apply Lemma 5.2 to obtain D € ISP, (K*) and a pair of embeddings
gc: Do — D and g;: Dy — D such that

8co fe=8a0 fa (5.3)

~

DC\
C D
X) gd P
D,

Recall that A < B is epic in K and P, (K) € K by assumption. Therefore, using
Lemma 2.4.7, it follows that A < B is also epic in ISP, (K). Since the homomorphisms
gcohe,gs0hy: B— D[, with D[, € ISP,(K), agree on A, from the fact that A < B
is epic in ISP, (K) we conclude that g, o h, = g, 0 hy.

D,
/ X)
A~——B D
x %
D,

In particular,
gcohe(b) = g40ha(b). (5.4)

So, we obtain

8c 0 fe(c) = ge(c™*) = ga(d") = ga 0 fa(d ) = gc o fe(d°), (5.5)

where the first and third equality follow because f. and f; preserve the constants c
and d, respectively. The second equality is due to condition (5.4) together with the fact

54



that . (b) = cPc and h;(b) = dP¢, by construction. Finally, condition (5.3) yields the
last equality. To conclude the proof of the claim, recall that g, and f. are embeddings,
and thus so is their composition g. o f.. Hence, condition (5.5) implies c¢ = d¢, as
desired. X

Now, as K* is closed under ultraproducts, we can apply Corollary 2.2.12 to Claim
5.4 and obtain a finite subset Xy C,, X such that

K* (/\Zo(c) A /\Zo(d>) —c=d. (5.6)

Recall that X(y) is a set of p.p. £ 4-formulas. Since finite conjunctions of p.p. formulas
are equivalent to p.p. formulas, there exist a p.p. L-formula ¢(X,y) and a tuple @ of
constants in A such that A Xy(y) is equivalent to ¢(4,y). Moreover, the definition of X
implies that B = ¢(d,b).

Then condition (5.6) is equivalent to K* F ¢(d,c) A ¢(d,d) — ¢ =~ d. Restricting to
the original language £ without the constants, Lemma 2.2.1 yields that

KEoX,y) No(Xy) —y=y.

So, ¢ defines a partial function in K. Hence, together with the previous observations,
we have verified that ¢(%, y) has all the claimed properties. We have thus shown that
(1) implies (2).

Conversely, assume condition (2). We want to prove that A < B is epic in K. To
this end, consider C € Kand g,h: B — C such that f|4 = g4, and letb € B. We
have to show that g(b) = h(b). By assumption there exist a p.p. formula ¢ (¥, y) and a
tuple 7 of elements of A such that ¢ defines a partial function in K and B F ¢(@,b). As
p-p. formulas are preserved under homomorphisms by Lemma 2.1.27, we conclude
that C F ¢(g(d),g(b)) A ¢(h(d),h(b)). Since g and h agree on A, this amounts to
CFE ¢(g(d),8(b) Ne(g(@),h(b)), which implies g(b) = h(b) because ¢ defines a
partial function in K. This establishes the implication (2) = (1) and thus concludes
the proof.

X

The remaining part of the chapter focuses on semantic conditions that allow us to
work with formulas of a particularly nice shape.

First, we will prove a lemma that tells us when a formula is equivalent to a
quantifier-free one.

Lemma 5.5. [10, Thm. 3.3] Let K be a class of similar algebras that is closed under ultraprod-
ucts. Then for every formula ¢ (X) the following are equivalent:

1. There exists a positive quantifier-free formula 1 (X) such that K £ ¢(X) < ¢(X);

2. For every A, B € K with subalgebras A’ < A and B' < B and every homomorphism
h: A’ — B’, we have,
A F ¢(a@) implies BF ¢(h(d))

for every tuple d@ of elements of A'.

Proof. To prove the implication (1) = (2), let (X) be a positive and quantifier-free
formula such that K F ¢(X) <> ¢(X). Now, consider A, B € K, two subalgebras A’ < A
and B’ < B, and a homomorphism /: A" — B’ such that A F ¢(d) for some tuple @ of
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elements of A’. Then the assumption K F ¢(X) <> ¢(X) implies that A F ¢(@). Given
that A’ contains the tuple 7 and since positive quantifier-free formulas are preserved
under subalgebras, homomorphisms and extensions by Lemmas 2.1.30, 2.1.27, and
Corollary 2.1.28, respectively, we conclude that

AEyY(@) = A Ey@) = B Fy¢(h(d)) = BE p(h(a)).

Finally, using the assumption K F ¢(¥) <> 1(X) again, we obtain the claimed result
B F p(h(d).

For the converse, assume condition (2) holds and let {(A;,a;) : i € I} be the
collection of all tuples (A,d) with A € K such that A F ¢(d@), where 4 is a tuple of
elements of A. First, observe that

Claim 5.6. K F ¢(%) — Vs A Diag (A;)(%).

Proof. Consider A € K and a tuple 4 of elements of A such that A F ¢(d). Then, there
exists i € I such that (A,d) = (A;, ;). Therefore, A Diagg (A;)(d@), as desired. X

Since K is closed under ultraproducts by assumption, we can apply Corollary 2.2.12
to Claim 5.6, to obtain a finite subset Iy C,, I such that

KFE (%) — \/ /\ Diag; (A;) (). (5.7)
i€l
Next, we will establish that
Claim 5.7. K= A Diag; (4;)(X) — ¢(X), for every i € I.

Proof. Let A € K and 4 a tuple of elements of A such that A F Diagg(Ai)(Zi). Now,

consider the subalgebras A/ < A; and A’ < A with universes A} := Sg#(a;) and
A’ := Sg?(d), respectively. As A F Diag}; (A;)(@), Lemma 2.2.15 implies that there
exists a homomorphism h;: A} — A’ such that t(a;) — t(d), for every term t. Since
A; E ¢(a;), our assumption yields that A F ¢(h(a;)), and hence A F ¢(d), by the

definition of k. This verifies Claim 5.7. X

Given that K is closed under ultraproducts by assumption, applying Corollary 2.2.12
to Claim 5.7, for every i € I, we obtain a finite subset A; C, Diag;l: (A;) such that

KE /\Ai(f) — @(X). (5.8)
Furthermore, as condition (5.8) holds for every i € Iy C I, we conclude that
KE \/ /\Ai(a_c') — @(X). (5.9)
i€l

Observe that

p(@) =\ \Ai(%)

i€l
is a positive quantifier-free formula, since A; C Diag;(A,-) is a finite set of atomic

formulas for every i € Iy. We will now verify that it satisfies K F ¢(X) <> (X). By
condition (5.9), we know that

KE p(X) — ¢(X).
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For the converse, recall from condition (5.7) that K F ¢(X) — V;cj, A Diag% (A;)(X). As

A C Diagg (A;) for every i € Iy, it follows that K = ¢(X) — V;cp, A Ai(X), and thus
KE ¢o(X) — p(X).

This establishes the claimed equivalence K F 1(X) <> ¢(X). X

We will conclude this chapter with the observation that, under reasonable assump-
tions, every positive quantifier-free formula is equivalent to a conjunction of equations.
The key to this result lies in the next theorem. We introduce the following abbreviation
to simplify the notation: For tuples of variables X = (x1,...,x,) and ¥ = (y1,...,Yn)
we will write ¥ = i/ as a shorthand for A\;c, x; = y;.

Theorem 5.8. [14, Thm. 2.3] Let K be a congruence distributive quasivariety such that Kggg
is a universal class. Then, there exists a finite set of equations

{pi(%,7,@,2) ~ qi(%,7,@,%) : i € I}

such that

Ql
&
T
S~—
Q
=
e
<
&
N}
S—
—~~
Ry
2
<y
N—
<
—~
S
]
N~—

Krrs F /\ Pz 9_5

iel

Proof. Let F := Fx(X, ¥, W, Z) be the free algebra in K with free generators ¥, i/, @ and Z.
We define

6(%,7) = Celi({(x;,s) 1 < n}) and 6(,Z) = Cgl({{w;,zi) : 1 < n}).

Now, let {(p;,q;) : j € ]} be a set of generators for 6(X,i) N 6(w,Z) € Conk(F).
Consider A € Kgpgp with 4, E, ¢, and d tuples of elements of A and a homomorphism
h: F — A such that h(%) = @,h(ij) = b,h(Z) = ¢, and h(@) = d.

We will first establish the following:

~

Kursi E N\ pj(%7,@,2) ~ q,(%,§,@,2) = (X~ ) V (@ ~ 2). (5.10)
jel

So, assume that p;(a, b,c,d) = q,(a, b,c,d), which by the definition of 1mp11es
h(p;(X,,@,Z)) = h(q;(X,,@,Z)) forall j € ]. We have to show that @ = borc=d.

Notice that, for every j € ], the condition h(p;(X,¥,®,Z)) = h(q;(X,,©,Z)) is
equivalent to (p;(X,¥,®@,Z2),q;(X,y,@,Z)) € ker(h). Since the set {(pj,q;) : j € J}
generates 6(X,1) N 6(w,Z), this 1mphes that 0(X,1) N 6(w,Z) C ker(h), which is equiv-
alent to (6(X, ) N6(w,Z)) V ker(h) = ker(h). Then, using the assumed congruence
distributivity, we obtain

(0(%, ) V ker(h)) N (8(,Z) V ker (i) = ker(h). (5.11)

Recall that A € Kggs;. AsF/ker(h) € IS(A) and Kggs is a universal class by assumption,
we conclude that F/ker(h) € Kggs. Thus, ker(h) is finitely meet-irreducible in Conk (F)
by Theorem 2.3.24. Hence, condition (5.11) implies that ker(h) = 6(X, ) V ker(h) or
ker(h) = 6(w,Z) V ker(h). We will assume that ker(h) = 6(X,¥) V ker(h). The other
case can be dealt with analogously. Then, we get that 6(X,i/) C ker(h), and thus
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5. DEFINABILITY CONDITIONS

h(X) = h(7). Therefore, by the definition of it follows that @ = b. This verifies
condition (5.10).
The next step is now to pass from | to a finite subset I C, | such that
Keest = N\ pi(%,9,@,2) = 4:(%,§,@,2) = (R = §) V (T = 2).

iel

Since K is a quasivariety, and thus in particular closed under ultraproducts, this is an
immediate consequence of Corollary 2.2.12.
Finally, it remains to show the other implication

{(pi,qi) : 1 € I} C 0(%, ) N 6(w,Z),

from h(X) = h(y) or h(Z) = h(w) it follows that h(p;(X,,@,2)) = h(q;(X,,@,Z)), and
hence p;(4,b,¢,d) = q;(@,b,,d) for every i € I. This establishes condition (5.12) and

concludes the proof. X

As a consequence, we obtain the announced result on positive quantifier-free
formulas (see, e.g., [10, Prop. 5.7]).

Corollary 5.9. If a quasivariety K is congruence distributive and Kggs; forms a universal class,
then for every positive quantifier-free formula ¢ there exists a conjunction of equations « such
that Kges1 F ¢ < a.

Proof. Since ¢ is positive and quantifier-free, by Lemma 2.1.10 we may assume, without
loss of generality, that ¢ is in disjunctive normal form. Thus, there exist some n € Z*
and a set {¢; : i < n}, where each ¢; is a finite conjunction of equations, such that
¢ = Vi<, €i- We will proceed by induction on 7 to show that there exists a conjunction
of equations « such that Kggs; F Vi<, & <> &. The base case n = 1 is trivial, as we can
just take & := €;. So, assume the claim holds for some n € N and let

\/ g = \/ﬁi\/€n+1~

i<n+1 i<n

By the inductive hypothesis, we know that Kggg; F V¢, €; <+ B, where B is a conjunc-
tion of equations. Hence, we obtain

KFSI = qD < (IB V 81’1+1)- (513)

Let B = f ~5and ¢,,1 = ¥ ~ ii for some finite tuples of L-terms
Theorem 5.8, there exists a finite set of equations {p;(¥, ¥, @, Z) ~ q;(
such that

U, and . By

£3,7, an
X,§,w,Z):i €I}
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This implies that

Krest F (FA5) V (T i) «— N pi(t,5,3,1) ~ q:(£,5,7,1). (5.14)

Now, let « be the finite conjunction of equations A;¢; pi(?, S,0,i) ~ qi(?, S,7,1) and
recall that p =t ~ §and ¢,41 = ¥ ~ ii. Then, the desired conclusion

Krrst F @ < «

follows from conditions (5.13) and (5.14).
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CHAPTER

Two theorems on the ES property

We have now reached the core of the thesis. This chapter will put into practice the
previously developed theory and apply the results we established so far, with the
objective of proving two theorems by Campercholi [9, Thms. 18 and 22] that facilitate
the detection of failures of the ES property in (quasi)varieties with some special
properties. They state that, under some reasonable assumptions, in order to verify the
ES property, it suffices to look at particular types of algebras and check whether they
lack proper epic subalgebras.

Before going into the details of the proofs, we will consider the following technical
lemma and a useful corollary of it, which constitute an important ingredient of the
proofs for both of the main theorems.

Lemma 6.1. Let A be an L-algebra and consider three L -algebras B, D, and E such that
Ay < Band E € P, (D). Moreover, let h: B — E be a homomorphism such that h|A] = h[B].
Then, for each C € S(D), there exists a homomorphism gc: B — C such that gc[A] = gc[B].

Proof. Since As < B and h[A] = h[B], we have that h: B — E restricts to a homomor-
phism /i: B — h[A,]. Thus, by Lemma 2.2.14, there exists a sequence of constants 7 of
elements of A such that

h[A 4] E Diag® (B)(h(d)). (6.1)

As h: B — h[A,] is an £ 4-homomorphism, it preserves the constants of A. So, the
above display (6.1) amounts to the fact that #[A 4] validates the set of positive quantifier-
free £ 4-sentences Diag™ (B)(@). Since h[A4] = h[B] < E and positive quantifier-
free sentences are preserved under extensions by Corollary 2.1.28, we conclude that
also E  Diag™'(B)(#@). Moreover, recall that E € P,(D). Thus, £.o$’s Theorem 2.2.3
implies that D F Diag™ (B)(@). Now, consider C < D. As positive quantifier-free
sentences are also preserved under subalgebras by Lemma 2.1.30, it follows that
C F Diag™ (B)(@). Using Lemma 2.2.15, we obtain a homomorphism gc: B — C such
that ¢c[B] C {a€ :a € A} = gc[A], where the last equality is a consequence of the fact
that gc preserves the constants of A. On the other hand, since A C B, we also have
gc[A] € gc[B], and hence gc[A] = gc[B]. So, gc is the desired homomorphism. X

Corollary 6.2. Let A be an L-algebra and consider three L o-algebras B, D, and E such that
Ap < Band E € P, (D). Moreover, let h: B — E be a homomorphism such that h|A] = h[B].
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6. TWO THEOREMS ON THE ES PROPERTY

Then, for every positive existential £ s-formula @, the following holds: If B £ ¢(b) for some

tuple b of elements of B, then there exists a tuple @ of constants of A such that S(D) £ ¢(@). In
particular, for every positive existential L 5-sentence 1, we get that B E i implies S(D) E .

Proof. Let ¢ be a positive existential formula such that B F (p(E), and consider an
algebra C € S(D). We have to show that there exists a tuple @ of constants of A such
that C F ¢(d). From Lemma 6.1 we obtain a homomorphism gc: B — C such that
gcl[A] = gc[B]. As positive existential formulas are preserved under homomorphisms
by Lemma 2.1.27, the assumption B £ ¢(b) implies that C E ¢(gc(b)). Now, as
gc[A] = gc[B] there exists a tuple @ of elements of A, such that g¢(@) = gc(b). Finally,
since gc is an £ 4-homomorphism, we have that gc (@) = @€, and thus C F ¢(d), as
claimed. X

Since both Theorems 6.3 and 6.4 are similar in what concerns their statement and
proof strategy, we will consider them simultaneously up to the point where their proofs
diverge. As they are mosaics of various different observations and results, it is easy to
get lost in the details of the numerous claims and partial results, which constitute the
actual proof of the theorems. So, this approach is also an attempt to clarify the outline
and the core ideas of the proofs.

Theorem 6.3. [9, Thm. 18] Let K be a quasivariety with an (m + 1)-ary near-unanimity term.
Then, the following are equivalent:

1. K has the ES property;

2. Every subalgebra A < Ay X -+ - X Ay, with Ay,..., Am € Py(Kges1), lacks subalge-
bras that are proper and epic in K.

Theorem 6.4. [9, Thm. 22] Let K be an arithmetical variety whose class of FSI members is
universal. Then, the following are equivalent:

1. K has the ES property;
2. Every member of Ky lacks subalgebras that are proper and epic in K.

Recall from Lemma 2.4.5 that K has the ES property iff its members lack proper
epic subalgebras. Then, in particular, the members of every subclass of K lack proper
subalgebras that are epic in K. So, in both theorems the implication (1) = (2) is
straightforward. To establish the implication (2) = (1), in both cases we will proceed
as follows:

Proof of (2) = (1) in Theorems 6.3 and 6.4. Assume condition (2). By Lemma 2.4.5, it
suffices to show that the members of K lack proper epic subalgebras. So, consider a
subalgebra A < B that is epic in K and an element b € B. We will prove that b € A.
To this end, we use Theorem 5.3 to obtain a p.p. formula ¢ (¥, y) that defines a partial
function in K and a tuple @ of elements of A such that B = ¢(d,b). Now, we define the
set of p.p. £ 4-sentences

X :={¢ € Fmg, : pisap.p. sentence and B4 F ¢}
and the class of £ 4-algebras
K* == {C € Mod(Z) : Cl € IP,(Kgesi) }-

We will use the following observation:
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Claim 6.5. The L p-formula y(y) = ¢(d,y) defines a O-ary function in K*.

Proof. To see that it defines a partial function in K*, consider C € K* and ¢,d € C such
that C F ¢(c) A ¢(d). Then, C|, F ¢(d@%,c) A ¢(@°,d). Now, notice that C[, € K by
the definition of K*. Recalling that ¢ (¥, y) defines a partial function in K, we conclude
that ¢ = d, which verifies that ¢(y) defines a partial function in K*. Moreover, observe
that Jyy(y) is a p.p. sentence that holds in B, as B F ¢(4, b) by assumption. It follows
that Jyy(y) € X. Since K* C Mod(X), this implies that K* = 3y (y), which concludes
the proof that ¢(y) defines a total function in K*. X

The next step is to establish the following observation. This will be done in two
different ways: one for Theorem 6.3 and one for Theorem 6.4.

Claim 6.6. There exists a closed L a-term t such that K* & (t).

Once we have obtained this term, we will assume, with a view to contradiction,
that b ¢ A. Observe thata := tB4 € A, as tis a closed term in £4. So, b ¢ A in
particular implies b # a. Then, (b,a) ¢ idp = (N Irr(B), where the last equality is
due to Theorem 2.3.19. Hence, there exists 6 € Irr (B) such that a/0 # b/6. Now,
notice that B/0 € Kgs; C Kgps1 by Theorem 2.3.24. Moreover, recall that p.p. formulas
are preserved under homomorphisms by Lemma 2.1.27. So, on the one hand, from
B, F %, it follows that B4 /6 F X, and thus B4 /6 € K*. Thus, Claim 6.6 implies that
B4/6 F ¢(tB4/%). On the other hand, recall that B4 F ¢(@,b), and hence B4 = ¢(b),
by the definition of ¢. Therefore, as (y) is a p.p. La-formula and the canonical
surjection 71: B4y — B4 /0 is an £ 4-homomorphism, using Lemma 2.1.27, it follows
that B, /6 F (b/6). Since By € K* and 1(y) defines a function in K* by Claim 6.5,
from B4/0 F ¢(t84/%) and B4/60 F ¢(b/8) we conclude that: tB4/¢ = b/6. As by
definition a = B4, we obtain a/6 = tBa/¢ — p /0. But this is a contradiction with the
assumption that a/60 # b/6. So, we must have that b € A, as claimed. X

The key to completing the proofs of the two Theorems 6.3 and 6.4 now lies in
verifying Claim 6.6.

This is also the point where the two proofs diverge. For Theorem 6.3, we will apply
the Infinitary Baker-Pixley Theorem 3.11, whereas in order to prove Theorem 6.4, we
will make use of the theory of global subdirect products developed in Chapter 4.

We will first deal with the situation of Theorem 6.3.

Proof of Claim 6.6 in the case of 6.3. Recall that
K" = {C € MOd(Z) . Cr € ]I]P)H(KRFSI)}'
To prove Claim 6.6, we want to apply the Infinitary Baker-Pixley Theorem 3.11 to the

class K* and the 0-ary function defined by 1 (y) (see Claim 6.5). So, we need to check
that K* satisfies the assumptions of Theorem 3.11.

Claim 6.7. K* is closed under ultraproducts and has an (m + 1)-ary near-unanimity term.
Proof. Let C € P,(K*). Then,
Clp € Pyu(K'[z) C PulPy (Kresi) € TPy (Kgesi),
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6. TWO THEOREMS ON THE ES PROPERTY

where the first inclusion follows from the definition of K* and the second one is a
consequence of Lemma 2.1.24. Furthermore, L0§’s Theorem 2.2.3 implies that C F %,
and thus C € K*.

Also notice that the (m + 1)-ary near-unanimity term of K serves as an (m + 1)-ary
near-unanimity term for K* as well, since K*[, C K. X

This puts us in a position to apply the Infinitary Baker-Pixley Theorem 3.11. To this
end, consider Cy, ..., Cy, € K*. We will first verify the following observation.

Claim 6.8. There exists a homomorphism h: By — D, with D € P,(Cy X - -+ x Cy,), such
that h[A] = h[B].

Proof. Since C; F X for each i < m and p.p. formulas are preserved under direct
products by Lemma 2.1.29, we obtain C; X - -- X Cy, F X. Thus, Lemma 5.1 yields a
homomorphism h: By — D, with D € P,(C;y X --- X Cp,) . It remains to show that
h|A] = h[B]. Observe that h[A 4], h[B4] € SP,P, (K*) C SIP,P,(K*), where the inclu-
sion follows from Lemma 2.1.25. So, h[A], h[B] € SIP,,[P, (Kggsi) C ISP, Py (Kgesi), by
the definition of K* and Lemma 2.1.24. Furthermore, since A < B is epic in K, so is
h[A] < h[B] by Lemma 2.4.6. Hence, we can apply our assumption (2) that the mem-
bers of SP,, P, (Kgrs1), and thus, by Lemma 2.4.7 also the members of ISP, P, (Kggs: ),
lack subalgebras that are proper and epic in K, to conclude that h[A] = h[B]. X

Now, let S be a subuniverse of C; X - - - X Cy, in the language £ 4. In order to obtain
the desired L 4-term t from the Infinitary Baker-Pixley Theorem, we need to prove the
following claim.

Claim 6.9. S is closed under [p]€1 x - -+ x [i,b]c’”.

Proof. Recall that 1(y) defines a 0-ary function in K* by Claim 6.5. So, we need
to show that (dy,...,d,,) € S, where by the definition of the product function (see
Definition 3.3) d; € C; is such that C; F (d;) for each i < m. As p.p. formulas are
preserved under direct products by Lemma 2.1.29, from C; F (d;) for each i < m,
we get that C; X --- X Cy, F 1/]((7), where d = (dq,...,dm). On the other hand, the
homomorphism /: By — D that exists by Claim 6.8 allows us to apply Corollary 6.2
to obtain 2 € A such that C; x --- x C,, F (a). Now, recall that p.p. formulas
are preserved under homomorphisms, in particular under the canonical projections
pi: C1 X -+ x Cy — C; for i < m. This implies that C; F (a) for every i < m. Since
C; F ¢(d;) and ¢ (y) defines a function in K* by Claim 6.5, it follows that d; = a% for
every i < m. But then,

W15 X - x [P]5 = (dy, ..., dy) = (a5,...,a%") = aCxCn,

As S is an L 4-subuniverse of C1 X - - - X Cy, this yields that [p]€ x --- x [p]" € S,
which proves the claim. X

So, the Infinitary Baker-Pixley Theorem 3.11 provides the desired closed £ 4-term
t such that K*  ¢(t). This verifies Claim 6.6, and thus completes the proof of Theo-
rem 6.3. X

Next, we turn to the proof of Theorem 6.4, which is a bit more involved.
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Proof of Claim 6.6 in the case of Theorem 6.4. Notice that, as K is a variety and Kgg is
closed under I and PP, by assumption, we get that

K* = {C € Mod(Z) : C| € Kyt }-

As a first step, we will establish some useful observations about K*.

Claim 6.10. V(K*) is an arithmetical variety.

Proof. Using Theorem 2.3.36, this is an immediate consequence of the assumption
that K is arithmetical, because the Pixley term of K also serves as a Pixley term for
V(K*). X

Claim 6.11. K* is a universal class.

Proof. That K* is closed under isomorphic copies is straightforward. Next, observe that
K* is closed under ultraproducts, since Kg; is by assumption and the closure of Mod(X)
under ultraproducts follows from £0§’s Theorem 2.2.3. Now, consider a subalgebra
C < D for some D € K*. Clearly, C[; € S(D[;) C Kgs, as by assumption K is a
universal class and thus closed under subalgebras. It remains to show that C F X. This
part follows the same strategy as the proof of Claims 6.8 and 6.9 in Theorem 6.3.

By Lemma 5.1 we obtain E € P,(D) and a homomorphism /: By — E. Now, h[A]
and h[B] are subalgebras of E[ ., which, in turn, is an ultrapower of D[, € K. Since
Krer is closed under both subalgebras and ultrapowers by assumption, we conclude
that h[A], h[B] € Kgs. The fact that A < B is epic in K, by Lemma 2.4.6 implies that
also h[A] < h[B] is epic in K. So, we can apply our assumption (2) to conclude that
h[A] = h[B]. Now, consider a p.p. £ 4-sentence a € X. By the definition of X it follows
that B4 = a. Then Corollary 6.2 yields C F «, which concludes the proof of Claim
6.11. X

Claim 6.12. V(K*)FSI — K*

Proof. First, consider C € V(K*)gs;. Then, clearly, C, € V(K*[,) C K by the defini-
tion of K* and the fact that K is a variety. Since the additional constants in the language
L 4 do not change the congruences of C, the fact that C is an FSI member of V(K*)
implies C[,; € Kgg. It remains to show that C F X. To this end, we apply Jénsson’s
Lemma 2.3.39 to get V(K*)rs; € HSP, (K*). As K* is universal by the previous Claim
6.11 and thus closed under subalgebras and ultraproducts, it suffices to show that
H(K*) E X. But this is immediate since X consists of p.p. sentences, which are pre-
served under homomorphic images by Lemma 2.1.27. Therefore, C F X, and hence,
C K.

For the converse inclusion, let C € K*. Clearly, K* C V(K*). Furthermore, we know
that C[, € Kgg by the definition of K*. As the additional constants in the language £ 4
do not change the congruences of C, we conclude that C € V(K* ). X

So, we have verified that V(K*) is an arithmetical variety (Claim 6.10), K* is a uni-
versal class (Claim 6.11), and V(K*)s; C V(K*)gs; = K* (Claim 6.12). By Theorem 4.7,
we thus obtain that

V(K*) CIPg(K"). (6.2)

We now aim to apply Theorem 4.15 to obtain the desired closed L-term ¢ and
thus verify Claim 6.6. In order to accomplish this, we will need to transform 1 into a
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conjunction of equations up to equivalence in K*. This will be done in two steps. Our
first goal is to obtain a positive quantifier-free formula equivalent to ¥ (y).

Claim 6.13. There exists a positive quantifier-free formula B(y) such that

K'E¢(y) < B(y)-

Proof. Notice that K* is closed under ultraproducts by Claim 6.11 and 1 (y) defines
a function in K* by Claim 6.5. We want to apply Lemma 5.5 to obtain the claimed
quantifier-free formula. So, we need to show that for every C, D € K* and homomor-
phism h: C" — D’ between subalgebras C’' < C and D’ < D we have D F ¢(h(c)) for
each ¢ € C’ such that C F ¢(c). Since K* is universal and C € K*, we conclude that
C’ € K*, and thus C’ F Jyy(y), because ¢ defines a function in K* by Claim 6.5. So,
let ¢’ € C' be such that C' F (c’). Now, as ¢(y) is a p.p. formula and thus preserved
under extensions by Corollary 2.1.28, this implies that C F 1(c’). On the other hand,
we also have C F i(c). From the fact that () defines a function in K*, we conclude
that c = ¢, and thus C’ F ¢(c). As p.p. formulas are preserved under homomorphisms
and extensions, from C’ F ¢(c), we obtain D' F ¢(h(c)), and finally D F ¢(h(c)), as
desired. Hence, Lemma 5.5 yields a positive quantifier-free formula B(y) such that

K = 9(y) < B(y)- 2

As a second step, from the positive quantifier-free formula obtained in Claim 6.13,
we will now pass to a conjunction of equations.

Claim 6.14. There exists a conjunction of equations a(y) such that K* F a(y) < B(y).

Proof. Recall from Claim 6.12 that V(K*)z5; = K*, and from Claim 6.11 that K* is
universal. Moreover, V(K*) is arithmetical by Claim 6.10, and thus, in particular,
congruence distributive. So, Corollary 5.9 yields the desired conjunction of equations

a(y). X

Taking together Claim 6.13 and Claim 6.14, we thus obtain a conjunction of equa-
tions a(y) such that

K'FE oY) < a(y). (63)

Now, since ¢(y) defines a function in K* by Claim 6.5, we conclude that K* F 3lyy(y),
and thus, by condition (6.3), also K*  3lya(y). As displayed in condition (6.2), we
have verified that V(K*) C IP¢(K*). So, we can apply Theorem 4.15, which provides
a closed L 4-term t such that V(K*) E a(t). In particular, this implies that K* F a(t),
which is equivalent to K* F ¢ (t) by condition (6.3). This proves Claim 6.6, and thus
concludes the proof of Theorem 6.4.

X
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CHAPTER

The weak ES property

This chapter is based on [12] and provides an improvement of Theorems 6.3 in the
setting of the weak ES property. To carry out the proof, we use an alternative charac-
terization of the weak ES property in terms of almost total subalgebras (see, e.g., [12,
Prop. 3.2] and [29, Thm. 5.4]).

Definition 7.1. A subalgebra A < B is called almost total when there exists b € B such
that B = Sg?(A U {b}).

Lemma 7.2. Let K be a quasivariety. Then, the following are equivalent:
1. K has the weak ES property;
2. The finitely generated members of K lack proper subalgebras that are epic in K;

3. The finitely generated members of K lack proper subalgebras that are almost total and
epic in K.

Proof. For the implication from (1) to (2), we will argue by contradiction. Assume
that K has the weak ES property, and let A < B be a proper subalgebra that is epic
in K, where B € K is finitely generated by {b; : i < n}. As A < B is epic in K,
by Theorem 5.3, for every i < n, there exists a p.p. formula ¢;(X,y) that defines a
function in K and a tuple a; of elements of A such that B F ¢;(a;,b;). Now, define
A’ := Sg?({a; : i < n}). Notice that A’ is finitely generated. We aim to show that
A’ < Bis epicin K. Consider C € K and a pair of homomorphisms f,g: B — C
such that f| 4 = g 4. It suffices to show that f(b;) = g(b;) for every i < n, because
f and g are homomorphisms and {b; : i < n} is a set of generators for B. So, fix
i < n. As p.p. formulas are preserved under homomorphisms by Lemma 2.1.30,
from B E ¢(a;,b;), it follows that C F ¢(f(a;), f(bi)) A ¢(g(ai),g(b;)). Recall that
fla = gla. Since a; is a tuple of elements in A’, this implies f(a;) = g(a;). Then,
as ¢ defines a function on K, we conclude that f(b;) = g(b;). Thus, we have proven
that A’, B are finitely generated members in K such that the inclusion A’ < B is a
non-surjective epimorphism, contradicting our assumption that K has the weak ES
property. The implication from (2) to (3) is straightforward.

Finally, for the implication (3) = (1), assume that the finitely generated members
of K lack proper subalgebras that are almost total and epic in K, and let f: A — B
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be an epimorphism between finitely generated members A, B € K. We have to show
that f is surjective. Suppose this was not the case. Then f[A] < B is a proper epic
subalgebra. Since A and B are finitely generated, there exists a finite set X C B and an
element b € B such that

B = SgB(f[AJuX U {b})and b & SgB(f]A]UX). (7.1)

Now, let C < B be the algebra with universe Sg? (f[A] U X). By the above display (7.1),
we conclude that C < B is proper and almost total. Finally,as A < C<Band A < B
is epic in K by assumption, it follows that C < B is also epic in K. This establishes the
claimed implication and concludes the proof. X

In contrast to Campercholi’s approach in [9], the techniques used in our version
of [9, Thm. 18] for the weak ES property are purely algebraic and do not rely on
the Infinitary Baker-Pixley Theorem (Chapter 3) or require any model-theoretic back-
ground (Chapter 5). Besides the standard universal algebraic concepts introduced in
the preliminaries (Section 2.3), we will only make use of the following new notion,
which turns out to be our crucial tool.

Definition 7.3. [12, Def. 3.4] Let B be a member of a quasivariety K. A subalgebra
A < Biscalled full in K when it is proper, almost total, and for every idg # 6 € Conk(B)
and every b € B, there exists a € A such that (a,b) € 6. When A < B is both epic and
full in K, we say that A < B is fully epic in K.

The next lemma is a useful observation that facilitates the verification of fullness.

Lemma 7.4. Let K be a quasivariety and A, B € K such that A < B is proper and almost
total with B = SgB(A U {b}). Then, A < B is full in K iff for every idg # 6 € Cong(B)
there exists a € A such that (a,b) € 6.

Proof. Consider idg # 6 € Conk(B). If A < B is full in K, then for every ¢ € B there
exists a € A such that (a,¢) € 6. So, in particular, this also holds for b.

Conversely, let ¢ € B. As B = SgB(A U {b}), from Lemma 2.1.16, it follows
that there exist a term t and ay,...,a4, € A such that ¢ = tB(ay,...,a,,b). Now,
by assumption, there exists 2 € A such that (a,b) € 6. Thus, we conclude that
(tB(ay,...,a,,b),t8(ay,...,a,,a)) € 6. Therefore, a’ = t8(ay,...,a,,a) € A satisfies
(c,a') € 6. X

The usefulness of the notion of fullness is justified by the observation that we can
find a fully epic counterexample in any quasivariety lacking the weak ES property.
This will be an immediate consequence of the next proposition.

Proposition 7.5. [12, Prop. 3.7] Let K be a quasivariety, B € K, and A < B proper and
almost total. Then, there exists 0 € Cong (B) such that A/0 < B/ is full in K.

Proof. As A < B is proper and almost total, there exists an element b € B \. A such
that B = SgP(A U {b}). Consider the poset

X = {0 € Conk(B) : there exists no a € A such that (a,b) € 6}

ordered under the inclusion relation. We will apply Zorn’s Lemma to obtain a maximal
element of X. Clearly, X contains idg. Furthermore, the definition of X and Proposition
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2.3.16 guarantee that X is closed under unions of non-empty chains. Therefore, there
exists a maximal element 6 of X.

From 0 € X it follows that b/6 does not belong to A/6. Therefore, A/6 < B/6
is proper. Moreover, B = SgB(A U {b}) implies that B/6 = SgB/®(A/0 U {b/6}).
Therefore, A/0 < B/0 is almost total. It only remains to prove that A/6 < B/6 is full
in K. To this end, consider ¢ € Conk(B/6) . {idp g }. Using Lemma 7 4 it suffices to
show that there exists 1/0 € A/ such that (a/60,b/6) € ¢. By the Correspondence
Theorem 2.3.17, there exists a K-congruence 7 € Cong (B) such that

6 Cn and ¢ ={(a/0,c/0): (a,c) €y}

Since 6 is a maximal element of X, from 6 C , it follows that # ¢ X. Therefore,
there exists a € A such that (a,b) € 5. In view of the above display, this yields
(a/6,b/0) € ¢, as desired. X

Corollary 7.6. [12, Cor. 3.8] A quasivariety K has the weak ES property iff its finitely
generated members lack subalgebras that are fully epic in K.

Proof. The implication from left to right follows from Lemma 7.2. To prove the other im-
plication, suppose by contraposition that K lacks the weak ES property. By Lemma 7.2
there exist a finitely generated algebra B € K and A < B proper, almost total, and
epic in K. Therefore, we can apply Proposition 7.5 obtaining 6 € Conk(B) such that
A/0 < B/ is full in K. Furthermore, from the assumption that A < B is epic in K by
Lemma 2.4.6, it follows that sois A/0 < B/6. X

We are now ready to present a proof of the improved version of Theorem 6.3, which
simplifies the verification of the weak ES property or its failure in the presence of a
near-unanimity term.

Theorem 7.7. [12, Thm. 4.3] Let K be a quasivariety with an (m + 1)-ary near-unanimity
term. Then, the following are equivalent:

1. K has the weak ES property;

2. Every finitely generated subdirect product A < Aj X --- X Ay, where the factors
A1, ..., Ay are elements of Kggsr, lacks subalgebras that are fully epic in K.

Notice that, in comparison to Theorem 6.3, a failure of the weak ES property does
not only occur in an arbitrary subalgebra A < A1 X - - - X Ay, but A can be assumed to
be a subdirect product. Moreover, the factors Ay, ..., A, are themselves RFSI members
of K, whereas in Theorem 6.3 we need to consider members of the class P, (Kggs;).

The key of the proof is to verify that in the presence of an (m + 1)-ary near-
unanimity term, given a full subalgebra A < B, we can always find a subdirect
embedding of B into By X - -- X By, for some By,...,B,, € Kggs. This will be the
content of Proposition 7.10.

To carry out that proof, it is convenient to introduce the following concept:

Definition 7.8. [12, Def. 4.4] Let K be a quasivariety, A € K, and 6 € Conk(A). Given
a positive integer m, we say that 6 is m-irreducible in Conk (A) when for every family
01,...,0, € COHK(A)

0=60iN---Nbyimplies® =0, N---NBO;i_1 NOi1N---NOy for somei < m.

When K is clear from the context, we will simply say that 6 is m-irreducible.
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Notice that the only 1-irreducible K-congruence of A is A x A. Moreover, a K-
congruence 6 of A is 2-irreducible iff either 6 € Irrg(A) or = A x A.

Establishing the following observation about m-irreducible congruences will be
instrumental for the proof of Proposition 7.10.

Proposition 7.9. [12, Prop. 4.5] Let K be a quasivariety, A € K, and 6 an (m + 1)-irreducible
K-congruence of A. Then there exist ¢1, ..., ¢m € Irr(A) such that @ = ¢1 N -+~ N Py

Proof. Let k be the least positive integer such that 6 is k-irreducible. Since we allow
repetitions among the ¢, . . ., ¢y, in the statement and k < m + 1, it is sufficient to show
that there exist ¢, ..., ¢x_1 € Irrg(A) suchthat0 = ¢ N - - Npr_1. If k =1, then 6 is
l-irreducible. Thus, § = A x A, and 0 can be written as the intersection of an empty
family of members of Irr (A). So, we may assume that k > 2.

As 6 is not (k — 1)-irreducible, there exist 6y, ..., 01 € Conk(A) such that

0=0N---Nb_gandd #6,N---NO;_1 NG N---NO_q foreveryi <k—1. (7.2)
Consider the poset
X={(¢1,...,px_1) :0; C ¢ € Cong(A) foreveryi<k—land0=¢;N---Ne¢py_1}

ordered under the relation given by (¢1,...,¢r_1) < (m1,...,1x_1) iff ¢; C #; for every
i < k—1. We will apply Zorn’s Lemma to obtain a maximal element of X. Clearly, X
contains (01, . ..,0¢_1). Consider a non-empty chain C in X. For eachi < k —11let C;
be the projection of C on the i coordinate. Observe that C; is a non-empty chain in
Conk (A) because C is a non-empty chain in X. We will prove that ((JCy,...,UCi_1) is
an upper bound of C in X. Proposition 2.3.16 implies that each | C; is a K-congruence
of A. Furthermore, as 6; is contained in every member of C; and C; is non-empty, we
have 0; C |J C;. Lastly, observe that

(Uc)nn(Uca) =Ulgin-neer:gieCori<k—1} =6, (7.3)

where the first equality holds by the infinite distributive law and the second one can
be established as follows. Let ¢1 € Cy,...,¢x—1 € Ci_1. Then, there exists a tuple
(¢1,...,¢r_1) € Csuch that ¢; C ¢/ for every i < k — 1 because C is a chain. As a
consequence,

N N1 SN NP1 SH N---Npj_, =86, (7.4)

where the the first inclusion holds because ¢; € C; for every i < k — 1, and the last
equality holds because (¢/,..., ¢, ;) € C. Asf = 6N ---N6b_, condition (7.4)
implies that ¢; N --- N1 = 6. This establishes condition (7.3) and shows that
(UC1,...,UCk_1) is an upper bound of C in X. By Zorn’s Lemma the poset X has a
maximal element (¢1, ..., Pr_1). In particular, 6 = p1 N - - N Pg_1.

It only remains to show that ¢1,...,¢x_1 € lrrc(A). First, observe that for every
i <k —1wehave

OF 1N NPia N1 N NP1,
because otherwise 6 = 61N ---N0;_ 1 NG N---Nb1asd C 6 C ¢; for every
j < k —1, which contradicts condition (7.2). It follows that ¢ # A x A for every
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i < k—1Dbecause 8 = ¢1 N ---N¢Pr_1. Now, suppose that ¢; = 11 N 12 for some
71,12 € Conk(A). We have

O=g1N- N1 =g1N---NPica NN N Pig1 N N prg.

As 0 is k-irreducibleand 0 # ¢1 N - - - Npi_1 NP1 N -+ - N1 foreveryi < k—1, we
obtain
9:Gblm‘"ﬂ¢i—1ﬂﬂjm¢i+1ﬁ"'m¢k—1

forj=1orj=2.Since 6; C ¢; C 11,12, the maximality of (¢y,...,¢x_1) in X implies
that ¢; = 111 or ¢; = 12. Thus, ¢; € Irr(A) as desired. X

Now we are ready to prove the announced proposition. The proof of Theorem 7.7
will then be a straightforward consequence.

Proposition 7.10. [12, Prop. 4.6] Let K be a quasivariety with an (m + 1)-ary near-unanimity
term. Moreover, let B € Kand A < B full in K. Then, there exists a subdirect embedding of B
into By X - - - X By, for some By, ..., By € Kggst.

Proof. We first show that idg is (m + 1)-irreducible. Let 6y,...,0,4+1 € Conk(B) be
such thatidg = 60; N ---N0y41. Define ¢; := 01N ---N6Oi_1 NOi11---N6Oyyq for each
i < m+ 1. We will show that ¢; = idg for some i < m + 1. Suppose the contrary, with
a view to contradiction. Now, recall that A < B is proper and almost total. Therefore,
there exists b € B such thatb ¢ A and B = SgB(A U {b}). Since A < Bis full in K,
there exist ay, ..., a,+1 € A such that (a;,b) € ¢; for every i < m + 1. By assumption K
has a near-unanimity term p(x1, ..., Xy+1). We will prove that

<nuB(a1/ .. ~/am+1)/ b> S 9]

for every j < m + 1. To this end, consider j < m + 1. As (a;,b) € ¢; C 0; for every
i < m+1such thati # j, we obtain (u®(ay,...,ap41), 45(b,...,b,a;,b,...,b)) € 6,
Furthermore, since y is a near-unanimity term, we have ptB (b,...,b, aj,b,..., b) = b.
Hence, (u8(ay,...,am11),b) € 0;. This establishes the above display. Together with
the assumption that idg = 01 N - -+ N 6,41, this implies b = uB(ay,...,ay,11). As
ay,...,am11 € Aand A < B, we conclude that b € A, which is false. Hence, idp is
(m 4+ 1)-irreducible, as desired.

By Proposition 7.9 there exist 61, ...,60, € lrrk(B) such thatidg = 610 -+ N 6y,
Therefore, we can apply Proposition 2.3.21 obtaining a subdirect embedding

f:B—B/0; X - X B/,

Furthermore, from Theorem 2.3.24 and 6y, ..., 0, € Irrg(B) it follows that each B/#6;
belongs to Kggs;. X

Proof of Theorem 7.7. The implication from (1) to (2) holds by Lemma 7.2. We will
prove the other implication by contraposition. Suppose that K lacks the weak ES
property. By Corollary 7.6 there exist B € K finitely generated and A < B fully epic
in K. Then, in view of Proposition 7.10, we may assume that B < B; X --- X By, isa
subdirect product for some By, ..., By, € Kggs;. X

Exploiting the concept of full subalgebras, we could also achieve the following
improvement of Theorem 6.4 for the weak Es property:
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Theorem 7.11. [12, Thm. 5.3] Let K be a congruence permutable variety. Then, the following
are equivalent:

1. K has the weak ES property;
2. Every finitely generated member of Kgs; lacks subalgebras that are fully epic in K.

Observe that the statement of this theorem is exactly the statement of Theorem 6.4,
translated to the case of the weak ES property, but under significantly weaker assump-
tions. Indeed, we only require the variety to be congruence permutable instead of
arithmetical, and we can completely dispense with the requirement that Ks; must be a
universal class.

Again the proof, which can be found in [12], only requires universal algebraic tools
and does not depend on the theory of global subdirect representations (Chapter 4) or
on any definability conditions (Chapter 5).
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