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Abstract
Hidden Markov Models (HMMs) have been a popular choice for automatic speech

recognition (ASR) for several decades due to their mathematical formulation and com-

putational efficiency, which has consistently resulted in a better performance compared

to other methods during this period. However, HMMs are based on the assumption of

statistical independence among speech frames, which conflicts with the physiological

basis of speech production. Consequently, researchers have produced a substantial

amount of literature to extend the HMM model assumptions and incorporate dynamic

properties of speech into the underlying model. One such approach involves segmental

models, which addresses a frame-wise independence assumption. However, the com-

putational inefficiencies associated with segmental models have limited their practical

application. In recent years, there has been a shift from HMM-based systems to neural

networks (NN) and deep learning approaches, which offer superior performance com-

pared to conventional statistical models. However, as the complexity of neural models

increases, so does the number of parameters involved, requiring a greater dependency

on training data to optimise model parameters.

This present study extends prior research on segmental HMMs by introducing a Seg-

mental Continuous-State Hidden Markov Model (CSHMM) examining a resolution to

the issue of inter-segmental continuity. This is an alternative approach when compared

to contemporary speech modelling methods that rely on data-centric NN techniques,

with the goal of establishing a statistical model that more accurately reflects the speech

production process. The Continuous-State Segmental model offers a flexible mathemat-

ical framework which can impose a continuity constraint between adjoining segments

addressing a fundamental drawback of conventional HMMs, namely, the indepen-

dence assumption. Additionally, the CSHMM also benefits from a practical training

and decoding algorithm which overcomes the computational inefficiency inherent in

conventional decoding algorithms for traditional Segmental HMMs.

This study has formulated four trajectory-based segmental models using a CSHMM
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framework. CSHMMs have not been extensively studied for ASR tasks due to the ab-

sence of open-source standardised speech tool-kits that enable convenient exploration

of CSHMMs. As a result, to perform sufficient experiments in this study, training and

decoding software has been developed, which can be accessed in (Seivwright, 2015).

The experiments in this study report baseline phone recognition results for the four

distinct Segmental CSHMM systems using the TIMIT database. These baseline results

are compared against a simple Hidden Markov Model-Gaussian Mixture Model (HMM-

GMM) system. In all experiments, a compact acoustic feature representation in the

form of bottleneck features (BNF), is employed, motivated by an investigation into

the BNFs and their relationship to articulatory properties. Although the proposed

CSHMM systems do not surpass discrete-state HMMs in performance, this research

has demonstrated a strong association between inter-segmental continuity and the

corresponding phonetic categories being modelled. Furthermore, this thesis presents a

method for achieving finer control over continuity between segments, which can be

expanded to investigate co-articulation in the context of CSHMMs.



vii

Acknowledgements
I would like to express my gratitude to my supervisor, Professor Martin Russell, for

his invaluable guidance, unwavering support, and generous sharing of knowledge

and expertise, which inspired this research. I consider myself extremely fortunate to

have had such a patient and encouraging mentor who invested in me and my work. I

would also like to extend a special thank you to Dr. Steve Houghton for his creativity

in helping me conceptualise the models that formed the foundation of this research.

My sincere appreciation goes out to my colleagues in the Speech Group, including Dr.

Peter Jancovic, Dr. Philip Weber, Dr. Linxue Bai, Dr. Eva Fringi, Dr Xizi Wei, and Dr

Mengjie Qian. Their advice, support, and stimulating discussions over tea and cake

helped shape the direction of this research.

I am deeply grateful to my grandparents and mother, Mr. Glyn Williams, Mrs. Brenda

Williams, and Ms. Tracey Williams, for their unwavering love and support throughout

the years. To my friends, I extend my heartfelt thanks to Nerupa Kidnapillai, Larry

Godwin, and Elizabeth Johnstone, who have navigated the world of research with me

providing endless encouragement. I am especially grateful to Larry for teaching me

about posterior positivity!

Finally, I would like to thank my husband Vernon Caisley, you have run this long race

with me with unfaltering patience, an abundance of kindness and consistent faith. Your

support has seen me across the finish line - this is a win for us both.





ix

Contents

Declaration of Authorship iii

Abstract v

Acknowledgements vii

List of Figures xiii

List of Tables xvii

List of Acronyms xix

1 Introduction 1

1.1 Automatic Speech Recognition Today . . . . . . . . . . . . . . . . . . . . 1

1.2 Formulation of the ASR Problem . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Research Motivation and Contributions . . . . . . . . . . . . . . . . . . . 5

1.4 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Literature Review 9

2.1 Speech Production . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1.1 Acoustic Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1.2 Articulatory Properties . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.1.3 Phonetic Categories . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2 Speech Feature Representations . . . . . . . . . . . . . . . . . . . . . . . . 16

2.2.1 Formants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.2.2 Mel Frequency Cepstral Coefficients . . . . . . . . . . . . . . . . . 18



x

2.2.3 Perceptual Linear Prediction Coefficients . . . . . . . . . . . . . . 20

2.2.4 Articulatory Features . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.2.5 Bottleneck Features . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.2.6 Direct Waveform . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.3 Modern Applied ASR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3 Markov Processes for Acoustic Modelling 31

3.1 Introduction to Markov Processes . . . . . . . . . . . . . . . . . . . . . . . 32

3.2 Hidden Markov Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.2.1 HMM Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.3 Hidden Semi Markov Models . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.3.1 Trajectory Modelling with SHMMs . . . . . . . . . . . . . . . . . . 45

Constant Trajectory Model . . . . . . . . . . . . . . . . . . . . . . 47

Linear Trajectory Model . . . . . . . . . . . . . . . . . . . . . . . . 48

3.3.2 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.4 Linear Dynamical Models . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.4.1 Application of LDMs to ASR . . . . . . . . . . . . . . . . . . . . . 52

3.5 Continuous State HMMs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.5.1 Application of Continuous State HMMs to ASR . . . . . . . . . . 58

Interpretation of the CSHMM Framework . . . . . . . . . . . . . 59

3.6 Training and Decoding Algorithms . . . . . . . . . . . . . . . . . . . . . . 61

3.6.1 Baum Welch Algorithm . . . . . . . . . . . . . . . . . . . . . . . . 62

Baum Welch Re-estimation . . . . . . . . . . . . . . . . . . . . . . 66

3.6.2 Viterbi Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.6.3 Kalman Filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.6.4 A* Decoding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4 Acoustic Feature Representation 80



xi

4.1 Bottleneck Feature Representation . . . . . . . . . . . . . . . . . . . . . . 80

4.2 Experimental Setup: Bottleneck Neural Network Structure . . . . . . . . 84

4.3 Visual Analysis of Bottleneck Features . . . . . . . . . . . . . . . . . . . . 86

4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5 Experiment Preliminary Details 96

5.1 Speech Corpus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5.1.1 Phone Mappings . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.2 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

6 Continuous State Segmental Models for Speech Recognition 102

6.1 Constant Trajectory CSHMM . . . . . . . . . . . . . . . . . . . . . . . . . 104

6.2 Linear Trajectory CSHMM . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

6.2.1 Discontinuous Piecewise Linear Trajectory model (DPLTM) . . . 109

6.2.2 Continuous Piecewise Linear Trajectory model (CPLTM) . . . . . 112

6.3 Training and Decoding Algorithms . . . . . . . . . . . . . . . . . . . . . . 114

6.3.1 Training Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

Timing Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

Language Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

6.3.2 Viterbi Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

Visual Analysis of Viterbi Training . . . . . . . . . . . . . . . . . . 119

6.3.3 Decoding Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . 127

6.4 Experiments and Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

6.4.1 Preliminary Experimental Optimisations . . . . . . . . . . . . . . 129

Bottleneck Feature Dataset . . . . . . . . . . . . . . . . . . . . . . 130

6.4.2 Baseline TIMIT Experiments for Segmental CSHMM . . . . . . . 131

Visual Comparison of DPLTM and CPLTM . . . . . . . . . . . . . 134

6.4.3 System Evaluation and Test of Significance . . . . . . . . . . . . . 139

6.4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

7 Soft Continuity Measure for Continuous State Segmental Model 145



xii

7.1 Binary Switching Between DPLTM and CPLTM Decoders . . . . . . . . . 146

7.2 Convolutional Scaling with Constant Global Parameters . . . . . . . . . 147

7.3 Convolution Scaling with Context Dependent Parameters . . . . . . . . . 150

7.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

8 Conclusions 154

8.1 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

A TIMIT Phone Set Mappings 160

B Gaussian Identities 163

B.0.1 Product of Two Gaussian PDFs . . . . . . . . . . . . . . . . . . . . 163

B.0.2 Convolution of Two Gaussian PDFs . . . . . . . . . . . . . . . . . 166

Bibliography 167



xiii

List of Figures

2.1 Anatomical diagram of human head with labelled speech articulators. . 11

2.2 Plot of waveform and spectrogram, with annotated Formants. . . . . . . 12

2.3 Vowel space trapezium for British English. . . . . . . . . . . . . . . . . . 15

2.4 Mel-Frequency Cepstral Coefficient Extraction Pipeline. . . . . . . . . . . 19

3.1 Diagram showing a two-state ergodic Markov chain with annotated

transition probability indexes. . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.2 Diagram showing a two-state left-to-right Markov Chain with annotated

transition probability indexes. . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.3 Conceptual diagram of a three state HMM structure with annotated

transition and emission probabilities. . . . . . . . . . . . . . . . . . . . . . 39

3.4 SHMM structure showing the the mapping between observation and

hidden states, including their corresponding durations. . . . . . . . . . . 43

3.5 Diagram showing the general system architecture for a Linear Dynamic

Model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.6 Comparative spectrograms taken from Frankel (2003) showing an LDM

reconstruction of a spectrogram. . . . . . . . . . . . . . . . . . . . . . . . 54

3.7 Idealised model of CSHMM formant tracks adapted from (Champion

and Houghton, 2016) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.8 Diagram showing the forward algorithm computation trellis with the

annotated calculation operations for an element αt(j). . . . . . . . . . . . 63

3.9 Diagram showing the backward algorithm computation with the anno-

tated calculation operations for an element βt(i). . . . . . . . . . . . . . . 65



xiv

3.10 Visualisation of a Viterbi computation trellis for efficient decoding. . . . 68

4.1 Optimised 2D BNFs (dots) and feature means of 2D BNFs (circles) for

each phone for a phone classification DNN. . . . . . . . . . . . . . . . . . 83

4.2 Five-layer neural network architecture used to extract low-dimensional

bottleneck features. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.3 Visualisation of 9 dimensional BNFs with the TIMIT segmentation (ver-

tical lines) for the utterance:: TEST/DR8/MJTC0/SX110 . . . . . . . . . 87

4.4 Visualisation of 9 dimensional BNFs with the TIMIT segmentation (ver-

tical lines) for the utterance: TEST/DR8/MJLN0/SX9 . . . . . . . . . . . 88

4.5 Visualisation of 9 dimensional BNFs with the TIMIT segmentation (ver-

tical lines) for the utterance: TRAIN/DR6/MRMB0/SX231 . . . . . . . . 89

4.6 Visualisation of 9 dimensional BNFs with the TIMIT segmentation (ver-

tical lines) for the utterance: TRAIN/DR2/MWEW0/SI731 . . . . . . . . 90

4.7 Visualisation of 9 dimensional BNFs with the TIMIT segmentation (ver-

tical lines) for the utterance: TEST/DR2/MWEW0/SX11 . . . . . . . . . 91

4.8 Visualisation of 9 dimensional BNFs with the TIMIT segmentation (ver-

tical lines) for the utterance: TRAIN/DR2/MDLB0/SX46 . . . . . . . . . 92

5.1 Distribution of broad phone categories in the recommended training

(top) and test (bottom) dataset split for TIMIT (Garofolo et al., 1993). . . . 99

6.1 A conceptual diagram of Piecewise Constant Trajectory Model (PCTM). 105

6.2 A conceptual diagram showing a hypothesised trajectory update as new

features are observed in a single segment. . . . . . . . . . . . . . . . . . . 106

6.3 A visual representation of a Discontinuous Piecewise Linear Trajectory

Model (DPLTM). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

6.4 A visual representation of the underlying model structure of a Continu-

ous Piecewise Linear Trajectory Model (CPLTM). . . . . . . . . . . . . . . 114

6.5 Spectrogram displaying approximated segmentation for TIMIT utter-

ance: "The oasis was a mirage". . . . . . . . . . . . . . . . . . . . . . . . . 120



xv

6.6 Spectrogram displaying approximated segmentation for TIMIT utter-

ance: "Elderly people are often excluded". . . . . . . . . . . . . . . . . . . 121

6.7 Spectrogram displaying approximated segmentation for TIMIT utter-

ance: "It provides a frame for the sampling ceremony". . . . . . . . . . . 122

6.8 Spectrogram displaying approximated segmentation for TIMIT utter-

ance: "He will allow a rare lie". . . . . . . . . . . . . . . . . . . . . . . . . 123

6.9 Spectrogram displaying approximated segmentation for TIMIT utter-

ance: "Only lawyers love millionaires". . . . . . . . . . . . . . . . . . . . . 124

6.10 Spectrogram displaying approximated segmentation for TIMIT utter-

ance: "The best way to learn is to solve extra problems". . . . . . . . . . . 125

6.11 TIMIT sentence SX110 Bottleneck feature data with approximated system

trajectories DPLTM (blue) CPLTM (green) with segmentation (dotted

vertical) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

6.12 Visualisation of phone recognition performance (% Correct) showing

significant differences between DPLTM and CPLTM systems . . . . . . . 142

7.1 A visual idealisation of a Soft-Continuity Piecewise Linear Trajectory

Model (SC-PLTM). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146





xvii

List of Tables

2.1 Phone categories with corresponding phone labels used for experimen-

tation in this thesis (Halberstadt and Glass, 1998). . . . . . . . . . . . . . 16

2.2 List of reported phone error rates (PER) on the TIMIT speech corpus in

the last decade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.1 Parameter notation for HMM and CSHMM from (Ainsleigh, 2001) adapted

with updated notation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.2 List of reported phone error rates (PER) on the TIMIT speech corpus in

the last decade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.1 Recognition performance of an HMM-based ASR systems utilising for-

mant and bottleneck feature representations as documented in (Bai, 2018). 86

5.1 Summary of the speech material in TIMIT corpus. . . . . . . . . . . . . . 97

5.2 Speech statistics for TIMIT sets (training, full test, development, and

core test) excluding SA sentences. . . . . . . . . . . . . . . . . . . . . . . . 98

5.3 Recommended broad phone categories. . . . . . . . . . . . . . . . . . . . 100

6.1 Recognition performance after iterations of the Viterbi alignment proce-

dure for a single state DPLTM. . . . . . . . . . . . . . . . . . . . . . . . . 118

6.2 Optimal hyper-parameters for developed systems determined from an

empirical grid search. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

6.3 Phone recognition results for two BNF datasets as described in Chapter

4 tested on a single state baseline system. . . . . . . . . . . . . . . . . . . 131



xviii

6.4 Performance comparison of three segmental CSHMMs and a standard

HMM-GMM model on the TIMIT core test dataset for automatic speech

recognition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

6.5 Binomial significance test results showing the percentage correct for

DPLTM and CPLTM system. . . . . . . . . . . . . . . . . . . . . . . . . . . 141

7.1 Performance of a SC-PTLM with scaled global variance compared to

DPLTM and CPLTM baselines on TIMIT development dataset. . . . . . . 148

7.2 Results of phone recognition experiment for a SC-PTLM compared to a

DPLTM and a CPLTM using the TIMIT test dataset. . . . . . . . . . . . . 149

7.3 Summary of the baseline phone recognition results obtained for the four

optimised Segmental CSHMMs developed in this work. . . . . . . . . . . 151

A.1 Recommended phoneme mappings from 61 to 49 and 41 phone symbols

(Lee and Hon, 1989). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160



xix

List of Acronyms

ANN Artificial Neural Network

ASR Automatic Speech Recognition

BNF Bottle-Neck Features

CNN Convolutional Neural Network

CPLTM Continuous Piecewise Linear Trajectory Model

CSHMM Continuous State Hidden Markov Models

DFT Discrete Fourier Transform

DNN Deep Neural Network

DPLTM Dis-continuous Piecewise Linear Trajectory Model

GMM Gaussian Mixture Models

HMM Hidden Markov Models

IPA International Phonetic Alphabet

MAP Maximum A Posteriori

MFCC Mel-Frequency Cepstral Coefficient

MLP Multi Layer Perception

PCTM Piecewise Constant Trajectory Model

pdf Probability Density Function

PER Phone Error Rate

PTSHMM Probabilistic Trajectory Segmental Hidden Markov Model

RNN Recurrent Nueral Network

SHMM Segmental Hidden Markov Models

SC-PLTM Soft-Continuity Piecewise Linear Trajectory Model

WER Word Error Rate





1

Chapter 1

Introduction

1.1 Automatic Speech Recognition Today

In the past decade, impressive advancements have been made in the field of Automatic

Speech Recognition (ASR) technologies. Within a relatively short time span, ASR

models have transitioned from utilising Hidden Markov Models (HMM) (Rabiner,

1989) to employing more complex HMM-Artificial Neural Network (ANN) hybrid

systems (Trentin and Gori, 2001). At present, state-of-the-art ASR solutions rely on

Deep Neural Network (DNN) techniques. The application of neural networks (NN)

to the ASR problem was initially explored in the 1960s and executed in the 1980s,

however, the computational limitations of that era rendered a NN solution impractical

for real-world scenarios.

In recent times, speech modelling tasks using NNs have been revitalised by the con-

siderable advancements in computing hardware and processing power, as well as the

availability of vast training corpora. Researchers have dedicated substantial efforts to

investigating the practical implementation of DNNs to the speech recognition problem.

As documented by (Hinton, 2012: Deng and Li, 2013), impressive enhancements in ASR

have been reported early on in the decade. Industry-standard ASR systems convention-

ally employ DNNs with multiple non-linear hidden layers to model context-dependent

states directly. These DNN-based recognisers have achieved phone error rates of 13.8%
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on the widely used TIMIT dataset (Ravanelli et al., 2019), which serves as a benchmark

in ASR research.

The emergence of NN-based methods for ASR has led to parallel research efforts

focused on interpreting these models, which are often regarded as "black-box" systems.

Such efforts include model introspection, where activations in different layers of a DNN

are interpreted with respect to phonetic features (Nagamine et al., 2015). Additionally,

the use of DNNs for feature dimensionality reduction has been studied. For instance,

(Bai et al., 2018) examined the phonetic interpretation of a low-dimensional bottleneck

feature representation and concluded that DNNs can learn phonetic structures in

acoustic features that correlate to broad phone classes. While DNN systems improve

ASR accuracy compared to HMM systems, they introduce model abstractions that rely

on acoustically rich datasets for neural networks to learn from, which can be impractical

for low-resource tasks.

Prior to the recent deep learning era, Hidden Markov Models and statistical meth-

ods dominated speech research efforts. The success of HMM-based systems can be

attributed to their ASR performance and because they are mathematically well defined,

making them computationally efficient to implement. However, HMM models have

limitations, as outlined in the foundational paper for HMM-based ASR (Rabiner, 1989),

and discussed in Section 3.2. Segmental HMMs (Holmes and Russell, 1999) and Con-

tinuous State HMMs (Champion and Houghton, 2016) were developed in response

to the limitations of HMM-based speech recognition systems. Although Segmental

HMMs are intuitively better models of speech, in practice, they fail to deliver signifi-

cant performance improvements. Conversely, Continuous State HMMs are relatively

understudied for ASR tasks.

In comparison to previous statistical HMM techniques, NN-based techniques used

for modern ASR can be considered a data-centric solution to the recognition task. In

contrast, the models proposed in this thesis can be regarded as knowledge-driven,

offering an alternative solution to data-centrism.
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1.2 Formulation of the ASR Problem

This section will describe the formulation of the ASR problem, highlighting the different

components of an ASR system, and the associated modelling challenges. The primary

objective of an ASR task is to obtain a sequence of discrete speech entities, usually words

or phonemes, from a continuous time-varying speech signal. In this work, the discrete

units being studied are phonemes. However, for the purposes of problem formulation,

they will be assumed to be words. The main goal of the recognition task is to determine

the most probable word sequence W = {w1, w2, . . . , wj} given a sequence of speech

features Y = {y1, y2, . . . , yT } which can be expressed as a conditional probability

P (W |Y ). Statistically, the objective is to identify the optimal word sequence W ∗ given

all possible word sequences such that:

W ∗ = argmax
W

P (W |Y ) (1.1)

Bayes rule can be used to express this problem as a combination of probabilities:

P (W |Y ) =
P (Y |W )P (W )

P (Y )
(1.2)

The probability of the observed speech features P (Y ) is independent of the consid-

ered word and therefore, can be treated as constant. The prior probability of a word

occurring, given a dictionary of candidate words, is denoted by P (W ) and can be

estimated using a language model. The probability of a sequence of observed features

given a word P (Y |W ) can be approximated from an acoustic model. For optimal

performance, a good ASR system requires P (Y |W )P (W ) to be maximised, this implies

that a good acoustic model score and a good language model score are both necessary

for an optimal ASR system.

For a practical application of an ASR system, the main components defining the task

can be broadly categorised into three areas:
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Front-End Analysis: A crucial step in the ASR task that involves mapping an input

speech signal to a feature vector representation. The output of the front-end analysis

is a sequence of T , d-dimensional feature vectors denoted as Y = y1, y2, . . . , yT . The

feature extraction technique used should produce a feature vector representation that

complements the fundamental characteristics of the acoustic model. Chapter 4 provides

an expanded description of the features utilised for experiments in this thesis. For a

detailed discussion of common feature extraction techniques, refer to Section 2.2.

Acoustic Modelling: The acoustic model aims to output the likelihood that an obser-

vation sequence Y = y1, y2, . . . , yT was generated by a sequence of trained models

λ = λ1, λ2, . . . , λk. A model can be defined in various ways, but this study focuses on

a family of models that can be described as Markovian statistical models. Chapter 3

provides the definitions of a number of Markovian models with details of the specific

model descriptions.

Inference: The inference step in an ASR task involves searching over all model se-

quences arising from all possible word sequences to find the most probable sequence

of models that could have generated the observed data. The goal is to infer the most

likely sequence of words W = w1, w2, . . . , wj given a set of acoustic model probabilities

P (Y |λ), lexical model probabilities P (λ|W ), language model probabilities P (W ), and

a sequence of observed features Y = y1, y2, . . . , yT . This is achieved by maximising

the joint probability of the model sequence, lexical sequence, and language model

probability defined as:

W ∗ = argmax
W

;P (Y |λ);P (λ|W );P (W ) (1.3)

Here, P (Y |λ) is the probability of the observed features given the sequence of models,

P (λ|W ) is the lexical model probability which is unity unless multiple pronunciations

are allowable, and P (W ) is the language model probability.
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The focus of this thesis is to investigate the acoustic modelling component in ASR

systems, with a specific focus on Markovian statistical acoustic models. A key contri-

bution of this work is the development of a novel Segmental Continuous State HMM

(CSHMM). This model is motivated by the continuous nature of speech production

considering both articulation and acoustic continuity. In order to effectively implement

and evaluate the proposed models, it is necessary to consider the following practical

considerations:

1. Training the models: A model structure is defined by the set of parameters,

during training, the model parameters are updated given labelled examples

of speech data. In general, models with higher number or higher dimension

parameters will require more extensive and linguistically diverse datasets during

the training stage to optimise the model’s performance.

2. The decoding problem: Assuming the model is defined by a state-space, the

decoding stage aims to approximate the most probable sequence of states with

which a sequence of observations are realised. A suitable decoding methodology

must be employed to best approximate the underlying sequence of states.

3. Evaluation/scoring: A suitable evaluation metric is needed to benchmark and

interpret the model’s performance accurately. This metric characterises the proba-

bility that a particular sequence of speech units is produced by a model. Such a

metric is necessary to compare different models and their respective performance.

1.3 Research Motivation and Contributions

The motivation of this thesis is to develop a speech model that more accurately reflects

the dynamic nature of speech production. When humans speak, their speech articula-

tors move along continuous trajectories while producing a continuous sound stream.

This articulatory and acoustic continuity is a central focus of this research. The study of

speech dynamics in this context was previously explored in (Deng, 2006) who states

that:
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"A dynamic speech modelling approach can enable us to "put speech science

back into speech recognition" instead of treating speech recognition as a

generic, loosely constrained pattern recognition problem."

This quote directly aligns with the objectives of the current study, which seeks to

demonstrate that a speech model that better represents the dynamic nature of speech

production can enhance speech recognition. This thesis aims to investigate this hy-

pothesis and demonstrate the feasibility of a Segmental CSHMM speech model in

improving speech recognition performance.

A key contribution of this work is to extend current research of CSHMMs in the context

of ASR. The hypothesis underlying this research is that a CSHMM framework offers

greater flexibility for investigating different degrees of continuity in speech, compared

to traditional HMM and statistical methods that have traditionally dominated speech

research. A secondary advantage the proposed CSHMM approach is that it provides

a parsimonious solution to acoustic modelling that is computationally efficient for

practical applications. The proposed acoustic models in this work provide an alternative

approach to data-driven methods that are common in contemporary ASR research.

The intuition is that a parsimonious system will require less training data to estimate

system parameters accurately, making it an attractive approach for low-resource tasks.

Research Contributions

The research contributions made in this thesis can be summarised as follows:

• The Formalisation of a trajectory-based Segmental CSHMM methodology for

acoustic modelling, in Chapter 6.

• Implementation of four distinct trajectory-based Segmental CSHMMs which have

been used to analyse the effects of varying continuity constraints across segment

boundaries, (Seivwright, 2015).
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• Presentation of benchmark results for a Segmental CSHMM system compared to

a standard HMM system, Chapter 6.

• Proposal of a probabilistic measure of continuity between adjacent speech seg-

ment trajectory end-points, in Chapter 7.

• Presentation of a simplified model notation for HMMs, Segmental HMMs, Con-

tinuous State HMMs and Linear Dynamical Systems to remove any notation

confusions that arise across literature sources in Chapter 3.

All recognition results in this thesis utilises the TIMIT speech corpus (Garofolo et al.,

1993) with a low dimensional bottleneck feature (BNF) representation of acoustic data,

which is explained in detail in Chapter 4.

1.4 Thesis Outline

This thesis is structured into eight chapters, the initial four chapters form the theoretical

foundation of the study, delving into a family of Markovian statistical models that are

relevant for ASR. The subsequent three chapters present the experimental methodology

and outcomes of applying a Segmental CSHMM to an acoustic modelling task. Finally,

the last chapter offers a summary of the research findings and outlines future directions

for further development of this work.

The present introductory chapter outlines the motivation for this research and formally

defines the task of ASR. In Chapter 2, a comprehensive literature review of speech

production and articulation is presented. The chapter also includes a discussion of pho-

netic details of speech and speech feature representations that are typically compatible

with Markovian statistical models, which are relevant to the development of acoustic

models that are more faithful to the speech production process. The selection of an

appropriate speech feature representation is a crucial aspect of the model design and is

discussed in detail in Chapter 4. This chapter describes the Bottleneck features used in
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this study to provide a comprehensive understanding of their relevance and suitability

for the acoustic models defined in this work.

Chapter 3 builds upon the literature review by providing a tutorial-style analysis of

Markov processes used for ASR. This chapter uses a simplified notation to present the

model formulas for various models including HMMs, SHMMs, CSHMMs and Linear

Dynamical Models (LDMs). A concluding summary highlights the similarities and

shared assumptions among these models. Chapter 4 describes the derivation of the

bottleneck speech features (BNFs) used in this study. An empirical analysis of the BNFs

is presented, highlighting the characteristics of these features that align with the model

assumptions. Chapter 5 outlines the speech corpora used in this research and provides

preliminary details for all experiments in this study.

Chapter 6 presents the experimental results obtained from comparing a continuous state

system with no continuity constraint between adjacent segments to a continuous state

system with continuity enforced at segment endpoints. This chapter is a central part

of this study, as it presents a detailed analysis of the novel trajectory-based Segmental

CSHMMs, including the training and decoding algorithms used. Furthermore, the

benchmark ASR performance of the Segmental CSHMMs is compared to conventional

HMM-GMM system.

Chapter 7 extends the initial experimental results presented in Chapter 6 by introducing

a soft continuity constraint framework. This chapter presents the experimental results

for three different probabilistic soft-continuity methods and concludes with a discussion

of the findings. Finally, Chapter 8 concludes the thesis by summarising the significant

contributions of this research and proposing potential avenues for future research.
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Chapter 2

Literature Review

Automatic speech recognition (ASR) is an applied technology within speech science,

which includes the study of speech communication. This broad interdisciplinary field

requires knowledge of anatomy, acoustics, signal processing, linguistics, physiology,

and psychology. For more than seven decades, research on speech recognition has been

a significant focus in human-machine communication and artificial intelligence. The

development of ASR models has relied upon human speech and hearing physiology

knowledge to improve models and feature representation.

This chapter provides a comprehensive review of relevant literature on the physiology

of human speech production. This study focuses on the acoustic and articulatory details

of speech production, including phonetic representations, and how such features can

reflect the physiology of speech. Section 2.1 presents an overview of the physiological

processes involved in human speech production, including the anatomy of the vocal

tract and articulation as well as descriptions of the acoustic, articulatory, and phonetic

properties of speech that are considered for ASR modelling tasks. Section 2.2 reviews

commonly used speech feature representations that serve as input to an ASR model.

Additionally, this chapter concludes with a summary of modern speech recognition

applications, highlighting the models that have contributed to the advancement and

improvement of ASR technology overall. This contextualises the work presented in

this thesis and underscores the importance of research on the physiology of human
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speech production in developing effective ASR models.

2.1 Speech Production

The human speech production process has been extensively studied across various

disciplines, including linguistics, speech science, and communication technologies.

Speech production has an acoustic and articulatory component, both of which are

discussed in this section.

The primary organs used when producing a sound are the lungs, trachea, larynx, vocal

folds, and the oral and nasal tracts, illustrated in Figure 2.1. During speech production,

a stream of air is expelled from the lungs. Air travels up the trachea and passes through

the larynx, where it is modulated by the vocal folds (Flanagan, 1979). This modulation

occurs through the opening and closing of the small opening at the vocal folds known

as the glottis in response to changes in air pressure. The positive air pressure from the

lungs forces the glottis open momentarily; the increase in airflow when the vocal folds

open results in a drop in pressure, consequently drawing the folds back into the closed

position. The constant airstream from the lungs causes the vocal folds to open and

close cyclically with a typical cycle period of 10ms for human speech which has been

determined by empirical observations and physiological measurements (Fry, 1979).

2.1.1 Acoustic Properties

The vibrating of the vocal folds is the primary source of excitation for speech. The type

of excitation can alter the periodicity of the speech signal; typically, speech signals are

usually considered voiced or unvoiced. Voiced sounds are produced when vocal folds

are close together and vibrating, whereas unvoiced sounds are produced when the

vocal folds are apart and stationary. There are also other categories of excitation, such

as "creaky voice", "breathy", and "whisper," each of which are produced by vocal folds

vibrating in a particular region of the glottis.
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FIGURE 2.1: Anatomical diagram of human head with labelled speech
articulators. - Diagram modified to include red directional arrows to
illustrate two of the spacial directions with which articulators are loosely

constrained to move along.

For voiced sounds, the frequency at which the vocal folds vibrate for a unit of time is

known as the fundamental frequency (F0). The rate of vibration varies for males, fe-

males, and children due to biological variations in the length and thickness of the vocal

tract. The configuration of the vocal tract during speech production relates to formant

frequencies, which are concentrations of acoustic energy around specific frequencies

in a speech wave. The vocal tract acts as a resonator, and different frequencies can be

modulated by the articulators, forming vocal formants (Holmes and Holmes, 2001).

Formants are well-formed in voiced regions of speech and have motivated research

exploring formant measures as an acoustic feature representation for ASR.

There are four main acoustic properties of speech; amplitude, formants, frequency and

time. A spectrogram plot can be used as a visual aid to interpret how the different

frequencies that make up a waveform change over time. Figure 2.2 shows the speech

waveform and the corresponding spectrogram for the utterance "He will allow a rare lie"

generated using PRAAT software (Boersma and Weenink, 2001). The x-axis represents

time and the y-axis represents the frequency in Hertz. The amplitude of the frequency

is shown as a grey level, where black indicates the most energy, and light grey indicates
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regions with the least energy. The spectrogram is a useful way of visualising the time,

frequency and amplitude dimensions of speech. The particular utterance in Figure 2.2

has been selected as it is rich in voiced regions, meaning the vowels are well structured,

consequently, the amplitude is easily identified from the dark bands that exist through

most of the speech.
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FIGURE 2.2: Plot of waveform and spectrogram, with annotated For-
mants (red dots) for TIMIT utterance SX11.wav - "He will allow a rare

lie".

2.1.2 Articulatory Properties

When humans speak, the position of the tongue, lips, teeth and other articulators move

in a continuous motion along trajectories constrained by the jaw’s physical structure

and the human anatomy, as illustrated by the red arrows overlaid on Figure 2.1. These

arrows serve to demonstrate that when humans speak, only a limited set of gestures

are available to different articulators.For example, the upper and lower lips can move

in an up/down motion along one axis, although they are not limited to only this move-

ment, while the tongue can move in a forward, backward motion along a dimension

perpendicular to the teeth.
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To illustrate this further, consider the movement of articulators when saying the word

"round". The lips move forward with a small opening, the teeth are almost closed, and

the tongue moves to the back of the mouth cavity while producing the /r/ sound. This

configuration is followed by the opening of the jaw, the lips and teeth move apart in an

up-down motion creating a wide opening of the mouth, and the tongue moves forward

towards the teeth during the /ou/ sound. When the /n/ sound is produced, the teeth

close, and the tip of the tongue is pressed against the upper front region of the mouth

called the alveolar ridge. Next, the velum is lowered to let the airstream pass through

the nasal cavity. The final /d/ sound has a similar articulatory configuration as the

/n/ where the tip of the tongue is pressed against the alveolar ridge. However, in the

case of producing the /d/, the velum is raised to build up the air pressure behind the

tongue which is then rapidly released.

This example highlights how articulators move smoothly from one configuration to the

next in such a way that movements needed for adjacent sounds are often completed

in transition. The vocal tract cannot change instantaneously from one configuration

to another. The articulatory transition between sounds will influence the sound sig-

nal, a phenomenon known as co-articulation (Deng and Ma, 2000). Co-articulation

occurs when the acoustic information relative to a particular sound spreads beyond the

boundary of that sound. An explicit model of co-articulation, one which provides the

flexibility to model systematic variation, could be beneficial to acoustic modelling for

ASR (Frankel, 2003).

The application of a soft-continuity model presented in this thesis explicitly models the

continuity at adjacent segment boundaries in the context of Continuous State Hidden

Markov Models (CSHMMs). This could provide an exciting opportunity to extend the

research on co-articulation and is discussed further in Chapter 7.
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2.1.3 Phonetic Categories

This section aims to emphasise the fundamental impact of acoustic and articulatory

properties in human speech communication and strengthen the hypothesis that an

acoustic model, which is a more faithful model of speech production, can enhance

speech recognition. A phone is a sound unit used in speech analysis to encode distinct

physical or perceptual properties of speech. A description of different phonetic cate-

gories in the context of their acoustic and articulatory variability are presented in this

section.

Speech sounds can be categorised into groups based on their excitation and articulatory

configuration. As previously discussed, sounds can be divided into the categories of

voiced and unvoiced excitation. Sounds can be further divided into phonetic categories,

which are characterised according to whether they are voiced or unvoiced and relative

to the place and manner of articulation. Two broad phone categories are vowels and

consonants.

A vowel is a voiced sound realised by the vibrations of the vocal folds when a steady

stream of air is expelled from the lungs. The study of the articulator positions when

producing vowel sounds has interested linguists, phoneticians, and speech scientists

for decades (Johns, 1975). The articulator position is a good descriptor for the type of

vowel being produced. These vowel sounds can be mapped to a vowel space trapezium

which is a diagram that relates the tongue’s position to the realisation of the different

vowel sounds. Figure 2.3 is an example of a vowel space diagram for the English

language. The phonetic symbols used in this particular diagram are taken from the

International Phonetic Alphabet (IPA) set (International, 1975). The absolute positions

of phones could differ on different vowel space diagrams due to the variance in human

vocal tracts. However, the general relative positions stay in the same pattern.

Consonants are made up of all non-vowel sounds and can also be sub-categorised

according to their articulatory configuration. Consonants differ from vowels in that

they are formed with an obstruction in the airflow and are grouped according to the
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FIGURE 2.3: Vowel space trapezium for British English phonemes. - Diagram shows the
relationship between vowel sounds and positions of the tongue during the production of such

sounds, dashed arrows represent diphthongs. (Wells, 1982)

manner and place of the obstruction. In (Denes and Pinson, 1993), different categories

of consonants are summarised into plosive, fricative, nasal, and approximant.

A plosive sound can be both voiced, for example [b, d, g] or unvoiced [p, t,

k]. For this type of sound, air pressure builds up and is then rapidly released. The

difference between the realisation of voiced and unvoiced plosive sounds is that the

vocal folds vibrate in the case of voiced plosives. A fricative sound [v, z, sh] is

produced when the articulators are positioned such that air is squeezed through a

narrow channel causing turbulent airflow. Fricatives can be organised according to

the articulator configuration, the different sub-groups are out of scope for the work in

this thesis. However, a comprehensive description can be found in (Denes and Pinson,

1993). Nasal consonants [m, n, ng] are realised by blocking air from being released

from the mouth, the velum is lowered, and air is released through the nose.

For this thesis, the revised ARPABET phonetic symbol set is used (Garofolo et al., 1993).

Table 2.1 presents the phone categories used in this work, as defined in (Halberstadt

and Glass, 1998). Further details on the phone representation in the speech corpus used

for experimentation in this thesis can be found in Chapter 5.
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Phone Category Phone label
Plosive /g/, /d/, /b/, /k/, /t/, /p/
Strong Fricative /s/, /z/, /sh/, /zh/, /ch/, /jh/
Weak Fricative /f/, /v/, /th/, /dh/, /hh/
Nasal/Flap /m/, /n/, /en/, /ng/, /dx/
Semi-Vowel /l/, /el/, /r/, /w/, /y/
Short- Vowel /ih/, /ix/, /ae/, /ah/, /ax/, /eh/, /uh/, /aa/
Long Vowel /iy/, /uw/, /ao/, /er/, /ey/, /ay/, /oy/, /aw/, /ow/
Silence /sil/, /epi/, /q/, /vcl/, /cl/

TABLE 2.1: Phone categories with corresponding phone labels used for
experimentation in this thesis (Halberstadt and Glass, 1998).

2.2 Speech Feature Representations

The application of an ASR system requires a feature vector representation of a speech

signal as input for training and decoding. The feature analysis component of an ASR

system plays a crucial role in the system’s overall performance. There are several

widely-used feature representations for speech recognition, some of which are de-

scribed in this section. The feature extraction process in this context is fundamentally a

signal processing problem where a speech signal is to be converted to a data product

containing useful information pertaining to the different speech sounds being spoken.

Researchers have long explored feature extraction methods to improve ASR, including

methods encoding the signal directly and also measures of the articulator movement.

A motivation of this study is to define an acoustic model which is more faithful to the

human speech production process. In order to achieve this, the feature representation

used for experiments must be complementary to the assumptions of the proposed

models. Therefore, an overview of feature representations commonly used for HMM-

based models will be presented to provide the relevant context to the design decision

to use Bottleneck features in this work.

Each of the presented feature representations has its advantages and disadvantages.

The choice of which feature representation to use depends on the application and the

assumptions of the acoustic model being used.
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2.2.1 Formants

Formant features have been widely studied in the context of speech recognition research

as they provide an effective representation of the vocal tract characteristics of speech

sounds. Formants are defined as the peaks in the frequency spectrum of a speech signal

and are caused by the resonances of the vocal tract. They are particularly useful for

representing vowel sounds as the vocal tract configuration during the production of

vowel sounds is closely related to the formant frequencies (Flanagan, 1979).

The utilisation of formant features in speech recognition has a long history, dating

back to the seminal work of (Fant, 1970), who proposed using formant frequencies as a

feature representation for speech recognition. Subsequent research has demonstrated

the robustness of formant features in representing speech sounds, particularly in vowel

sounds (Wells, 1967). However, it should be noted that while formant features are not

as well-structured in unvoiced regions of speech due to the turbulent excitation at the

source, they still exist, as the vocal tract still has resonance even when no speech is

being produced. Furthermore, research has established a correlation between formant

dynamics and the dynamics of speech articulators, as demonstrated by (Deng et al.,

2006). For example, a lower fundamental frequency formant value corresponds to a

closer position of the tongue to the roof of the mouth.

Formant features are typically calculated by applying a linear predictive coding (LPC)

analysis to the speech signal (McCandless, 1974; Schafer and Rabiner, 1975). LPC

analysis estimates the vocal tract transfer function, and formant frequencies can be

obtained from the poles of the transfer function. The number of formants used in a

speech recognition system can vary depending on the application, but utilising three

or four formants is common. Despite the research on formant tracking and automatic

formant extraction techniques proposed over the years (Deng et al., 2006), accurately

extracting reliable formant features remains challenging, particularly in real-time or

resource-constrained applications. In recent years, other feature representations have

become more prevalent in ASR research, such as Mel-Frequency Cepstral Coefficients
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(MFCCs) and Perceptual Linear Prediction (PLP) coefficients. Another reason for

this shift is that formant features are sensitive to an individual speaker’s vocal tract

characteristics and are therefore less robust across different speakers and speaking

styles. In contrast, MFCCs and PLP coefficients are designed to be more speaker-

independent (Schafer and Rabiner, 1975).

While formant features are a powerful representation of the vocal tract characteristics

of speech sounds, they are less robust across different speakers and speaking styles,

more sensitive to noise, and more computationally intensive to extract, which have led

to the use of other feature representations in ASR.

2.2.2 Mel Frequency Cepstral Coefficients

Mel-Frequency Cepstral Coefficients (MFCCs) have been a popular and extensively

studied feature representation in ASR systems for several decades (Davis and Mermel-

stein, 1980). MFCCs have demonstrated consistent superior performance over other

feature representations in ASR systems. The primary reason for this can be attributed

to their ability to model the spectral energy distribution of speech in a perceptually

meaningful way. The Mel-frequency scale, which is used to calculate the coefficients,

is based on the human auditory system, providing a more natural representation of

the spectral characteristics of speech (Stevens et al., 1937). Mel filter banks are an

alternative widely used method for representing the spectral characteristics of speech

in a perceptually meaningful way. The key difference between Mel filter banks and

MFCCs is that a discrete cosine transform (DCT) is applied to the output of the Mel

filter banks to remove any correlation between the coefficients, resulting in the final

feature representation known as MFCCs.

Figure 2.4 outlines the key processes of extracting MFCCs from a waveform speech

signal. The first step is pre-emphasis, which involves applying a high-pass filter to

the speech signal to emphasise the higher frequency components of the signal. The

speech signal is then divided into overlapping frames, typically using a 25ms window
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with a 10ms overlap. Each frame is multiplied by a windowing function to reduce the

effects of frame-to-frame discontinuities. The next step is to compute the Mel filter bank

coefficients, which is achieved by transforming the frequency axis of the speech signal

to a Mel-frequency scale, followed by a logarithmic compression to reduce the dynamic

range of the signal. Finally, the DCT is applied to the logarithmically compressed Mel

filter bank coefficients to remove the correlation between the coefficients.

MFCCs

Input Signal

DCT Logarithm

Fast Fourier
Transform

Mel Filter

Mel Filter Banks

Window function

FIGURE 2.4: Mel-Frequency Cepstral Coefficient Extraction Pipeline.

Research has indicated that augmenting the MFCCs with delta-spectral cepstral coeffi-

cients (DSCCs) enhances the performance of ASR systems (Furui, 1986). The motivation

for using DSCCs is the non-stationarity of the speech signal. Since speech signals are

inherently non-stationary, i.e., their statistical properties change over time, researchers

have proposed using ∆ and ∆∆ cepstral coefficients, which are the time derivatives of

the static signal, to capture this non-stationarity. These coefficients capture the temporal

dynamics of speech signals and provide additional information that is not captured by

the static MFCCs.

The process of extracting DSCCs is similar to that of extracting MFCCs. The first step is

to compute the static MFCCs, followed by computing the ∆ and ∆∆ coefficients. These

coefficients are obtained by applying a finite difference technique to the static MFCCs.

The resulting coefficients are then appended to the static MFCCs, resulting in a feature

representation that captures both the spectral and temporal characteristics of speech

signals.

In summary, MFCCs have been the dominant feature representation in ASR systems

for many years. Their popularity can be attributed to their compatibility with various
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acoustic models, particularly the Hidden Markov Model-Gaussian Mixture Model

(HMM-GMM) acoustic models, which have been the gold standard for ASR systems

until recently. The combination of MFCCs and HMM-GMM acoustic models has

proven to be a robust approach for speech recognition, achieving state-of-the-art results

in many ASR tasks. However, in recent years, deep neural network (DNN) systems

have gained more prominence in ASR, and as a result, other feature representations

have been explored. For instance, using Mel filter banks with a DNN system is more

feasible than with HMM-GMM systems because DNNs are capable of learning how

to use the correlations in the data implicitly. This allows for the use of other feature

representations, such as Mel filter banks, which may be more suitable for DNN-based

ASR systems.

2.2.3 Perceptual Linear Prediction Coefficients

Perceptual Linear Prediction (PLP) coefficients are another type of feature representa-

tion that are commonly used in ASR systems to represent the spectral characteristics of

speech sounds. PLP coefficients are designed to capture the perceptual characteristics of

speech by incorporating three concepts from psycho-acoustics: spectrum critical band

spectral resolution, the equal loudness curve, and intensity power law (Hermansky,

1990).

The process of extracting PLP coefficients is similar to that of MFCCs in that the speech

signal is divided into overlapping frames, multiplied by a windowing function to

mitigate frame-to-frame distortions, and transformed into a logarithmic frequency

scale that is more closely aligned with the human auditory system. However, the

linear prediction coefficients for each frame are calculated using the Levinson-Durbin

algorithm. Spectral smoothing is implemented using triangular filters to transform the

coefficients to a logarithmic frequency scale. Finally, a DCT is applied to transform the

logarithmic compression coefficients into the frequency domain, followed by a cepstral

mean normalisation step to reduce the effects of variations in speaker and recording

conditions. There are variations on how spectral smoothing is implemented during
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the calculation of PLPs; the Hidden Markov Model Toolkit (HTK) (Young et al., 2002)

employs triangular filters positioned along a Mel-warped scale.

MFCCs and PLP features are both commonly used feature extraction techniques for

speech and audio signals, but they are based on different principles and are intended

to capture different aspects of the sound. MFCCs are based on the Mel scale and are

intended to capture the harmonic structure of the sound, while PLP features are based

on linear prediction and are intended to capture the formant structure of the sound.

2.2.4 Articulatory Features

Articulatory data provides information about the movements of the articulators during

speech production, it has long been considered a valuable feature representation for

ASR systems. This is because it has the potential to overcome some of the limitations of

traditional acoustic-based feature representations

Acoustic-based ASR systems rely on the characteristics of the speech signal, such as

the frequency and amplitude, to recognise speech. However, these characteristics can

be affected by various factors such as the speaker’s accent, dialect, and environment,

which can lead to low recognition rates. Articulatory data, on the other hand, provides

information about the movements of the articulators, which are directly related to

the physiological process of speech production. Using articulatory data can help

to overcome the problem of co-articulation. Co-articulation is the phenomenon in

which the articulatory movements for one speech sound are affected by the context

of surrounding sounds. For example, the vowel sound in the word "bat" differs

from the vowel sound in "bait". Acoustic-based ASR systems may have difficulty

recognising these sounds because they are affected by the context of the surrounding

sounds. However, using articulatory data can provide specific information about

the movements of the articulators for each speech sound, which can improve the

recognition of speech sounds in context (Johns, 1975). For decades, extensive research
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has been conducted to investigate techniques to extract articulatory data for ASR tasks,

some of which are discussed here.

Acoustic-to-Articulatory Inversion (AAI) involves estimating the movements of the

vocal tract (articulatory information) from the speech signal (acoustic information)

based on the assumption that the mechanical process of articulation is reflected in

the speech signal. It is a challenging problem because the relationship between the

articulatory and acoustic signals is highly nonlinear and non-unique (Neiberg et al.,

2008; Toda et al., 2008). The goal of acoustic-to-articulatory inversion is to determine

the precise location and configuration of the vocal tract articulators such as the lips,

tongue, and jaw, that produce a given speech sound. Figure 2.3 illustrates a mapping

of an articulatory configuration to an acoustic space relative to vowel speech units.

However, the inverse task of estimating the articulatory configuration from the acoustic

speech signal remains an unsolved problem. AAI is non-invasive and does not require

specialised equipment, but it is still an active area of research. A comprehensive review

of research in acoustic-to-articulatory inversion can be found in (Toutios and Margaritis,

2003). There are numerous potential applications of speech technologies that can

benefit from solving this mapping problem. One such benefit is the ability to model

co-articulation more accurately, in which the articulatory movements for one speech

sound are affected by the context of surrounding sounds.

Electromagnetic Articulography (EMA) is a technique that uses electromagnetic sensors

to track the movements of the articulators, such as the tongue, jaw, and lips. The

sensors are attached to the articulators and generate signals that are used to track their

movements in real time. The sensors are typically small coils that can be placed on or in

the articulators; they generate electromagnetic fields that are used to track the position

and movement of the articulators (Schönle et al., 1987). The EMA outputs the x and y

coordinates of each of the coils, from which the position of the articulators is estimated.

The MOCHA database (Wrench, 1999) combines the EMA output coordinates with

acoustic data. EMA is considered a gold standard in articulatory data collection,
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as it provides highly accurate and detailed information about the movements of the

articulators. Similar to the EMA, another system that has been developed for measuring

the movement of speech articulators is the X-ray microbeam system (Westbury et al.,

1994). The X-Ray microbeam system is a technology that outputs the x and y coordinates

of the speech articulators obtained by tracking the positions and movements of the

speech articulators, specifically the tongue, lips, and other surfaces. Eight small pellets

are placed on the articulatory surfaces measuring their position and velocity during

speech production. These measures are observed in relation to the speech waveform

and spectrogram. The X-ray microbeam system has yet to become a common technique

for speech technology and is mostly used for research purposes. It is an invasive

method to study speech production and can help to understand the relation between

the speech signal and articulatory movement in the mouth. A third invasive system

that is less common is the use of a Laryngograph to capture changes in the glottis by

measuring variation in the current passed between electrodes placed on either side

of a speaker’s larynx (Holmes and Holmes, 2001). The EMA, X-Ray microbeam, and

Laryngograph all suffer from the limitation of being invasive and expensive. In each

case, sensors need to be attached to the articulators, and the data collection process

requires specialised equipment and trained operators.

Alternatively, ultrasound imaging is a non-invasive imaging technology that does

not require the attachment of sensors to the articulators (Shawker and Sonies, 1985).

Instead, ultrasound imaging uses high-frequency sound waves to capture images of the

inside of the mouth and track the movements of the articulators. The sound waves are

emitted by an ultrasound transducer and are reflected by the different structures inside

the mouth. The reflected sound waves are then captured by the transducer and used

to create images of the inside of the mouth. The images captured by the ultrasound

system can then be used to analyse information about the positions and movements

of the vocal tract during speech, such as the shape of the vocal tract during different

phoneme production and how it changes over time. However, this method is limited

by the quality of the images, which are sensitive to factors such as the position of the
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transducer (Cleland et al., 2013).

In summary, articulatory data provides information about the physical process of

speech production, which has the potential to improve the robustness of ASR systems.

However, there are difficulties associated with the use of articulatory data, including

the specialised equipment and experimentation required for invasive methods such

as EMA, as well as the limitations associated with acquiring such data in practical

settings. Despite these challenges, previous research has explored using articulatory

data in conjunction with or as an alternative to traditional acoustic-based feature

representations. A useful review of these methods can be found in (Richmond, 2002).

2.2.5 Bottleneck Features

This thesis is motivated by the use of an alternative front-end acoustic parameterisation

known as Bottleneck Features (BNFs). BNFs are a compact feature representation that

can be used as input to an ASR system. They are derived from a DNN trained to

model the speech signal, specifically by extracting the activations of a particular layer,

known as the bottleneck layer, located in the middle of the network. In recent years,

there has been a growing interest in interpreting the output of neural networks to

explore alternative feature representations of speech. Previous studies have proposed

methods that extract NN features from various intermediate hidden layers or the

output layer as input to an ASR system, such as (Grezl et al., 2007) and (Deng and

Chen, 2014) who considers NN features from the output layer as input to an ASR

system. Similarly, (Sainath et al., 2012) proposed the extraction of BNFs from deep

belief networks instead of multi-layer perceptron networks. Furthermore, (Bai et al.,

2015) explored an intermediate layer of a NN, with a notable difference being that the

intermediate layer was highly compressed with dimensions as low as three.

Literature has demonstrated the effectiveness of BNFs in ASR, as they capture a com-

pact, high-level representation of the speech signal. For example, (Bai, 2018) showed
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that a 9-dimensional BN feature representation provided a comparable phone recog-

nition performance to 39-dimensional MFCCs. Additionally, (Tüske et al., 2013) has

shown that BNFs can be used to improve the performance of ASR systems in combina-

tion with traditional feature representations such as MFCCs.

This work conducts experiments using BNFs proposed in (Bai et al., 2015). Chapter 4

provides a detailed description of these features and an observational analysis of the

specific data used in these experiments. A vital characteristic of the BNFs presented in

(Bai et al., 2015) is their compression; these features’ dimensions are significantly smaller

compared to other layers in the network. This constraint forces the system to project

pertinent information into a reduced feature space. These particular features were also

explored in (Weber et al., 2016b), which concludes that low dimensional BNFs broadly

represent distinct phonetic properties of speech. Furthermore, (Bai et al., 2018) showed

that when visualising these low-dimensional BNFs, distinct regions corresponding to

different phonetic categories similar to phonetic vowel space diagrams (see Figure 2.3),

are evident.

The investigation of an alternative front-end parameterisation that complements the

proposed Segmental CSHMMs forms part of the contributions in this study. Chapter 4

details the low dimensional bottleneck features initially presented in (Bai et al., 2015)

used in this work for experimentation. The use of BNFs in ASR presents an exciting

opportunity for future research. It offers the potential for improved performance and a

greater understanding of the underlying representations of speech in neural networks.

2.2.6 Direct Waveform

In recent years, DNN approaches have led to considerable advances in ASR (Hinton,

2012). With these new acoustic model architectures, there has been a reconsideration of

appropriate speech features since DNN systems work differently than HMM-GMM

systems. Machine learning methods have outperformed model-based methods in most

areas of speech and language technology. This raises a research question on whether
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parameterisations motivated by human knowledge are the best representations for

ASR when using ML techniques.

Previous research has investigated using the raw waveform as a direct input to DNN

systems for ASR. Work by (Graves and Jaitly, 2014) has examined the use of the raw

waveform as input to a recurrent neural network (RNN) with no explicit phonetic

representation. Speaker-independent systems using RNN approaches have achieved

impressive results in ASR (Chorowski et al., 2015; Ravanelli et al., 2018), demonstrating

that the raw waveform is a powerful feature representation for such systems when

using neural methods. DNNs can learn appropriate representations of the speech signal

directly from data, making the use of raw waveform advantageous. Raw waveform

captures the temporal dynamics of the speech signal, which is important for recognising

speech sounds as the temporal structure of speech signals is a crucial cue for speech

recognition. In addition, raw waveform eliminates the need for feature engineering,

which can be a time-consuming and challenging task.

Although using the speech waveform as a direct input to an ASR system is an active

area of research, particularly in the context of DNN methods, the motivation of this

study is to consider an improved model-based approach. The models presented in

this thesis offer a different perspective on the ASR problem and explore Markov-based

methods for solving it. While using raw waveform as a feature representation is

relevant to current ASR trends, it is not the primary focus of this research.

2.3 Modern Applied ASR

In the last decade, there has been a significant shift in the field of ASR towards the use

of artificial neural networks as opposed to traditional statistical model-based systems.

The origins of NNs can be traced back to the 1940s (McCulloch and Pitts, 1943). The

fundamental concept of a NN is based on the biological process of neurons passing

information in the brain. This concept was later translated into a trainable model by

(Rosenblatt, 1958), who introduced the term "perceptron" and defined an architecture
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that included a collection of nodes, referred to as layers. As the field of NNs progressed,

the term "Deep Neural Networks" (DNNs) was adopted for NNs with a minimum of

two hidden layers and the multi-layer perceptron (MLP) was documented (Rumelhart

et al., 1988). DNNs consist of multiple layers of interconnected nodes, which enable

the model to extract increasingly complex features from the input data. As a result,

DNNs have been shown to be highly effective in a wide range of tasks, including ASR

outperforming traditional HMM-based systems. The use of DNNs in ASR has led to

improvements in speech recognition performance, particularly in adverse conditions

such as noise or when the speaker has a speech disorder.

Another factor contributing to the adoption of DNN methods can be attributed to the

advancement in computer hardware and processing power, leading to a proliferation

of research and applications in the field of DNNs. As a result, DNNs have surpassed

traditional statistical techniques in a variety of fields. A comprehensive survey of

DNN processing (Sze et al., 2017) notes that "While DNNs offer state-of-the-art accuracy

on a range of artificial intelligence tasks, they come with the trade-off of high computational

complexity. Nevertheless, complex artificial neural networks have become the standard

technique in various tasks such as robotics, image processing, and speech recognition.

One of the early modern HMM-Deep Belief Network systems (Mohamed et al., 2009)

reported a 23% phone error rate1 (PER) using the TIMIT corpus.

Since then, there has been a significant amount of research exploring different NN

architectures, input feature representations, and feature interpretations. Table 2.2

presents a compilation of ASR results obtained using the TIMIT database over the last

decade, with different neural network architectures. The table illustrates the range of

recognition results that modern DNN systems are capable of achieving. It is important

to note that the table is not meant to be used for direct comparison between different

architectures, as the ASR systems may have been trained and tested under different

conditions. However, it serves as a useful reference for the current state-of-the-art

1A measure of the accuracy of speech recognition systems, typically calculated as the proportion of
incorrectly recognised phonemes to the total number of phonemes in a test set.
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performance on the TIMIT dataset, and can provide insights into the design choices

and trade-offs involved in ASR systems. An exploration of deep learning methods for

discovering features in speech signals is provided in (Jaitly, 2014). The study cites the

use of a conventional GMM-HMM statistical model, which achieved a phone error

rate (PER) of 30.16% on the TIMIT database. This result serves loosely as a benchmark

comparison for conventional statistical models in the field of automatic speech recogni-

tion. The results of the study demonstrate that DNN models are achieving superior

performance in comparison to traditional statistical models.
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2.4 Summary

This chapter reviews the acoustic, articulatory, and phonetic components of the speech

production process. The acoustic properties pertain to the physical characteristics of

speech sound— the articulatory properties relate to the movement of the speech organs

during speech production. Additionally, phonetic categories are essential for under-

standing the relationship between sounds and their meanings. A comprehensive list of

various speech feature representations is presented, with a focus on their suitability

for use in ASR systems. The methods examined formants, MFCCs, PLPs, articulatory

features, bottleneck features, and direct waveform input features.

The advancements of modern DNN-based ASR systems are introduced with a brief re-

view of ASR experiments achieved over the last decade. The field of speech technology

is continuously evolving, and many researchers believe that speech modelling will be

the key to significant improvements in ASR performance. This viewpoint is supported

by the work in (Roweis, 1999), where the authors suggest that the key to successful

ASR is the development of an appropriate model where inference is sought from noisy

observations. Such a model should have internal states that reflect the underlying

speech production process.

The primary motivation for the research presented in this thesis is the development

of a more faithful model of speech production, which is in contrast to the prevalent

use of DNN methods in the field. A parsimonious model, which accurately reflects the

underlying speech production process, is proposed to be better suited for a broader

range of practical ASR applications with limited training data. Furthermore, statistical

models provide robust insights and interpretability for the results, unlike the black-box

nature of neural networks.
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Chapter 3

Markov Processes for Acoustic

Modelling

This chapter presents the theory of Markov Processes as a foundation for the de-

velopment of a novel acoustic modelling approach known as the Continuous-State

Segmental Model. This approach was implemented and applied to an Automatic

Speech Recognition (ASR) task in this study (see Chapter 6).

Markov Processes have been a popular modelling solution across various domains, in-

cluding information theory (Shannon, 1953), computer performance evaluation (Scherr,

1965), and web search applications (Brin and Page, 1998). One of the most successful

applications of Markov models has been in acoustic modelling for speech recognition,

with early works including (Fant, 1970). For over three decades, Markov models have

dominated research in the field of ASR. However, a challenge of this extensive body of

research and cross-disciplinary descriptions of these models is that the formal notation

used can vary significantly across different publications.

This study examines four state-based models: the Hidden Markov Model (HMM)

(Rabiner, 1989), Segmental Hidden Markov Models (SHMM) (Russell and Moore,

1985; Yu, 2010), including the probabilistic trajectory-based Segment model (pt-SHMM)

(Holmes and Russell, 1999), the Continuous State Hidden Markov Model (CSHMM)

(Ainsleigh, 2001; Champion and Houghton, 2016), and the Linear Dynamical Model
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(LDM) (Frankel, 2003). The main objective of this work is to present a comprehensive

and unified formalisation of these models, using consistent notation across models

to integrate disparate bodies of work. This chapter uses a tutorial-style format to

highlight the similarities among the different models, all of which are examples of

stochastic Markovian models. In addition, the chapter clarifies the distinctions between

modelling definitions and algorithmic implementations.

Sections 3.1 through 3.5 provide a detailed examination of each model, including a

description of each component and the assumptions made when applying them to

speech data. Section 3.6 outlines the training, decoding, and evaluation methods

commonly used for these models. Finally, Section 3.7 summarises the key points and

theoretical foundations presented throughout the chapter, highlighting the overlapping

assumptions of the different models.

To the best of our knowledge, this is the first work to formalise these select models

with a single consistent notation. This unified view of these models provides a solid

foundation for understanding the intuition behind these methods and provides the

theoretical context for the systems applied in this work.

3.1 Introduction to Markov Processes

A Markov process is a specific type of stochastic process that exhibits a characteristic

called the Markov property. In probability theory, a stochastic process refers to a

sequence of events where the occurrence of each event at any given stage depends on

some probability. While the term "event" is commonly used to describe the outcome

of an experiment, other interchangeable terms such as "random variable" or "state"

may also be employed. For the sake of clarity and consistency, this work pertains to

state-space models and thus, the term "state" will be used synonymously with "event".

The Markov property assumes that the probability of a current state depends only

on the previous state. Let S = {s1, s2, ..., st} be a sequence of states, where each state

can take on a value from a state-space Q, such that st ∈ Q ∀ t. The Markov property
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implies that the probability of a state at time t having some value is dependent only on

the value of the previous state at t− 1, and not on the full history of the sequence of

states. This is expressed mathematically as:

Markov Assumption: P (st|s1, ..., st−1) = P (st|st−1)

A state can be represented by various structures, including a vector, a number, a label,

a discrete measure, or a probability vector in a given space of all possible outcomes.

The state-space can be indexed by a discrete time scale S = {st, t = 1, 2...N} where the

states are countable, or on a continuous time scale S = {st, 1 ≤ t <∞} in which case

the states are not countable. The state-space itself can also be defined as continuous or

discrete resulting in four categories of stochastic processes based on the nature of the

time scale and state space (discrete or continuous). If the state space of a Markovian

stochastic process is discrete and observable it is commonly referred to as a Markov

chain, this is the simplest type of Markov model.

Definition 1 A Markov Process is defined by the following properties:

• It has a finite number of states.

• The current state is only dependent on the outcome of the previous state. (memory-less)

• The state transition probabilities are constant over time.

A Markov process can be parameterised as λ = {Q,S,Π, A} where Q1 , S, Π and A

denote the state space, a particular sequence of state, the set of initial state probabilities,

and a state transition matrix, respectively (Jurafsky and Martin, 2009).

Consider a discrete state space Markov process where it is possible to transition from

any state to any other state between times t and t + 1. This is called an ergodic

Markov chain, as illustrated in Figure 3.1, which shows a two-state ergodic Markov

chain. An arrow between two states means that the corresponding state transition

1Throughout this thesis, a simplified notation uses the index i refers to the i-th internal state from the
set Q = {q1...qN}.
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Name Notation Meaning/Property
State space Q = {q1...qN} Finite set of N internal states
Sequence of states S = {s1 . . . sT } Particular sequence of states
Initial probability Π = π1, π2, ...πN Probability that a Markov process will start

in state i, s.t. πi = P (s1 = i)
Transition probability
matrix

A = a11...aij ...aNN Probability of moving from state i to state j,
aij = P (st = j|st−1 = i), s.t. ΣN

j=1aij = 1

probability is non-zero. The transition probability for an ergodic model is indexed as

aij 6= 0, 1 ≤ i, j ≤M where aij is the probability of a transition between states i and j.

A =

 aii aij

aji ajj



aii ajj
aij

aji

i j

FIGURE 3.1: Diagram showing a two-state ergodic Markov chain with
annotated transition probability indexes.

Ergodic Markov chains can be used when predicting a sequence of events where it is

possible to transition from every state to every other state with positive probability.

Another type of discrete state-space Markov process is called a left-right Markov Chain.

This type of model is structured such that aij = 0 whenever i > j with the probability of

staying in the final state equal to 1, as shown in Figure 3.2. The left-right Markov Chain

model structure is particularly appropriate for modelling phenomena that evolves

through an ordered sequence of states.

A =

 aii aij

0 ajj


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aii ajj
aij

i j

FIGURE 3.2: Diagram showing a two-state left-to-right Markov Chain
with annotated transition probability indexes.

A standard ergodic or left-right Markov Chain assumes that each state is linked to a

unique outcome, meaning that there is a clear correlation between physical observations

and states. However, in many practical scenarios, it’s not possible to directly observe

a state or event. This means that the one-to-one relationship between a state and

observation is not always accurate. The following sections expand on these basic

assumptions and broaden the concept of Markov models to encompass cases where

the observation is a probabilistic function of the state.

3.2 Hidden Markov Models

A Hidden Markov Model (HMM) is a type of Markov process that involves hidden

underlying states that cannot be directly observed. HMMs have proven to be highly

effective in pattern recognition tasks such as handwriting recognition and ASR.

In a HMM, the parameterisation takes the form of λ = {Q,S,Π, A,B}. This param-

eterisation extends the structure of a Markov process by introducing the additional

parameter B. The sequence of observations Y = y1, y2, ..., yT is omitted as all models

presented in this chapter assume that an input sequence of observations Y is given.

The relationship between the unobserved states and observations is conditionally inde-

pendent and is determined by a probability density function, which is often referred to

as the emission probability.

The following components define a HMM:
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Name Notation Meaning/Property
State space Q = {q1...qN} Finite set of N internal states
Sequence of states S = {s1 . . . sT } Particular sequence of states
Initial probability Π = π1, π2, ...πN Probability that a Markov process will start

in state i, s.t. πi = P (s1 = i)
Transition probability
matrix

A = a11...aij ...aNN Probability of moving from state i to state j,
aij = P (st = j|st−1 = i), s.t. ΣN

j=1aij = 1

Emission probability B = bi(yt) Probability of observing yt from an internal
state i

In an ASR task, the aim is to identify a word sequence given a set of observations.

In this case, the states represent the underlying acoustic properties of speech and the

observations, while the observations are represented by speech feature vectors. In

many real world systems it is not always possible to observe the underlying state.

For example, when humans produce speech, it is very difficult to observe the internal

human anatomy with which exists the acoustic environment that generates speech,

however it is possible to observe the audio realisation of the underlying acoustic and

articulatory configuration. There are some techniques which have considered more

intrusive methods to capture or measure the speech articulatory process such as elec-

tromagnetic articulography (Schönle et al., 1987). However, ASR systems more often

rely on acoustic feature representations. In this context, the simple model paradigm of

a HMM has proven to be very successful when applied to acoustic modelling tasks.

The acoustic modelling component of the ASR foundation equation, as defined in

Equation 1.3, can be represented as the probability of the observations given a model,

P (Y |λ)2. This probability can be calculated by summing over all possible state se-

quences, S.

P (Y |λ) =
∑
S

P (Y, S|λ) (3.1)

2All probabilities are assumed to be dependent on a particular model parameterisation λ and hence-
forth λ will be excluded from probability definitions after Equation 3.3.
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This joint probability can be factored such that,

P (Y, S|λ) = P (Y |S, λ)P (S|λ) (3.2)

So,

P (Y |λ) =
∑
S

P (Y |S, λ)P (S|λ). (3.3)

Two underlying assumptions of a HMM enable the factorisation of probabilities in

Equation 3.3. The first assumption is the observation independence, which specifies

that an observation yt depends only on the state that produced the observation and

is represented by the emission probability. This observation independence implies a

one-to-one mapping between a state and observation vector.

P (Y |S) = P (y1, . . . , yt|s1, . . . , st)

= P (y1|s1) . . . P (yt|st)

= bs1(y1) · bs2(y2) . . . bst(yt)

=

T∏
t=1

bst(yt) (3.4)

The second model assumption is related to the Markov property, which specifies that

a state at time t only depends on the previous value for a state st−1. This allows the

probability of a sequence of states, given a model, to be factorised as follows:
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P (S) = P (s1, . . . , si, . . . , st)

= P (st|s1, . . . , st−1) · P (st−1|s1, . . . , st−2) . . . P (s2|s1) · P (s1)

= P (st|st−1) · P (st−1|st−2) . . . P (s2|s1) · P (s1)

= πs1 .as1s2 . . . ast−1st

= πs1

T∏
t=2

ast−1st (3.5)

Therefore, the joint probability of a sequence of observation features and a particular

hidden state sequence can be calculated using the transition probabilities and emission

probabilities, assuming the observation independence and the Markov assumption.

Specifically, the joint probability distribution for a HMM can be calculated as follows:

P (Y, S) = P (y1|s1)P (s1)
T∏
t=2

P (yt|st)P (st|st−1) (3.6)

Calculating the probability of an observation sequence involves summing over all

possible hidden state sequences:

P (Y ) =
∑
S

πs1bs1(y1)

T∏
t=2

bst(yt) ast−1st (3.7)

An important distinction needs to be made between a particular state index at a time

t and the underlying symbol that it represents. Recall that a state-space Q defines

a finite set of all possible internal states, the state subscript st in the emission and

transition probabilities in Equations 3.4, 3.5 and 3.7 refers to the state index and emits

the particular internal state symbol. In this thesis, the following shorthand notations are

used in different contexts but all represent the same concept: bst=i(yt) ≡ bst(yt) ≡ bi(yt)

and ast−1=i st=j ≡ ast−1st ≡ aij .
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Figure 3.3 illustrates a conventional HMM architecture based on the model parameteri-

sation λ. The diagram shows three connected hidden states, along with a specific state

sequence {s1, s2, s3} and three observations {y1, y2, y3}. The annotated transition and

emission probabilities are also displayed.

Time

Hidden
States

as1s1 as2s2 as3s3

as1s2 as2s3

Observations

bs1(y1) bs2(y2) bs3(y3)

s1 s2 s3

y1 y2 y3

FIGURE 3.3: Conceptual diagram of a three state HMM structure with annotated transition and
emission probabilities.

The corresponding transition matrix and initial state vector for this Markov chain

example in Figure 3.3 would be:

A =


a11 a12 0

0 a22 a23

0 0 a33

 π =


1

0

0



3.2.1 HMM Limitations

The HMM has been successful in various applications, including speech recognition.

However, there are some well-known limitations associated with the model assump-

tions when used for ASR. A notable tutorial (Rabiner, 1989) attributes these limitations

to the observation independence assumption, the Markov state-dependency and an

implicit geometric duration modelling in a standard model, each of which will be
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discussed here.

The Independence Assumption

The assumption that successive observations are independent of each other and de-

pend only on the state is a weakness of this model when applied to speech. In reality,

the acoustic properties of a speech signal are highly correlated. Typically, a speech

feature vector is encoded at a frames rate of 10ms in standard systems. When sound is

produced it can be observed from a inspecting a spectrogram that strong dependencies

can occur for durations of 50–100ms. To address correlations between observation

vectors, one approach is to incorporate dynamic coefficients such as delta and accel-

eration coefficients. These coefficients can be appended to the input feature vector, as

proposed in (Furui, 1986). Alternatively a more complex modelling paradigm can be

considered by extending the HMM to model segments of features. A detailed summary

of segmental modelling techniques can be found in (Ostendorf et al., 1995).

Piecewise Stationarity The Markov property itself upholds a strong assumptions that

a state is dependent only on the immediate prior state. This assumes that speech is

produced by a piece-wise stationary process, with instantaneous transitions between

stationary states governed by the transition probability. This is rarely the case for

speech sounds where a speech signal is produced by a continuously moving physical

system such as the vocal tract (Holmes and Huckvale, 1994). When considering the

articulatory movement required to produce speech, the human anatomy has physical

limitations which contradicts the hypothesis that articulators can move instantaneously

from one configuration to another.

State Duration Distribution

The probability of a model staying in the same state for several frames is determined

only by the self-loop transition probability. This implicit state duration model conforms

to a geometric distribution due to the Markovian assumption. The notation pi(d) is

used to denote the probability distribution of occupying a state i for exactly d time
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units which can be defined as:

pi(d) = ad−1ii (1− aii)

Therefore, the model assigns the highest probability of staying in a state for a duration

of 1, with successively smaller probabilities assigned to longer durations, leading to a

bias towards shorter durations. This is an inadequate timing model for most speech

sounds, to address this, there is research on explicitly modelling the duration of a state

such as (Russell and Moore, 1985). The next section on hidden semi-Markov models

explains this in further detail.

3.3 Hidden Semi Markov Models

A hidden semi-Markov model (HSMM) is a probabilistic model that extends the HMM

to allow for variable duration states. The HSMM was first proposed by (Ferguson,

1980), whose work formalised an explicit state duration model. Since then, HSMMs

have been successfully applied to a number of scientific and engineering areas, such as

speech recognition and synthesis (Gales and Young, 1993), human activity recognition

and prediction (Natarajan and Nevatia, 2007), handwriting recognition (Senior et al.,

1996), functional MRI brain mapping (Faisan et al., 2002) and network anomaly detec-

tion (Tan and Xi, 2008). Across these different domains, different naming conventions

are adopted: Semi-Markov models, generalised Markov models, explicit or variable du-

ration HMM, segmental HMM and segment model. In speech literature, it is common

to refer to these models as segmental HMMs (SHMM), and so this naming convention

and abbreviation will be used in this work analogous to HSMM.

A SHMM introduces the notion of a segment in a Markov chain by explicitly specifying

a state duration distributionD. This extension of the standard HMM framework allows

a one-to-many mapping between a state and observation. The number of observations

produced while in state is determined by the duration d spent in that particular state

(Yu, 2010). This is a fundamental difference from a standard HMM. The observations
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produced in a segment are still considered independent given the state that generated

them, but this independence assumption is relaxed by specifying that observations are

conditionally dependent on the segment properties. This subtle addition of conditional

dependence is a better intuitive model of speech, certain attributes of speech such

as speaker characteristics, can now be fixed over a whole segment and thus can be

factored in by an updated emission probability (Ostendorf et al., 1995).

The parameters for a SHMM are λ = {Q,S,Π, A,B,D}:

Name Notation Meaning/Property
State space Q = {q1...qN} Finite set of N internal states
Sequence of states S = {s1 . . . sT } Particular sequence of states
Initial probability Π = π1, π2, ...πN Probability that a Markov process will start

in state i, s.t. πi = P (s1 = i)
Transition probability
matrix

A = a11...aij ...aNN Probability of moving from state i to state j,
aij = P (st = j|st−1 = i), s.t. ΣN

j=1aij = 1

Emission probability B = bi,d(y
d
t ) Probability of observing a segment ydt from

an internal state i, s.t. P (ydt |st = i, d) where
the length of the sequence is given as d

Duration distribution D = d1, . . . , dN Probability distribution representing a par-
ticular duration of a state i as di

Recall that an acoustic model estimates the probability that a sequence of observations

is generated by a particular model P (Y |λ). For a SHMM, a sequence of observations is

represented as ydit = yt, . . . , yt+di−1 which corresponds to a segment of length d ∈ D

where di is a random variable and the segment is assumed to be emitted from a state i.

Additional notation conventions are used here to describe the more complex SHMM.

Specifically, the subscript of a state indicates the time index while the superscript

represents the state value such that sit denotes a state at a time t with a value i. This

notation is shorthand for the probability P (st = i). Given this notation, the probability

of an observation sequence given a state can be defined:

P (ydit , di|si) = P (ydit |si, di).P (di|si), (3.8)
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where P (d|si) is the duration distribution which specifies the likelihood that a par-

ticular state i has a duration d, corresponding to a segment duration. At the seg-

ment level, the probability of a sequence of observations given a state and a duration

P (yt, . . . , yt+d−1|si, d) is defined by the emission probability bi,di(y
di
t ). Equation 3.8 can

be written as:

P (ydit , di|si) = bi,di(y
di
t ).P (di|si) (3.9)

Figure 3.4 shows the general structure of a SHMM adapted from (Yu, 2010). The initial

state and duration are selected according to the initial probability distribution. The

length of an observation sequence for each state is determined by the duration variable

of each state. For example, in figure 3.4, the first state produces three observations

hence the duration equals three and then transitions to the second state. The second

state then produces an observation sequence length of five. This can be extended for all

remaining states up to a time t.

⏞aaa
⏞a → aa → →

Time

Hidden
States

a12 a23

Observations

Duration

…

…
yt−1 yty1 y2 y3 y4 y5 y6 y7 y8

S1 S2 Sj

d1 d2 dj

b1,d1(y31) b2,d2(y84) bj,dj
(yt

t−1)
Emission 

Probability

…

…

aij

FIGURE 3.4: SHMM structure showing the mapping between observation
and hidden states, including their corresponding durations. Additionally,
transition and emission probability notation annotated for conceptual un-

derstanding.
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The generative nature of this model depicted in Figure 3.4 specifies that on entering

a state i at a time t, a duration di is drawn according to the probability P (d|si) which

results in d output observations which are generated according to the emission proba-

bility bi,di(). At a time t+ di − 1 a state transitions from a state i to a state j according

to the transition probability aij . Therefore, the overall segmentation of the sequence of

observation features is determined by the sequence of segment lengths. Given a state

sequence, it is necessary to sum over all possible segment durations to calculate the

probability of the observation sequence.

The SHMM assumes that observations are independent given a segment length, which

can be expressed as:

P (ydt |si, d) =
T∏
t=1

bi,d(y
d
t ) (3.10)

The recognition task for a SHMM is equivalent to that of a HMM, as defined in Equation

3.3. The primary aim is to determine a model that best accounts for the observations.

For SHMMs, the joint probability of a sequence of observations and states is formulated

as:

P (Y, S) = P (yd11 |s1, d1)P (d1|s1)P (s1)
T∏
t=2

P (ydtdt−1+1|st, d) P (d|st) (3.11)

To compute the total probability of an observation sequence using the SHMM frame-

work, it is necessary to explore all possible state durations for all sequences of states.

As a result, the process may be defined as follows:

P (Y ) =
∑
S

∑
D

P (Y, S) (3.12)

A SHMM is a generalised Markov model. Consider the case where observations

within a segment are assumed to be independent and the explicit duration model is

assumed to be geometric. The emission probability bi,d(ydt ) simply becomes the product

of the probabilities of each individual observation. Therefore, the segmental model
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reduces to a one-state HMM. However, in practice, it is of no benefit to under-utilise a

SHMM framework which has the flexibility to provide an explicit duration model. A

better duration model can capture temporal correlations between observations within

a segment. Additionally, the SHMM framework provides the opportunity to model the

output density according to an underlying trajectory, which will be discussed in the

following section.

3.3.1 Trajectory Modelling with SHMMs

A SHMM can be thought of as an extension of a traditional HMM, in which a state

is associated with a sequence of observations within a segment rather than a single

vector. This formulation of the SHMM includes an explicit probability component for

segment duration. However, the SHMM framework is general enough that it is possible

to extend the model description further by introducing a concept of a trajectory to

capture two different types of variability; intra-segmental variation, which captures the

variation of observations around a particular underlying trajectory, and extra-segmental

variation which models the variation in the underlying trajectory which describe a

segment. In early research, these models were described according to the nature of

the trajectory such as "static", "linear" or "polynomial". In (Holmes and Russell, 1999),

the term "Probabilistic-Trajectory Segmental HMMs" (PT-SHMMs) was introduced

to describe these models. The models discussed in this presentation are examples of

PT-SHMMs.

In a SHMM, the emission probability bi represents the probability of observing a

sequence of features ydt when in state si. In this framework, each state is associated

with a segment, and a segment is described by its trajectory. As the state is hidden, so

too is the trajectory. This notation follows the convention presented in (Holmes, 1997).

Let F = {fa}, a ∈ A represent a set of trajectories that define a segment. To calculate

the emission probability for a sequence of features given a model requires integrating

over all possible trajectories such that:
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P (Y ) = bi,d(y
d
t ) =

∫
a∈A

P (ydt , fa) (3.13)

A comprehensive study of a segment models with an explicit trajectory parameteri-

sation is documented in (Gales and Young, 1993) which derived the total probability

calculations of a segmental model explicitly. Alternatively, a particular segmental

model proposed by (Russell, 1993) considers an "optimal trajectory" approximation by

utilising a MAP optimisation method which can be defined:

P (Y ) = bi,d(y
d
t ) = max

a∈A
P (ydt , fa) (3.14)

With an optimal trajectory defined by:

a∗(ydt ) = argmax
a∈A

P (ydt , fa) (3.15)

The joint probability of observations and a trajectory fa can be specified by the following

equation:

P (y, fa) = P (y|fa).P (a) (3.16)

The extra-segmental variation, described by P (a), captures differences in speakers or

pronunciations of a speech sound, which can lead to distinct trajectories for the same

speech segment. On the other hand, the intra-segmental variation P (y|fa) accounts

for noisy observations around a given trajectory, thereby capturing correlations on a

frame-by-frame basis. The conditional probability of observations y given a trajectory

fa can be calculated by taking the product of individual observations at a time t given

the function value at t.

P (y|fa) =
T∏
t=1

P (yt|fa(t)) (3.17)

It is worth noting that there has been significant research on various trajectory-based
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segmental models, including constant trajectory models (Russell, 1993), linear dy-

namical trajectory models (Digalakis, 1992), polynomial regression (Deng et al., 1994),

various probabilistic trajectories (Holmes, 1997), multiple-level segmental models (Jack-

son and Russell, 2002), hidden dynamical SHMM (Richards and Bridle, 1999) and

others. These works share the common goal of examining the modelling constraints of

a speech in order to more accurately capture the acoustic and articulatory continuity of

the speech process, which aligns with the focus of the present thesis. The following

sections briefly summarise the trajectory constraints that are most pertinent to the

present work.

Constant Trajectory Model

A constant trajectory model is the simplest of the trajectory-based SHMMs, also known

as a static SHMM (Russell, 1993), or in the case where both the extra and intra-segmental

probabilities are assumed to be Gaussian, the naming convention Gaussian Segmental

HMM (GS-HMM) is also used. The underlying model trajectory is assumed to be

constant over time meaning the observations within a segment are dependent only on

the segment mean which is a single target value. To formalise this, consider a single

state in a constant trajectory SHMM, the extra-segmental variation can be defined by a

Gaussian pdf N (c;µ, γ) where c is a canonical underlying trajectory. The observations

are assumed to be distributed around the target trajectory according to a Gaussian

pdf with some variance τ such that the intra-segmental variation can be defined as

N (y; c, τ), (Gales and Young, 1993).

Therefore, the extra and intra-segmental Gaussian variation can be substituted into

Equation 3.13 such that:

P (Y ) =

∫ ∞
−∞
N (c;µ, γ)

T∏
t=0

N (yt; c, τ) dc. (3.18)

This constant trajectory model can be used as a baseline system when comparing other

acoustic models focused on modelling the dynamics of a system with a trajectory
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assumption. This specific model is useful when studying long-term variations of a

signal and the effect of modelling the as opposed to modelling the extra and intra-

segmental variance separately (Holmes and Russell, 1995).

Linear Trajectory Model

A linear SHMM extends the constant trajectory model by assuming the underlying

trajectory changes linearly over time leading to the parametrisation of the underlying

trajectory on a target, c, and slope parameter,m. This model has been described in detail

in (Holmes, 1997). Typically, the formulation of the linear SHMM is expressed in terms

of the slope and midpoint of the trajectory, such that f(yt;m, c) = c + m(yt − y (t+d)
2

).

Given a sequence of observations, Y = y1, y2, . . . , yT , the model formulation for the

linear SHMM can be obtained by substituting the general form of the joint probability, as

described in Equation 3.16, into Equation 3.13. This results in the following formulation:

P (Y ) =

∫ ∞
−∞

∫ ∞
−∞
N (m;µ, γ)N (c; ν, η)

T∏
t=0

N (yt; fm,c, τ) dc dm. (3.19)

There are at least two different configurations of a trajectory that can be used to define

a linear SHMM. The first configuration is known as a constrained slope trajectory,

where the mean of the slope is fixed to zero, and the variance of the slope is set to an

arbitrarily small value, effectively limiting the variability of the slope parameter. The

second configuration is referred to as a flexible slope (Holmes and Russell, 1999), where

both the mean and variance of the slope parameters can be estimated from the training

data.

There are several studies on SHMMs that explore various configurations of PT-SHMMs

such as (Gales and Young, 1993; Holmes, 1997; Holmes and Russell, 1999), these

include the constant and linear trajectory models with both fixed and flexible trajectory

constraints, using optimal and trajectory-independent architectures. A closed-form

training and inference solution is presented in each of these works. Experimental results
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using the TIMIT dataset (Holmes and Russell, 1999) demonstrate that the linear PT-

SHMM with constrained slope performed the best in a recognition task, outperforming

a standard HMM system. Additionally, a phonetic classification experiment found that

the linear PT-SHMM had improved performance, particularly for dynamically varying

sounds such as diphthongs, semivowels, and glides. Overall, this research suggests

that PT-SHMMs provide a promising framework for speech acoustic modelling, with

the potential to outperform or perform comparably to standard HMM models in ASR

and classification tasks.

3.3.2 Limitations

Despite the modelling framework of SHMMs offering more flexibility to better model

speech, there are a number of known disadvantages in the segment models. Firstly, the

increased number of free parameters in the models, such as the number of segments and

the distribution parameters of each segment, require more training data to adequately

estimate the model parameters. Secondly, there is still the issue that segments in a

SHMM are assumed to be independent, while this independence assumption is greatly

improved from the case of a standard HMM, it is still an oversimplification of the

speech process, particularly in the context of co-articulation. Thirdly, most of the

segment conditional output densities considered only represent unimodal distributions

although the observation vector distributions are often more complex due to speaker

and environment variability. This can be addressed by introducing more complex

output densities such as mixture distributions, but this also increases the number of free

parameters in the model. Therefore, despite the advantages of SHMMs, their increased

flexibility comes at a cost of increased complexity and computational requirements.

Reported ASR results for SHMMs do not provide the significant performance gains

which would warrant the increased computation (see Table 3.2).
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3.4 Linear Dynamical Models

The Linear Dynamical Model (LDM) is a type of state-space model that is commonly

used for predicting the behaviour of time-evolving systems. These models are widely

applied in various fields, including target tracking and navigation systems, image

processing, traffic control (Delahaye and Puechmorel, 2010), and speech parameter

estimation (Frankel, 2003). The LDM belongs to a family of linear Gaussian models

that are defined by two equations:

st+1 = f(s1, s2, ..., st, ηt) (3.20a)

yt = g(st, εt) (3.20b)

Equation 3.20a describes how the state evolves over time. This is determined by

a function f(·) and a measure of uncertainty η. Equation 3.20b describes how the

observations are generated based on the current state. This is determined by a function

g(·) and an observation error ε. The functions f(·) and g(·) can be either linear or

non-linear, in the context of the LDMs discussed in this work, they are strictly linear

functions with Gaussian additive noise. Specifically, η is characterised by a Gaussian

distribution, η ∼ N (µ
(s)
t ,Σ

(s)
t ), while ε is characterised by ε ∼ N (µ

(y)
t ,Σ

(y)
t ).

The LDM is a generative model that assumes a continuous hidden state vector st evolves

according to first-order Markovian dynamics. As such, the current state st only depends

on the previous state st−1, making the model structure inherently auto-regressive. In

the context of ASR, the hidden state vector can be assumed to capture details of the

speech process such as the articulator positions and the dynamic way in which they

move from one configuration to another. Although the assumption of linearity in the

LDM oversimplifies the inherently non-linear articulatory process (Blackburn, 1997),

it nonetheless represents an improvement over the discrete state-space structure of a

HMM.



3.4. Linear Dynamical Models 51

Similarly to the SHMM presented previously, the LDM has the advantage of being able

to model intra-segmental dynamics separately from extra-segmental variations. More-

over, observations generated during the evolution of the state process are conditionally

dependent on the underlying process until the state is reset. This property makes the

LDM an effective tool in the field of acoustic modelling due to its ability to accurately

capture the implicit dynamics of speech production.

The state space, also known as the latent space, is defined by a transformation function

that incorporates rotations and stretches applied to the state’s dimensions, representing

the dynamic component of the model. The state evolution process in an LDM can

be based on either a discrete finite state machine, as in the case of HMMs, or a linear

first-order Gauss-Markov process, as is typical in traditional linear dynamical systems

(Rosti and Gales, 2001). In (Frankel, 2003), various LDM configurations are employed

to address an acoustic modelling problem, with proposed techniques for composing a

state evolution function that reflects articulatory dynamics.

The observation space in an LDM is mapped to a state space according a linear trans-

formation function. The observation or measurement "error" is modelled as an addi-

tive Gaussian noise term, representing the approximate displacement of observations

around a canonical articulatory process.External factors of speech such as speaker

differences or environmental noise are captured by this measurement error. These

variations are typically described as the extra-segmental variation. Together, the state

and observation process of an LDM can be defined as:

st = Ast−1 + ηt (3.21a)

yt = Hst + εt (3.21b)

The state process defined in Equation 3.21a with A being the state transition matrix,

while the observation process is formulated in Equation 3.21b with H being a linear

transformation matrix. It is not uncommon for the state and observation spaces to
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have different dimensions, in which case the matrix H can be understood as a method

for dimensionality reduction (Rosti and Gales, 2001). To summarise, an LDM can

be parameterised as λ = {S,A, η,H, ε,Π, } where the additive Gaussian errors in the

system η and ε are assumed to be uncorrelated.

Name Notation Meaning/Property
Sequence of states S = {s1 . . . sN} A sequence of N hidden states
Initial probability Π = N (µi,Σi) An initial state density s.t πi represents the

probability of starting in state i according to
Gaussian parameters µ and Σ.

State evolution
transformation

A, η ∼ N (µ
(si)
t ,Σ

(si)
t ) A distribution defining the system dynamics

and a state-evolution uncertainty defined by
a Gaussian mean and variance µ(si)t ,Σ

(si)
t

Observation trans-
formation matrix

H , ε ∼ N (µ
(y)
t ,Σ

(y)
t ) A mapping function from state to obser-

vation space and the measurement error
defined by a Gaussian mean and variance
µ
(y)
t ,Σ

(y)
t

3.4.1 Application of LDMs to ASR

Similar to the HMMs discussed earlier in this chapter, the LDM also upholds the

Markov property. Figure 3.5 illustrates the state-observation dependency structure of

an LDM. This figure shares a similar graphical layout to that of a HMM in Figure 3.3

with the only difference being the use of a continuous hidden variables rather than a

discrete variables.

FIGURE 3.5: Diagram showing the general system architecture for a
Linear Dynamic Model.
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The joint probability of a sequence of states and observations can be factored such that:

P (Y, S) = P (s1)P (y1|s1)
T∏
t=2

(st|st−1)P (yt|st), (3.22)

where:

P (s1) = π1 = N (µs1 ,Σs1),

and the conditional densities for the state and output are:

P (st|st−1) = N (Ast−1 + µ
(s)
t ,Σ

(s)
t ) (3.23)

P (yt|st) = N (Hst + µ
(y)
t ,Σ

(y)
t ). (3.24)

The likelihood of an observation sequence can be determined by integrating over all

possible hidden sequences, as follows:

P (Y ) =

∫
S
P (s1) P (y1|s1)

T∏
t=2

(st|st−1)P (yt|st) (3.25)

The use of LDMs for acoustic modelling has been explored in research studies demon-

strating the effectiveness of LDMs applied to an ASR task. Additionally, the similarities

between LDMs and HMMs are well documented in (Frankel, 2003; Rosti and Gales,

2001) with a key advantage of an LDM being attributed to the flexibility in modelling

the state evolution.

Extensive experimentation detailed in (Frankel, 2003)reports that using an LDM can

result in an overall 2.2% increase in accuracy compared to a traditional single-state

HMM. This work also explores whether a linear system can effectively capture the

systematic variation in speech data and whether the added complexity of a non-linear

model yields improved performance. The results suggest that, under certain condi-

tions, a linear system can perform similarly or better than its non-linear counterpart,

particularly for the reconstruction of speech segments. An interesting experiment result
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from (Frankel, 2003) is shown in Figure 3.6, which demonstrates the LDM’s ability

to capture the essence of acoustic data in a reconstruction utility task. Figure 3.6a

displays the original Mel cepstra for the spoken phrase "Do atypical farmers grow

oats?", while Figure3.6b presents the cepstra predictions generated by a set of trained

LDMs. Despite the visible impact of resetting the state statistics at segment boundaries,

many of the spectral features present in the original spectrogram can be discerned in

the reconstruction.
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Figure 4.11: A spectrogram generated from the actual Mel-cepstra for the TIMIT sentence

‘Do atypical farmers grow oats?’
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Figure 4.12: A spectrogram generated from predictions made by an LDMs during a

forward pass through the data of the same TIMIT sentence as above. Many of the same

features are captured in the LDM predictions, though the e↵ect of resetting the state
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(A) Spectrogram generated from Mel-cepstra.
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(B) Spectrogram generated from LDM.

FIGURE 3.6: Comparative spectrograms taken from Frankel (2003) show-
ing an LDM reconstruction of a spectrogram. -Red regions correspond

to high energy, and blue to low.



3.5. Continuous State HMMs 55

Kalman Filtering

The role of Kalman Filtering is crucial in the context of linear Gaussian models and

LDMs. Kalman Filtering is often used interchangeably in conjunction with terminology

of LDMs (Quillen, 2000).A detailed explanation of this technique is presented in Section

3.6.3, however, a brief introduction to the principles of Kalman filtering in the context of

Linear Gaussian models and LDMs will be detailed here. Specifically, The Kalman filter

algorithm calculates the conditional expectation of a likelihood function, by minimising

the mean square error of the estimated parameters in a system where all noise measures

are Gaussian, which is the case with LDMs. This well-established recursive method

is used to estimate the Gaussian mean and covariance parameters in the equations of

LDMs (Equations 3.23 and 3.24).

Despite being a well-known inference algorithm in signal tracking literature, Kalman

Filtering is less commonly used in the literature of automatic speech recognition.

This has led to inconsistencies in naming conventions, and in some cases, modelling

methods have been defined solely by their algorithmic recursion equations. To address

this issue, this research aims to distinguish modelling definitions from algorithmic

implementations, with all algorithmic definitions provided in Section 3.6.

3.5 Continuous State HMMs

The Continuous State HMM (CSHMM), is a generalised type of Markov model where

the state space is continuous rather than discrete. While CSHMMs have been found

useful in many fields, they are often referred to by other names such as Linear Gaus-

sian models, Kalman-filter models, or Hidden Gauss-Markov Models; it is generally

unknown that such models are in fact instances of a more generalised CSHMMs. A

foundational theoretical study (Ainsleigh, 2001) shows that CSHMMs serve as an over-

arching general class of models to which these other named models can be considered

special cases under certain constraints. Despite the potential utility of CSHMMs, they
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have not been extensively studied in the context of signal processing and speech litera-

ture. This thesis aims to address this lack of attention given to CSHMMs by thoroughly

examining their properties and capabilities. The experiments in this thesis are based

on the CSHMM definition presented in (Champion and Houghton, 2016), which is a

particular instance of a CSHMMs. The details of these models and experiments are

outlines in Chapter 6.

The CSHMM is a first-order Markov process that generates data through an initial

state probability density, a state-transition probability, and a state output probability

distribution. Although the structure of a CSHMM is similar to that of a discrete state

space HMM, the difference lies in the use of density functions to parameterise its

distributions rather than discrete probabilities. A CSHMM can be parameterised as

λ = {S,Θ1,Θs,Θy}, where Θ represents a model density.

Name Notation Meaning/Property
Sequence of states S = {s1 . . . sN} A sequence of N hidden states
Initial probability
distribution

P (s1|Θ1) The probability that a Markov process will
start in state s1

Transition probabil-
ity

P (sj |si,Θs) The probability of moving from a state i to
state j in a single time step.

Emission probability P (yt|st,Θy) the probability of obtaining a particular
measurement yt, given a state st.

An informative table taken from Ainsleigh (2001) offers a useful comparison of the

notation used in a standard HMM and a CSHMM. This table conveys the similarities

and differences between the two models in a concise and informative manner. For

clarity and ease of reference, this table is included here.

HMM CSHMM
Observation yt yt
State st = i P (sit; Θi)

Initial state probability π1 P (s1|Θ1)

Transition Probability aij P (sj |si,Θs)

Emission probability bi(yt) P (yt|sit,Θy)

TABLE 3.1: Parameter notation for HMM and CSHMM from (Ainsleigh,
2001) adapted with updated notation.
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The parameter Θ can represent any probability density function in its general form.

However, it typically takes the form of well-defined density distributions such as

Gaussian, Rayleigh, or gamma distributions. Regardless of the specific form of Θ,

the parameters Θ1,Θs, and Θy must be estimated from training data. As a result,

Gaussian densities are the most commonly used probability density function in the

literature, as demonstrated in the following studies (Ainsleigh, 2001; Ainsleigh et al.,

2002; Champion and Houghton, 2016).

Let Y = y1, . . . , yT be an observation sequence and S = s1, . . . , s
′
T be a state sequence.

It is important to note that there can be a many-to-one relationship between a state

and observation, meaning that the state sequence may not be the same length as the

observation sequence. Specifically, 1 ≤ T ′ ≤ T . The state evolution is defined by a

joint probability distribution of a sequence of observations and states, which can be

expressed as:

P (Y, S) = P (y1|s1) P (s1)
T∏
t=2

P (yt|st) P (st|st−1) (3.26)

Equation 3.26 is equivalent to the joint likelihood of the HMM in Equation 3.6. To

calculate the total probability of a sequence of observations, the joint probability must

be marginalised over all possible state sequences, as shown below:

P (Y ) =

∫
S
P (Y, S) dS

=

∫
S
P (y1|s1) P (s1)

T∏
t=2

P (yt|st) P (st|st−1) dS (3.27)

Equation 3.27 has the same form as the probability equation for the Linear Dynamical

Model in Equation 3.25. This equivalence arises because the LDM is in fact a type of

CSHMM, and can be factorised as such.
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3.5.1 Application of Continuous State HMMs to ASR

The theoretical foundation of a CSHMM within the context of signal processing was

established in earlier works such as (Ainsleigh, 2001; Ainsleigh et al., 2002). Recent

research such as (Champion and Houghton, 2016) has explored the application of

CSHMM to an ASR task using a particular naming convention and model notation.

The proposed CSHMM system in (Champion and Houghton, 2016) draws inspiration

from the Holmes-Mattingly-Shearme (HMS) speech synthesis model (Holmes et al.,

1964) and seeks to provide a more dynamic and parsimonious system. The proposed

models in this thesis build upon the HMS-inspired CSHMM and address a limitation

of standard HMMs by addressing the independence assumptions in the modelling

framework.

ASR and Text-to-Speech (TTS) tasks are differentiated based on their modelling char-

acteristics and goals in applied speech technologies. ASR involves analysing human

speech to transcribe it into written text, while TTS focuses on generating human-like

speech from written text or other linguistic input. These tasks are conceptually distinct,

yet both involve processing spoken language by computational systems. There are

recommendations in (Paliwal and Rao, 1982) and (Holmes and Holmes, 2001) which

advocate for applying the dynamic parametric models found in speech synthesis to a

speech recognition task. This is the case for the CSHMM system proposed in (Champion

and Houghton, 2016), which is primarily inspired by the Holmes-Mattingly-Shearme

(HMS) speech synthesis model.

The HMS model assumes that speech can be modelled as a sequence of constant

phonetic targets, with transitions between targets governed by linear trajectories in

a suitable space. This hypothesis was explored based on the analysis of Formant

frequencies in (Holmes et al., 1964), which demonstrated that the realisation of Formant

frequencies in speech could be approximated as linear, providing the foundational

basis for the HMS model. The application of a simplified HMS model to an acoustic

modelling task using Formants was introduced in (Champion and Houghton, 2016)
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and extended to alternative feature representations in (Weber et al., 2016a; Weber

et al., 2016b). The work in this thesis further extends the CSHMM dwell-transition

modelling framework to a segmental model context and addresses the problematic

inter-segmental independence assumption of SHMMs.

Interpretation of the CSHMM Framework

The CSHMM model is designed based on the concept of a trajectory that is realised

according to a canonical phonetic target. Figure 3.7 idealises the underlying modelling

assumptions of a CSHMM. A canonical phonetic target is depicted as a dashed orange

line with a realised trajectory represented as a blue line. Observations are marked

as crosses and are distributed around the realised trajectory (blue line) based on a

measurement error, known as the intra-segmental variation in both SHMM and LDM.

The uncertainty between the realised trajectory and canonical trajectory is known as

the extra-segmental variation in the context of a SHMM or the state-evolution measure

in reference to an LDM. In either case, this error accounts for factors such as variation

in a speaker’s physiology, vocal tract length, or speaking style and is most commonly

Gaussian.

A trajectory in the HMS-inspired CSHMM model can assume two forms, a piecewise-

constant state which is referred to as a "dwell" state, or a piecewise-linear state refer-

enced as a "transition" in (Champion and Houghton, 2016). Note, the term state in

this context is not the same "state" that defines the Markovian model, but rather the

structural constraint of the trajectory.

The dwell-transition framework for modelling a speech signal is, by design, an entirely

continuous process with no discontinuities in the trajectories. This approach aligns with

the physical constraints of speech articulators, which cannot instantaneously transition

from one static position to another. Instead, this framework assumes that speech

articulators move smoothly between configurations. From an acoustic perspective, a

large part of speech consists of smooth transitions of acoustic features from one sound
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FIGURE 3.7: Idealised model of CSHMM formant tracks adapted from
(Champion and Houghton, 2016) - Canonical trajectories are shown as
dashed orange lines, realised trajectories shown as blue lines. Observa-

tions are black crosses distributed according to the realised trajectory.

to another as part of the source signal generation process. For example, smooth formant

tracks can be observed in a spectrogram as discussed in Section 2.2.1.

Many factors can affect the performance of an ASR system, the models of interest

in this work focus on the implicit continuity of the speech process, however, it is of

equal importance that an appropriate feature representation complements the struc-

ture of the CSHMMs investigated. Previous research has explored different feature

representations for CSHMMs, such as formant tracks (Champion and Houghton, 2016),

bottleneck neural network features (Weber et al., 2014), and pseudo-time-dependent

representations (Quillen, 2000). For consonant recognition, (Weber et al., 2015) used

perceptually motivated spectral energy features as the feature representation. When

training and decoding using a CSHMM, it has been established in (Ainsleigh, 2001)

that the appropriate algorithms for a CSHMM closely resemble those of the Kalman

Filter Algorithms, as described in Section 3.6.3.

The effectiveness of the dwell-transition CSHMM framework is attributed to both the

flexibility of the modelling framework and the computationally efficient training and
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inference algorithms which are extensions of the Kalman Filter equations. In addition,

the CSHMM enables the representation of speech through piecewise-linear trajectories

without the need for pre-segmenting the data, as is required for a SHMM. Therefore,

the CSHMM is an attractive solution to model the dynamics of speech and address the

independence assumptions of standard HMMs, similar to the SHMM and LDMs that

have been discussed previously. The explicit derivation of the segmental CSHMMs

and benchmark experimental results are presented in detail in Chapter 6.

3.6 Training and Decoding Algorithms

A well-cited benefit of using HMM-based models for an ASR task is the existence of

clear training and decoding procedures. This section presents the Baum-Welch and

Viterbi algorithms, followed by the A* Decoding algorithms. These techniques are often

applied to the state space models described in this chapter and are also implemented

in the experimental work presented in Chapter 6.

As previously stated in Chapter 1, the goal of an ASR task is to output the most likely

sequence of words (W ) given an input speech feature representation (Y ) and a trained

model (λ). This objective can be formalised as follows:

W ∗ = argmax
W

;P (y|λ);P (λ|W );P (W ) (3.28)

The training problem for an ASR task seeks to optimise the parameters of a model that

will maximise the probability of a given observation sequence. This is a maximum

likelihood optimisation task. For example, consider a standard HMM model λ =

{A,B,Π}, the acoustic model parameters A and B can be efficiently estimated from a

set of training utterances using an Expectation-Maximisation (EM) algorithm such as

the Baum Welch algorithm (Baum et al., 1970) also known as the forward–backward

algorithm or using Viterbi training process also known as forced alignment (Young

et al., 2002).
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3.6.1 Baum Welch Algorithm

The Baum-Welch algorithm is an Expectation Maximisation technique that consists of

a forward-backward pass through the model states to approximate and optimise the

model parameters. In order to construct the Baum-Welch algorithm, it is first necessary

to define the forward and backward probability calculations. These calculations are

detailed across many works, for ASR, most notably in (Rabiner, 1989).

Forward Algorithm

The forward algorithm is used in HMMs to calculate the joint probability of a partial

observation sequence given a HMM model. It calculates the probability of being in a

particular state at a given time, given the previous observations. The joint probability is

represented as αt(j), which is the probability of being in state sj3 at time t and having

observed the first t− 1 observations. This probability can be computed by summing

over all possible hidden state paths in the model that could generate the observed

sequence.

The αt(j) probability is defined as:

αt(j) = P (y1, y2, . . . , yt, sj |λ) (3.29)

The formula for computing αt(j) is:

αt(j) =
N∑
i=1

αt−1(i)aijbj(yt) (3.30)

This formula sums over all possible previous states i, multiplies the probability of

transitioning from state i to state j by the probability of emitting observation yt in state

j, and then sums over all possible previous states i to obtain the total probability of

being in state j at time t.

3The state subscript notation sj in this section refers to a state symbol.
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Figure 3.8 illustrates the general forward computations of being in state j at a time t

after seeing the first t−1 observations. Transitions between all states may not be defined

according to the Markov chain and so will not contribute to the forward probability of

the current state, this will be the case when aij = 0.

… …

…

αt−1(1)

αt−1(2)

αt−1(3)

αt−1(N)

αt−2(1)

αt−2(2)

αt−2(3)

αt−2(N)

αt( j) = ∑
i

αt−1(i) aij bj(yt)

aNj

a 3j

a 2j
a 1j

yt−2 yt−1 yt yt+1

S1 S1 S1 S1

S2 S2 S2 S2

S3 S3S3

SN SN SN SN

Sj

FIGURE 3.8: Diagram showing the forward algorithm computation
trellis with the annotated calculation operations for an element αt(j).

The forward algorithm is a recursive process that can be solved by induction, consisting

of three steps:

1. Initialisation:

α1(j) = πj bj(y1) 1 ≤ j ≤ N

2. Induction:

αt+1(j) =

N∑
i=1

αt(i)aijbj(yt+1) 1 ≤ j ≤ N, 1 ≤ t ≤ T

3. Termination:

P (Y, S|λ) =

N∑
i=1

αt(i)
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Calculating αt involves extending the probability of the previous time step, αt−1, and

incorporating the transition and emissions probabilities for the specific state that is

occupied. This recursive process is computationally efficient. However, computing the

joint probability P (Y, S) requires summing over all potential state pathways, resulting

in a computation complexity of O(N2T ) where N is the number of state symbols in a

state space and T is the length of the observation sequence.

Backward Algorithm

The backward algorithm calculates the probability of a partial observation sequence

from a time t+ 1 to the end of the sequence, given a state si at time t.

The βt(i) probability is defined as:

βt(i) = P (yt+1, yt+2, . . . , yt|si, λ) (3.31)

This probability can be calculated recursively by:

βt(i) =
N∑
j=1

aijbj(yt+1)βt+1(j) (3.32)

Figure 3.9 illustrates the computation operations required to calculate the backward

procedure.
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FIGURE 3.9: Diagram showing the backward algorithm computation with
the annotated calculation operations for an element βt(i).

The backward probability calculation is similar to the forward algorithm, it can be

calculated recursively considering all possible state pathways for the remaining obser-

vations from each state. The steps to calculate this recursion are as follows:

1. Initialisation:

βT (i) = 1 1 ≤ i ≤ N

2. Induction:

βt(i) =

N∑
j=1

aijbj(yt+1)βt+1(j) 1 ≤ i ≤ N, 1 ≤ t ≤ T

3. Termination:

P (Y ) =

N∑
j=1

πjbj(y1)β1(j)

The backward and forward algorithms are required for the Baum Welch Training

procedure, which updates the model parameters of a HMM.
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Baum Welch Re-estimation

The Baum-Welch algorithm is a method for estimating the parameters of a HMM by

maximising the likelihood of the observed data. The algorithm uses the forward and

backward probability calculations to update the model parameters A and B. This

Expectation-Maximisation (EM) algorithm is used to approximate these parameters.

To define the EM steps of the Baum-Welch algorithm, two additional variables are

introduced.

The first variable ξt represents the probability of being in state si at time t and state sj

at time t+ 1, given an observation sequence Y and a model λ:

ξt(i, j) = P (st = i, st+1 = j|Y )

=
αt(i)aijbj(yt+1)βt+1(j)∑N

j=1 αt(j)βt(j)
(3.33)

The second variable γt(j) represents the probability of being in state sj at time t, given

an observation sequence Y and a model λ. This variable is defined as:

γt(j) = P (st = j|Y )

=
αt(j)βt(j)∑N
j=1 αt(j)βt(j)

=
N∑
j=1

ξt(i, j) (3.34)

Finally, during model training, the parameter update equations for the initial state

probability π̂i, transition probability âij and a symbol emission probability b̂j(k) can be

computed such that:

π̂i = γ1(i) 1 ≤ i ≤ N (3.35)

âij =

∑T−1
t=1 ξt(i, j)∑T−1
t=1 γt(i)

1 ≤ i ≤ N, 1 ≤ j ≤ N (3.36)
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b̂j(k) =

∑T−1
t=1,yt=φk

γt(j)∑T−1
t=1 γt(j)

1 ≤ i ≤ N, 1 ≤ j ≤ N (3.37)

The notation
∑T−1

t=1,yt=φk
refers to the sum over all values of t for which the observation

at time t is equal to the specific label represented by φk. In the context of an ASR task,

φk may represent a particular phoneme label.

3.6.2 Viterbi Algorithm

The Viterbi algorithm is a dynamic programming algorithm that is widely used in

ASR and other applications for finding the most likely sequence of hidden states

given a sequence of observed events for a probabilistic model denoted as λ, (Viterbi,

1967). The algorithm computes the joint probability of an observation sequence and a

state sequence P (Y, S). The optimisation criterion for the Viterbi algorithm uses the

Maximum A Posteriori (MAP) to estimate an optimal state sequence s∗ such that:

s∗ = arg max
s
P (Y, S) (3.38)

The Viterbi algorithm constructs a computation trellis that represents all possible

sequences of hidden states. At each time step, the algorithm computes the probability

of transitioning from one hidden state to another, based on the likelihood of the

observation which is the emission probability and a transition probability. The path

with the highest overall probability is extended to the next time step, which results

in the most likely sequence of hidden states at time T . Figure 3.10 provides a visual

representation of the Viterbi trellis.
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FIGURE 3.10: Visualisation of a Viterbi computation trellis for efficient decoding.

Similar to the Baum Welch forward-algorithm, the Viterbi algorithm operates left-to-

right iteratively calculating the probability of being in a state si after observing the first

t− 1 observations. Figure 3.10 shows each cell of the trellis is represented by αt(i) and

the most likely path α∗(i) is extended at each time step. This α∗(i) probability can be

expressed as:

α∗t (i) = max
s
P (y1, . . . , yt, s1, . . . , si) (3.39)

This can be solved recursively by computing:

α∗t (i) = max
s

α∗t−1(i) aji bi(yt) (3.40)

It is important to note that α∗ is not the same as the forward algorithm α probability. It

can however be considered as an approximation of the forward probability α variable.

The difference being the forward algorithm computes the actual probability of being

in any given state at any given time by summing across all possible paths that pass

through that state at time t. Whereas the Viterbi probability calculation extends only

the single most likely path and consequently only calculates an approximate state
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occupancy probability.

The Viterbi algorithm can also be used as a training procedure, in which case it is

referred to as forced alignment. An advantage of Viterbi training is the computational

efficiency of the algorithm; works such as (Bahl et al., 1983) highlight several of these ad-

vantages of Viterbi training and decoding when compared to other MLE and decoding

algorithms. In the context of ASR, it has been shown that in some cases, Viterbi training

performs the same or only slightly worse than a Baum Welch training procedure when

applied to speech recognition systems while reducing the number of computations

which is advantageous (Rodríguez and Torres, 2003). Despite its utility for training

HMM model parameters, the Viterbi algorithm is most commonly used as a decoding

method.

The Viterbi decoder computes the most likely sequence of states based on trained

models and a set of unseen observations. It is a breadth-first search scheme in which all

candidate hypotheses are evaluated at a time t before extending the search to time t+ 1.

Formally, the actual likelihood of an observation sequence is calculated by summing

over all possible state pathways and is computed by the forward algorithm:

P (Y ) =
∑
S

P (Y, S) (3.41)

The Viterbi algorithm approximates the total probability by extending the probability

of a best path state sequence such that:

P (Y ) = max
S

P (Y, S) (3.42)

The Viterbi recursion is the same as the forward-algorithm recursion formula from

Section 3.6.1, except that instead of the sum component
∑

S , it employs a maxS assign-

ment.

Viterbi decoding, while efficient, has the limitation of being bound to the Viterbi

criterion, which dictates that when two paths occupy the same state at a given time, the
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path with the locally lower likelihood will never supersede the other. This can present

challenges in cases where a word has multiple possible pronunciations, as only the

most likely pronunciation will be considered, potentially resulting in a sub-optimal

global performance.

3.6.3 Kalman Filtering

The Kalman filter is a popular algorithm used in a variety of fields such as control

systems, navigation systems, and signal processing. It is a stochastic optimal estimator

method that aims to minimise the mean squared error by finding the best estimate of

an unknown parameter or variable (Kalman, 1960). The Kalman filter algorithm uses a

sequence of measurements observed over time that contain noise or other inaccuracies

and produces estimates of the unknown hidden variables. These estimates tend to be

more precise than those based on a single measurement alone.

A Kalman Filter can be used to calculate the forward-backward probabilities of the

Baum Welch Algorithm (Section 3.6.1) for a continuous hidden state space model. It

has been applied to a LDM (Digalakis et al., 1993) discussed in Section 3.4 and the

lesser-known CSHMM (Ainsleigh et al., 2002) Section 3.5. The Kalman filter algorithm

is a type of expectation-maximisation strategy (EM) that involves two steps: prediction

and correction. In the prediction step, the filter estimates the state posteriors given the

observations up to the current time index, this is related to the forward Baum Welch α

calculation. In the correction step, the filter uses the entire measurement sequence to

refine the estimate of the system’s current state.

To formalise the prediction step, consider a sequence of observations Y = y1, . . . , yt

and a current state sj followed by a prior state si. The forward probability computes

the probability of a partial sequence of observations given a state sj . Let the forward
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component, αt(j), be defined as follows:

αt(j) = P (y1, y2 . . . yt, . . . , si, sj) (3.43)

= P (yt|sj) P (y1, y2 . . . yt−1, . . . , si) (3.44)

= P (yt|sj)
∫
si

P (y1, y2 . . . yt−1, . . . , si) dsi (3.45)

= P (yt|sj)
∫
si

P (sj |si)P (si, y1, y2 . . . yt−1) dsi (3.46)

= P (yt|sj)
∫
si

P (sj |si) αt−1(i) dsi (3.47)

The correction step of a Kalman filter is related to the Baum Welch backward calculation

β. This calculation is sometimes referred to as the Kalman smoother or the Rauch-Tung-

Streibel smoother (Rauch et al., 1965). The backward step calculates the best estimate

for a state sj using all of the observed data so far while also utilising all the data from a

time t+1 to the end of the observation sequence. The calculation of βt−1(i) is presented

as:

βt−1(i) = P (yt, yt+1, . . . , yT , st+1, . . . , sT |si) (3.48)

=

∫
sj

P (yt, yt+1, . . . , yT , st = j|si) dsj (3.49)

=

∫
sj

P (sj |si) P (yt|sj)P (yt+1, . . . , yT , st+1, . . . , sT |sj) dsj (3.50)

=

∫
sj

P (sj |si) P (yt|sj)βt(j) dsj (3.51)

With the initial components of the recursion being:

α1(s1) = P (s1) P (y1|s1) (3.52)

βT (sT ) = 1 (3.53)

When the state variables are discrete, the integrals in Equations 3.47 and 3.51 correspond

to Equations 3.30 and 3.32, respectively, and can be computed exactly by calculating



72 Chapter 3. Markov Processes for Acoustic Modelling

the summation. However, when the state variable is continuous, the state parameters

must be stored, and the integrals must be solved analytically. The added complexity in

computation imposes constraints on the allowable transition and emission densities

that can be used in practice. While, in theory, any density adhering to the properties of

the exponential family can be used, in practice, the model distribution is assumed to be

Gaussian for both the LDM and the CSHMM.

Given a standard Gaussian distribution,

N (y;µ,Σ) =
1

|2πΣ|
1
2

exp
(
−1

2
(x− µ)TΣ−1(x− µ)

)
, (3.54)

the conditional state and observation variables si, sj and yt are also Gaussian such that:

P (sj |si) ∼ N (Asi,Γ) (3.55)

P (yt|sj) ∼ N (Hsj ,∆) (3.56)

P (s1) ∼ N (µ1,Σ1), (3.57)

Where A and H represent a transition and state-observation mapping matrix as dis-

cussed in Section 3.4. The state and observation variables can be written more conve-

niently as a set of linear equations driven by noise, documented in (Ghahramani and

Hinton, 1996) as:

sj = Asi + η (3.58)

η ∼ N (0,Γ) (3.59)

yt = Hsj + ε (3.60)

ε ∼ N (0,∆) (3.61)

The Kalman filter is initialised according to Equations 3.52 and 3.53. The filter can

then be solved recursively by substituting Equations 3.55 and 3.56 into the αt(j) and
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βt−1(i) probability expressions in Equations 3.47 and 3.51 respectively. The state and

observation Gaussian parameters can be updated according to a Gaussian factorisation

lemma defined in Appendix B. A number of previous studies have explicitly derived

these recursions in the context of LDMs and CSHMMs, such as (Ainsleigh et al., 2002;

Rosti and Gales, 2001; Frankel, 2003). In particular, (Ainsleigh et al., 2002) derives the

generalised Kalman filter equations in the context of a CSHMM and further highlights

the relationship to the Baum Welch re-estimation parameters. These studies have

been fundamental in deriving an efficient solution for testing and evaluating the novel

Segmental CSHMM proposed in this thesis.

3.6.4 A* Decoding

The A* algorithm is a graph search method designed to determine the shortest path

between two nodes in a graph, as originally introduced in (Hart et al., 1968). Its appli-

cation to speech recognition was explored in (Jelinek, 1969). Unlike the Viterbi decoder,

the A* search algorithm is an asynchronous best-first search algorithm, meaning that

the evaluation of potential pathways through a sequence of states does not need to

occur concurrently or in a predetermined order. Instead, multiple path hypotheses can

be considered at different indexes as long as the required data is available.

The A* search algorithm’s primary component is an evaluation function f∗. This

evaluation function is a combination of likelihoods describing the cost of a partial path

from the starting point to a state g∗ and a heuristic estimated cost from a state to the

end goal h∗.

f∗ = g∗ + h∗ (3.62)

In the context of acoustic modelling, the cost function corresponds to the likelihood of

observations given the acoustic, lexical, and language models:

g∗ = P (y|λ) P (λ|w) P (w) (3.63)
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Where P (λ|w) is given by a lexical model and P (w) by a language model. See Section

1.2 for details of these model components. The heuristic cost function represents the

acoustic likelihood of the remainder of the observations given a model λ:

h∗ = P (yt+1, . . . , yT |λ) (3.64)

The A* algorithm can be referred to as a Stack Decoder, however, it does not correspond

to the computer science definition of a last-in-first-out data structure. Instead, it

references the implementation methodology of "stacking" hypotheses in a priority

queue (Sturtevant, 1989). A* stack decoding is an iterative process where, for each

iteration, all hypotheses on the stack are extended by computing the evaluation function

according to the new index and adding each hypothesis to the queue. The A* algorithm

terminates when the end of the speech data is reached, the first hypothesis popped

from the stack is then considered the most promising hypothesis.

The decoder maintains a stack of hypotheses, where each hypothesis includes informa-

tion regarding the partial state sequence (path history), the current language model

state, an end-of-sentence pointer, and the evaluation function based on a state start and

end index. The basic computation operations of the A* stack decoder are summarised

in the following pseudocode.
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Pseudocode A* Stack Decoder
1: Initialise the stack with a null state for N hypotheses.
2: Pop the best (highest scoring) hypothesis off the stack reducing the stack size by 1.
3: if End-of-sentence == True then
4: Output the state sequence and terminate.
5: end if
6: for Each word on the candidate list do
7: Perform acoustic and language-model probability update calculations to com-

pute the new hypothesis output log-likelihood.
8: if End-of-sentence then
9: Insert into the stack with end-of-sentence flag = TRUE.

10: end if
11: if Not end-of-sentence then
12: Insert into the stack with updated state label.
13: end if
14: end for
15: Go to 2.

A limitation of the A* algorithm is that the evaluation function is a product of probabili-

ties shown in Equations 3.63 and 3.64. As probability values lie within the interval [0,1],

the product of probabilities will result in the evaluation function (score) getting pro-

gressively smaller with each iteration, causing the algorithm to always favour shorter

hypotheses. To address this issue, the score of a hypothesis can be normalised based

on the number of frames of data it spans. However, despite this normalisation, the A*

stack decoder may still encounter difficulties with issues such as speed, size, accuracy,

and robustness when applied to large vocabulary speech recognition tasks (Paul, 1991;

Frankel, 2003).

3.7 Summary

This chapter discusses several statistical approaches explored in the context of acoustic

modelling for a speech recognition task. Three different acoustic modelling approaches

are discussed: frame-based hidden Markov models (HMMs), segment-based acoustic

models (SHMMs), and Continuous state hidden Markov models (CSHMMs), which

include Linear Dynamical models (LDMs).

In the frame-based acoustic model, which historically has been the dominant approach,
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each state in a HMM is mapped to a single observation, with a state emission distri-

bution typically described by a Gaussian mixture model (GMM). While this approach

has been highly successful, the standard HMM acoustic model is limited by its core

modelling assumptions, including the hypothesis that speech features are tempo-

rally uncorrelated. These assumptions lead to several fundamental limitations in the

modelling framework, such as the independence assumption, the implicit piecewise

stationarity of a state, and a default geometric duration distribution. Although most

HMM and hybrid systems attempt to mitigate these limitations by incorporating delta

and delta-delta features, the underlying dynamic process is highly complex and cannot

be fully captured through simple feature enhancements. Therefore, more sophisticated

modelling techniques are necessary to capture the complex dynamics of speech signals

effectively.

Segment-based HMMs were proposed to improve the underlying HMM assumptions

by incorporating frame-to-frame correlations from the speech signal to improve recog-

nition performance, with active research dating back to the 1990s. Despite the progress

made with SHMMs, the success of these models has been primarily limited to small-

scale tasks. The segmental model can be seen as an expansion of traditional HMMs,

allowing variable-length segments to be represented as states, thereby relaxing the

assumption of conditional independence between observations within a segment. Ap-

plying segmental models to large-scale ASR poses several challenges, some of which

have been explored in works such as (Holmes, 1997; Russell and Jackson, 2005; Russell,

2005), and (Gales and Young, 1993). A survey article (Deng and Li, 2013) provides

an overview of various types of segmental models, identifying two recommended

research opportunities: incorporating scientific knowledge about the underlying artic-

ulatory speech dynamics and developing efficient computation methods for training

and decoding in ASR applications. This thesis addresses both of these challenges.

A Linear Dynamical Model is an alternative approach to addressing the frame-wise

independence assumption of HMMs. This approach formulates the ASR problem as a
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state-space model, where the speech signal is represented as a linear combination of

hidden states that evolve over time according to a first-order Markov process. Hidden

states are assumed to be Gaussian distributed, with observations assumed to be linearly

related to the hidden states with additional noise. The LDM can capture long-range

temporal dependencies in the speech signal which is essential for accurate recognition.

Despite their effectiveness, LDMs are computationally expensive to train and require

careful tuning of hyper-parameters, as pointed out by previous works such as (Frankel,

2003) and (Rosti and Gales, 2001).

In other works such as (Champion and Houghton, 2016), a continuous state-space

model is defined according to a dwell-transition modelling assumption motivated

by the Holmes-Mattingly-Shearme model Holmes et al., 1964. This CSHMM system

is described as a "similar" method to a Kalman Filter, however, it is of the opinion

in this work that as formulated by (Ainsleigh, 2001), a Continuous State HMM is a

generalised system with which the dwell-transition underlying trajectory, and Kalman

filter formulation has the same underlying trajectory assumption.

In the dwell-transition system which has inspired the applied models in this work, the

trajectory constraints are described as static (dwell) regions connected by linear transi-

tions, consequently enforcing continuity throughout the entirety of an utterance. The

research presented in this thesis extends these trajectory constraints using a CSHMM

framework, thereby extending the contribution of applied CSHMMs to the field of

ASR.

This analysis of Markovian-based statistical models is presented in a tutorial-style

format to provide the foundational knowledge and intuition necessary to understand

the Segmental CSHMMs proposed in this work in Chapter 6. The literature surveyed in

this section covers several decades, and a simplified and consistent notation is adopted

to facilitate the comparison of concepts across different model descriptions. It is not

possible to directly compare phone recognition results across the different models

due to the variations in the experimental setup, such as the feature representation,
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the inclusion of language models, and the train/test data split, which impacts the

evaluation dataset. However, Table 3.2 reports a range of baseline performance metrics

on a TIMIT phone recognition task relevant to the models presented in this chapter.

This table serves as a reference for future research involving Markovian-based statistical

models.
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Chapter 4

Acoustic Feature Representation

This chapter presents a comprehensive analysis of bottleneck features (BNFs), intro-

duced in Section 2.2.5 and serves as the basis for the experimental investigations

conducted in this thesis. The primary objective of this research is to explore a parsi-

monious yet reliable model of the speech production process, as previously stated.

The properties of speech features must align with the model designed to interpret

and classify them. An optimal speech feature representation should possess a robust

extraction methodology and stability across different speech sounds, regardless of

variations in speaker or environmental characteristics. To this end, this thesis surveys

existing research on BNFs followed by the specific extraction method employed for

the data and experiments utilised in this study. Finally, a visual analysis of the specific

BNFs used in the experiments described in Chapter 6 and 7 is provided. This analysis

serves to support the feature design decisions made in this work.

4.1 Bottleneck Feature Representation

There has been a significant effort to investigate alternative feature representations and

models of speech that more accurately capture the dynamical properties of speech in

recent years. Several techniques are discussed in Section 2.2. However, the emergence

of neural networks (NNs) has led to alternative approaches to feature extraction, such
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as those proposed by (Grezl et al., 2007), who considers features derived from inter-

mediate hidden layers of NN. The layer of the NN which the features are extracted

is typically much smaller than the input and output layers, hence the name "bottle-

neck", they have been shown to be effective in reducing the dimensionality of speech

features while maintaining relevant information for ASR. In (Deng and Chen, 2014),

a comparative study is presented of different static DNN architectures for extracting

high-level acoustic features. The results of this study show that the extracted features

are temporally more smooth than the raw acoustic data sequence. Furthermore, the

study found that BNFs yielded better phone recognition accuracy across all of the

DNNs explored when compared to input raw filter-bank features. Similarly, in (Jiang

et al., 2014), the authors investigated the use of low-dimensional features extracted

from a Deep Belief Network (DBN). The study found that the low-dimensional compact

representation obtained from the DBN has "powerful, descriptive, and discriminative

capabilities". Furthermore, the experimental results of the ASR task using the DBN

representation showed improved performance for short-duration utterances.

The range of research conducted on BNFs has looked at systems with layers having tens

to hundreds of neurons. For example, (Doddipatla, 2016) considered a 75-dimensional

BNF layer, (Petridis and Pantic, 2016) extracted 500-dimensional BNFs, whereas (Bai

et al., 2015) described a very low-dimensional BNF layer with dimensions ranging from

3 to 32. While there is no obvious optimisation of BNF dimension, there is evidence

that a BNF feature representation improves overall recognition across a broad number

of tasks and datasets when DNN is carefully constructed and trained. This thesis aims

to contribute to parsimonious speech modelling research by extending the use case of

the very low-dimensional BNFs derived in (Bai et al., 2015), applied to a Segmental

CSHMM framework.

The very low dimensional features derived in (Bai et al., 2015) can be interpreted as a

compressed representation of speech. One of the key findings of this work is that, when
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comparing the BNF representation to 39-dimensional MFCCs in a standard HMM-

GMM based system, the BNFs outperform the corresponding MFCC system with

respect to recognition accuracy, with improvements between 2% to 4%, depending on

the size of the bottleneck. An interesting finding of the study was that the monophone

BNFs consistently exceeded the performance of the triphone BNFs for varying network

configurations. The authors suggested that the bottleneck features capture both spectral

and temporal properties of speech and that contextual information may be compressed

due to the very low feature dimensionality. These findings motivate the current study,

to explore the use of low-dimensional BNFs in the Segmental CSHMM framework.

In a follow-up study by (Weber et al., 2016b), these low dimensional bottleneck fea-

tures were explored with respect to a phonetic, articulatory, and acoustic analysis and

primarily compared to Formants. The qualitative conclusions from this work highlight

similarities between the spacial representation of BNFs in vowel phonetic regions and

the F1:F2 vowel quadrilateral. For other phonetic categories such as fricatives, this

work presents a strong correspondence to the findings in (Choo and Huckvale, 1997),

which projects fricatives such as /s/, /sh/, /f/, /th/ and /hh/ in a two-dimensional

space where the axes can be loosely interpreted as sibilance and place of articulation. A

conclusion of (Weber et al., 2016b) suggests that a unified feature space for both voiced

and unvoiced speech regions can be achieved using low dimensional BNFs. A final

remark in the study states that "the networks generating the features are in some sense

learning to recognise speech, rather than spurious characteristics of the data".

Furthermore, (Bai et al., 2018) extends their original feature extraction research and

explores visualisation techniques to interpret the 9-dimensional bottleneck features

and draw parallels to known structural patterns occurring in human speech. Two tech-

niques, Principal Component Analysis (PCA) and t-Distributed Stochastic Neighbour

Embedding (t-SNE) are employed to interpret the 9-dimensional BNFs. These tech-

niques are applied to a set of recommended broad phone categories from (Halberstadt

and Glass, 1998) presented in Table 2.1. Figure 4.1, taken from (Bai et al., 2018), shows a
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2D mapping of BNFs for each phone label.

FIGURE 4.1: Optimised 2D BNFs (dots) and feature means of 2D BNFs
(circles) for each phone for a phone classification DNN. - Original figure

in (Bai et al., 2018)

The shaded region in the upper left corner of the graph under examination reveals a

resemblance to a traditional F1:F2 vowel space diagram in terms of the arrangement of

long and short vowels. An analysis of this projected space suggests that the positions

of the vowels roughly correspond to places of articulation, with the phones /ay/, /ey/,

/iy/ located on the left side and corresponding to low tongue positions, while the

phones /ao/, /uh/, /uw/ are located on the right side and correspond to high tongue

positions. Furthermore, a horizontal examination from left to right demonstrates that

the phones /ey/, /ah/, /ow/ correspond to a progression in tongue position from

front to back.

Now consider the strong fricatives, phones which are produced with the tip of the

tongue curled up, such as /zh/, /jh/, /ch/ and /sh/. This set of phones possesses
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good separation from phones produced with a flat tongue, such as /s/ and /z/.

Furthermore, it is possible to separate these strong fricatives according to voicing

properties. The same holds true for plosives, with a clear boundary separating voiced

plosives, such as /d/, /g/, /b/, and unvoiced plosives, such as /t/, /k/, /p/. For

voiced and unvoiced plosives, phones are placed horizontally in an order that reflects

their place of articulation from left to right: teeth, soft palate and lips. It is important

to note that while the axes Figure 4.1 are not universal for interpreting all phonetic

categories in unison, localised regions can be analysed, highlighting phonetic structures

that correspond to articulatory configurations. This conclusion suggests that the BNF

network is capable of compressing all phones into a single feature space and that each

phone category lies within nicely separable sub-spaces. Within these sub-spaces, the

organisation of phones appears to correspond to phone production mechanisms.

4.2 Experimental Setup: Bottleneck Neural Network Structure

The architecture of the bottleneck NN used in these experiments is a five-layer system

that comprises an input layer of 256 units, a hidden layer of 512 units, a bottleneck

layer of 9 units, another hidden layer of 512 units, and an output layer of a size relative

to the output target. The input data to the network uses Mel-scaled filter-bank energies.

The TIMIT corpus sampled at 16 kHz was analysed using a 25ms Hamming window

with a 10ms frame rate using the phone mapping documented in Appendix A. The

architecture of the network is illustrated in Figure 4.2, which was adapted from the

description provided in (Bai, 2018).

Two experimental frameworks are presented in (Bai, 2018). The first experimental

framework produces a BNF dataset referred to as Dataset 1, which is derived from a

reconstruction experiment. The objective of this experiment was to reconstruct an input

spectrum signal using a NN. In this particular case, the target output of the NN was of

the same dimension as the input signal, specifically 256 units. The second experimental

framework produces a different BNF dataset named Dataset 2, which is derived from a
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FIGURE 4.2: Five-layer neural network architecture used to extract low-
dimensional bottleneck features. Adapted from description in (Bai, 2018)

phone discrimination experiment. This experiment aimed to use a NN to discriminate

between different phones. In this case, the output targets of the NN can be interpreted

as the posterior probabilities of the 49 phonemes. The datasets used in this work are

identical to those used in (Bai, 2018), with no additional manipulation or alteration.

The experiments presented in (Bai, 2018) show remarkable results, demonstrating that

a very low-dimensional BNF representation could produce results comparable to those

obtained using MFCC data with an HMM-GMM ASR system. A condensed summary

of the findings, as documented in (Bai, 2018), is provided in Table 4.1, including the

experimental results obtained using Formants. The use of bottleneck-based features

leads to a notable improvement in phone recognition accuracy when compared to

formant-based features of the same dimension. Specifically, when comparing BNFs

to 3-dimensional formant-based features, a comparative improvement of 20.23% in

phone recognition accuracy is observed. The same trend is observed when comparing
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BNFs to MFCC features. For example, using 9-dimensional BNFs results in a phone

recognition accuracy of only 0.38% lower than that obtained using 39-dimensional

MFCCs. Furthermore, when the first and second-order derivatives, ∆ and ∆∆ are

included, the BNF system outperforms the MFCC system by 2.12% while maintaining

a smaller feature dimension.

Feature Representation Dim % Corr % Acc
MFCC +∆ + ∆∆ 39 76.23 70.95
Formants 3 49.30 40.71
Formants +∆ + ∆∆ 9 56.32 51.12
BNF 3 65.02 60.94
BNF 9 74.37 70.57
BNF +∆ + ∆∆ 27 76.77 73.07

TABLE 4.1: Recognition performance of an HMM-based ASR systems
utilising formant and bottleneck feature representations as documented

in (Bai, 2018).

All experimental results presented in this thesis utilise dataset 2, BNFs derived from

the phone discrimination utility task. Preliminary experiments testing the proposed

CSHMM models on both dataset 1 and 2 are documented in Table 6.3 in Chapter 6.

4.3 Visual Analysis of Bottleneck Features

In order to further investigate the suitability of using BNFs for the present study, a visual

analysis of TIMIT utterances was conducted. The plots of each of the 9-dimensional

features with the original TIMIT segmentation labels displayed as vertical lines and

phone labels appended to the x-axis are shown in Figures 4.3 - 4.8. The BNFs are in

the range [0, 1], to enhance clarity, each dimension is plotted on a separate stacked

axis, with each phone label offset for readability and to reduce transcription overlap in

regions of small segments.
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The first noteworthy characteristic of these trajectories is that each dimension consists

of time-varying trajectories that exhibit distinct properties. While there is no definitive

interpretation of these trajectories, it is possible to speculate that dimensions 3 and 5

relate to the voicing or overall energy of the signal. Across all Figures 4.3 - 4.8, dimen-

sion 5 exhibits regions where the signal remains relatively stationary within a segment

with steep transitions between these stationary regions. These peaks correspond to

mostly voiceless obstruents, with the exception of the voiced obstruent /z/ phoneme

which has the same trajectory characteristic. The production of obstruent phonemes

involves creating a significant constriction or obstruction in the airflow through the

vocal tract, which can result in high energy and turbulence in the acoustic signal for

such sounds. In contrast, the trajectory of dimension 3 appears to exhibit the opposite

characteristics of dimension 5, having peaks corresponding to voiced, sonorous regions

of the utterance.

Another interesting observation pertains to dimension 2, which demonstrates similar

trajectory patterns for categories of sounds. Specifically, the trajectory of dimension 2

exhibits a distinctive downward-sloping pattern for the vowel sounds /ax/,/aw/, and

/ay/, while it displays an upward slope for the vowel sound /aa/. The vowel-rich

utterances depicted in Figures 4.4, 4.5, and 4.7 show the trajectory to have a very

smooth structure compared to the other utterances which contain a more diverse set

of phone categories and have many small fluctuations in the trajectory structure. The

stable regions of this trajectory also correspond to other vowels, such as /ey/, /ih/,

/eh/, /er/, and the semi-vowel /r/, suggesting that this dimension may capture a

latent representation associated with the stability of the formant structure.

In each plot, it is noticeable that the silence regions at the beginning and end of the

spoken utterance are primarily static, with bottleneck features falling within a similar

range. Specifically, dimensions 1, 2, 7, 8, and 9 exhibits a BNF value close to 0, while

dimensions 4, 5, and 6 exhibit values closer to 1, while dimension 3 has a mid-range

value. The segmentation of silence can be challenging due to various factors associated
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with audio quality, particularly when the initial phoneme is a plosive or has attributes

of aspiration.

In Figures 4.7 and 4.5, the voiceless glottal fricative sound /hh/ has minimal impact

on the trajectory in the initial silence segment, possibly due to the aspiration of this

voiceless sound. Aspiration is produced by forcing air through a narrow space be-

tween the vocal cords, causing them to vibrate rapidly, accompanied by a puff of

air when pronounced. This is in contrast to Figures 4.3, 4.4, and 4.8, which contain

initial phonemes that require more complex articulation. Although the /dh/ and /w/

phonemes have different articulations, they are both voiced and sonorous sounds,

similar to the opening /ax/ phoneme in Figures 4.5. In these cases, the co-articulatory

effect on the opening /sil/ trajectory is more noticeable than in the sentences beginning

with the aspirated /hh/.

There has been limited investigation into the visualisation and interpretation of NN

structures for speech recognition. However, previous research by (Nagamine et al.,

2015) suggests that DNNs can learn phonetic structures from acoustic features and that

distinct neural representations coincide with different broad phone classes. Work by

(Tan et al., 2015) argues the opposite, stating that DNNs must be stimulated to learn

proper phonetic structures. (Bai, 2018) further delves into the interpretation of very-

low dimensional features providing a comprehensive analysis that concludes that the

bottleneck layer of DNNs efficiently compresses speech signals into a low-dimensional

representation that exhibits distinctive phonetic attributes across its dimensions. The

findings demonstrate that the bottleneck layer of DNNs captures critical phonetic

features in speech signals that are useful for accurately discriminating phonetic units.

It is important to highlight that bottleneck features vary depending on the initialisation

procedure. However, (Bai et al., 2018) demonstrates that the same trajectory structure

of low dimensional bottleneck features is consistent regardless of initialisation. Addi-

tionally, (Weber et al., 2016b) shows that low-dimensional BNFs obtained from NNs

with different initialisations have minimal impact on the final ASR result.



4.4. Summary 95

4.4 Summary

This chapter presents the motivations for using BNFs in this research and reviews BNFs

and their applications in speech and audio processing tasks. The review highlights

several studies (Bai et al., 2015, Houghton et al., 2015, Weber et al., 2016b, Weber et al.,

2016a, Bai et al., 2018) that share a similar motivation with this research. The reviewed

studies demonstrate that BNFs can capture both phonetic and articulatory properties.

Additionally, prior research on low dimensional BNFs demonstrate that the features

can produce results comparable to a more conventional MFCC representation for

ASR, as evidenced by the strong recognition performance presented in Table 6.3. This

supports the utility of BNFs as a compressed feature representation and motivates

further investigation into their use in CSHMM modelling. The interpretability of BNFs

in relation to phonetic and articulatory properties, as illustrated in Figure 4.1, makes

them an appealing representation for the acoustic models that this thesis explores. The

visual analysis of the data used in this research provides insight into the characteristics

and nature of the BNFs, revealing that the extracted features have a smooth trajectory

over time and speculates regions of the output features that may relate to acoustic

properties of speech.

In the context of the current findings, it is a compelling option to experiment using a

compact, low-dimensional BNF representation in the study of CSHMMs, particularly

in exploring a parsimonious acoustic modelling system. This approach is consistent

with previous studies, such as (Weber et al., 2016b), which have also demonstrated that

BNFs are a promising representation for CSHMMs.
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Chapter 5

Experiment Preliminary Details

This chapter introduces the TIMIT speech corpus (Garofolo et al., 1993), which is used

as the primary data source for all ASR experiments in this thesis. The TIMIT corpus is

a widely-used and well-established resource in ASR research, consisting of a diverse

set of transcribed speech samples from various speakers with different accents and

speaking styles. In addition to describing the TIMIT corpus, this chapter also outlines

the standard evaluation metrics used to assess the performance of an ASR system.

These metrics, such as word error rate and character error rate, are commonly used

in the field to compare the performance of different ASR systems. By thoroughly

examining both the TIMIT corpus and the evaluation metrics used in this thesis, this

chapter sets the foundation for the experimental results and analysis presented in the

subsequent chapters.

5.1 Speech Corpus

The TIMIT (Texas Instruments/Massachusetts Institute of Technology) speech corpus

includes roughly 5.4 hours of near-field recorded speech from 630 speakers, with each

speaker recording 10 phonetically rich sentences, making a total of 6,300 sentences.

The speaker population is composed of 70% males and 30% females and represents

a diverse range of 8 major American English dialects. The speech samples include a

wide range of phonetic phenomena, making them a valuable resource for training and
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testing ASR systems and for studying American English phonetics. The corpus is also

phonetically balanced making it suitable for research purposes. The TIMIT database is

widely used in speech and linguistics research and is considered a standard benchmark

for evaluating ASR systems.

The TIMIT corpus is composed of recordings of read speech that are based on three

different text types, which are labelled as (SA) dialectal variant, (SX) phonetically

compact, and (SI) phonetically diverse sentences. The distribution of these sentence

types within the corpus is detailed in Table 5.1, as cited from the original TIMIT source

(Garofolo et al., 1993).

Sentence Type # Sentences # Speakers Total # Sentences\Speaker
SA 2 630 1260 2
SX 450 7 3150 5
SI 1890 1 1890 1

Total 2342 6300 10

TABLE 5.1: Summary of the speech material in TIMIT corpus.

The sentences in this corpus have been designed to ensure that all possible phone pairs

are represented, especially phonetic contexts that are rare or particularly challenging.

Special attention has been paid to the inclusion of dialectal variations between speakers,

as evidenced by the presence of SA sentences. However, for the purposes of this thesis,

all SA utterances have been excluded as the identification of dialectal features between

speakers is not relevant to this work. The inclusion of these sentences would only serve

to increase the complexity of the recognition experiment.

As outlined in the TIMIT documentation, the suggested subdivision of the speech files

has been adopted for all experiments in this thesis unless otherwise stated. These

divisions split the remaining 2340 sentences (excluding the SA prompts) into the

following sets: train, development, core test, and full test sets. Table 5.2 outlines the

data division of these sets.

The TIMIT database is a popular resource because it has manually labelled data at

the phone level and has been widely used in ASR research. This speech corpus is
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Set Speakers Utterances Hours Tokens
Train 462 3696 3.14 142910

Development 50 400 0.34 15334
Core Test 24 192 0.16 7333
Full Test 168 1344 0.81 51680

TABLE 5.2: Speech statistics for TIMIT sets (training, full test, develop-
ment, and core test) excluding SA sentences.

particularly useful for understanding how ASR systems behave at the phone level due

to the verified word and phonetic segmentations of the data. Consequently TIMIT

continues to be a good source for baseline experiments with new techniques including

HMM and DNN based research.

5.1.1 Phone Mappings

The TIMIT database utilises a 61-symbol phone set in the manual labelling of its data.

However, for recognition experiments, a reduced phone set of 49 symbols is utilised

to build models, and a 41-symbol set is used to calculate phone accuracy (Lee and

Hon, 1989). This condensed phone mapping is a widely accepted convention for

recognition baseline experiments as it eliminates distinctions between very similar

sounds, which are not deemed to have a significant impact on ASR errors. The complete

mapping between the phone sets and broad phone classes from (Garofolo et al., 1993)

are presented in Appendix A.

Phone examples can fall into broad phone categories following the recommendations

made by (Halberstadt and Glass, 1998) and (Reynolds and Antoniou, 2003), and are

summarised in Table 5.3. The distribution of these categories can be determined by

the number of sampling frames in the test and training data as visualised in Figure 5.1.

The classification of long and short vowels aligns with the conventional definition of

long and short vowels as stated in (Oller, 1973). Figure 5.1 highlights a well-balanced

distribution of phones in both the training and testing data, further reinforcing the

credibility of the recommended test/train data split of the TIMIT corpus.
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FIGURE 5.1: Distribution of broad phone categories in the recommended training (top) and test
(bottom) dataset split for TIMIT (Garofolo et al., 1993).
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Phone Class TIMIT Labels
Short Vowel ij ih eh ix ax ah uw uh
Long Vowel ae aa ao ey ay oy aw ow er
Semi- Vowel l r el w y
Nasal/Flap em en eng m n ng nx dx
Plosive b d g p t k jh ch
Fricative s z sh zh v f dh th hh hv
Silence pau epi h# bcl dcl gcl pcl tcl kcl q d

TABLE 5.3: Recommended broad phone categories.

5.2 Evaluation Metrics

The assessment of ASR experiments involves the use of several standard evaluation

metrics. Among these metrics is the Word Error Rate (WER) or Phone Error Rate

(PER), which compares the recognition hypothesis with the reference transcription. The

computation of WER and PER uses a Dynamic Programming-based string alignment

method, which quantifies the number of substitutions, insertions, and deletions re-

quired to match the reference transcription. Alternatively, word or phone level accuracy

may be used to measure the percentage of words or phones that are correctly recognised

in the recognition hypothesis. These metrics are provided by the HTK toolkit and are

computed using the HResults function, as specified in (Young et al., 2002).

The experiments presented in this work focus on the phone error rate and accuracy

rate as a model performance metric which can be calculated as follows:

Correct =
H

N
× 100 (5.1)

Accuracy =
H − I
N

× 100 (5.2)

In the calculation of the recognition performance metrics in HResults, the variables

H, I, and N are defined as follows: H represents the number of tokens that have been

correctly recognised, where a token refers to either a phone label when calculating the

phone error rate or a word label when calculating the word error rate. I represents
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the number of insertions that occur when a token is present in the recognition hypoth-

esis but not in the reference transcript. N is the total number of recognised tokens.

The HResults function also produces two other outputs, deletions and substitutions,

which are not directly used to calculate the metrics but provide valuable information.

Deletions occur when a token is present in the reference transcription but not in the

recognition hypothesis, while substitutions occur when a token in the recognition

hypothesis differs from the corresponding token in the reference transcription.
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Chapter 6

Continuous State Segmental

Models for Speech Recognition

The chapter presents a description of two trajectory-based models: the constant trajec-

tory CSHMM and the linear trajectory CSHMM. The CSHMM framework is introduced

in Section 3.5 as a Markovian-based model that models speech units as constant dwell

regions of variable durations. Smooth transitions connect one dwell to the next, as

shown in Figure 3.7. The CSHMM has been explored in other domains using naming

conventions such as Linear Gauss Models and Kalman Filters. However, there has been

insufficient experimentation applied on speech data. The study builds upon previous

work (Champion and Houghton, 2016) by evaluating the CSHMM in a segmental

model setting. In addition, it includes details on the training and inference algorithms

used to benchmark the proposed models using the TIMIT dataset.

This study evaluates whether a trajectory-based model can capture essential correlations

in speech, similar to a Segmental Hidden Markov Model (SHMM) described in Section

3.3. The hypothesis is that by utilising a CSHMM framework, a segmental trajectory-

based system can also include flexible constraints at segment boundaries. This would

reduce the impact of inter-segmental independence, a known limitation of the SHMM.

Additionally, this research highlights the advantages of the CSHMM in addressing

the issue of pre-segmentation. The SHMM requires pre-segmentation, which can lead
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to computational inefficiencies because all segment durations need to be considered

for all state sequences which is unscalable. However, pre-segmentation is no longer

necessary by using the training and decoding algorithms implemented for a CSHMM,

making the CSHMM a more computationally efficient and effective solution.

As defined in Section 3.5, a CSHMM can be parameterised according to a sequence

of states S = s1, s2, ...sN , an initial state probability P (s1|Θ1), a transition proba-

bility P (sj |si,Θs), and an emission probability P (yt|st,Θy) where Θ represents a d-

dimensional Gaussian probability distribution of the following form:

Θ = (2π)−
d
2 |P |

1
2 exp

(
−1

2
xTPx

)
(6.1)

To simplify the calculations in this chapter, the normal distribution is defined in terms

of a precision, which is the inverse of the covariance, such that P = Σ−1.

Markov models use hidden variables, known as states, to represent the underlying

system that generates observable data. The implementation of a CSHMM in this work

integrates the concept of a state into the algorithmic definition such that a state is

defined by both discrete and continuous components. This representation is largely

informed by the CSHMM formulation described in (Champion and Houghton, 2016)

and (Houghton et al., 2015), which define a CSHMM state based on the Baum Welch

forward probability variable α. The components of a state in this work include:

φi A phoneme label of a state si.
Φ The full phonetic history vector for a hypothesis.
h The amount of time spent in the current state.
µφ A phoneme-specific canonical mean of a Gaussian realisation

distribution.
E A measurement precision matrix.
A A realisation precision matrix.
Kt A state normalisation factor that is to be interpreted as a score to

rank the systems hypotheses.
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6.1 Constant Trajectory CSHMM

The constant trajectory model is a generalised variant of the static Gaussian segmental

Model as described in (Russell, 1993). This model aligns with the dwell trajectory con-

cept in the CSHMM (Champion and Houghton, 2016) and assumes that the underlying

trajectory remains constant over time for segments of variable lengths.

In this model, the trajectory is regarded as a constant with a state value (s) drawn from

a Gaussian distribution with a phoneme-specific mean µφ and precision A:

s ∼ N (µφ, A) (6.2)

The parameters of the canonical distribution for each phoneme in the inventory are es-

timated during the training process. The observations yt are assumed to be distributed

around the constant trajectory according to a Gaussian pdf:

y ∼ N (yt − s, E) (6.3)

Where E is the measurement precision.

A conceptual diagram of the underlying model assumption for the constant trajectory

model (PCTM) is depicted in Figure 6.1. The x-axis represents time with black dotted

vertical lines signalling segment boundaries, crosses represent observations. The first

segment displays two competing hypotheses for two distinct phonemes φ1 and φ3.

Subsequent segments demonstrate an idealised example of a complete hypothesis

for a constant trajectory. The canonical trajectories are dashed orange lines, while

the realised trajectories are solid blue lines. The realised trajectory deviates from a

canonical trajectory according to a realisation distribution depicted for illustrative

purposes along the y-axis. The observations are shown to be distributed around the

realised targets.
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FIGURE 6.1: A conceptual diagram of the Piecewise Constant Trajectory
Model. - Black crosses are observation points, the blue line is the realised
trajectory. Orange dashed lines show the canonical target from an inven-
tory which is defined by a canonical distribution illustrated along the

y-axis.

The trajectory parameters in a static Gaussian segmental model (Russell, 1993) remain

fixed for the entire duration of a segment in a single forward pass through the data.

In contrast, a constant trajectory CSHMM adjusts the trajectory parameters as new

observations are seen. This is possible in a CSHMM because the parameters are

probability distributions as opposed to sampled values from a distribution. Figure 6.2

illustrates how a trajectory position may update with each observed data. As each

observation is seen, a hypothesised trajectory mean is updated, allowing the underlying

trajectory to shift, optimising its position to best fit the observations seen up to time t.

The PCTM shares a similar structure to a standard HMM, assuming piecewise linearity

that remains constant over time. However, the two models differ fundamentally in

their assumptions about the relationship between states and observations. Whereas a

standard HMM assumes a one-to-one mapping between states and observations, the

PCTM permits a one-to-many mapping between the state and observations through an

explicit duration distribution.

The PCTM is defined by a parametric representation of the Baum-Welch Alpha αt(s),

where s is a vector of continuous state variables at a specific time t. The alpha value

corresponds to a forward probability representing the joint probability of a sequence of

states and observations. To initialise the model, before any data is observed, the initial
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FIGURE 6.2: A conceptual diagram showing a hypothesised trajectory up-
date as new features are observed in a single segment. - Black crosses are
observations, the blue line is the realised trajectory, and the orange dashed

line is the canonical target trajectory.

state s in the Markov process has a probability of αφi0 (s) for a specific state value. For

example, in the context of acoustic modelling let φi represent a particular phoneme

from a set of M phonemes in an inventory. This initialisation means that before any

data is observed, M hypotheses are generated for the M phonemes in the phoneme

inventory.

1. Initialisation

αφi0 (s) = P (s) P (φi) (6.4)

= N (s− µφi , Aφi) P (φi)

The probability of a particular phoneme φi can be determined by a language model,

denoted as P (φi). The probability of a state is defined as a probability density function

centered on an estimated canonical mean µφi with a precisionA that can be learned from

data. There is no slope dependency in a PCTM, and so a simple Gaussian distribution
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of a state is formulated as:

s ∼ N (µ,A)

= (2π)−
d
2 |A|

1
2 exp

(
−1

2
µTAµ

)
(6.5)

As data is observed, the alpha-value parameters can be updated by extending a hy-

pothesis in its current state or through a hypothesis extension involving a state change.

The generalised alpha-recursion is established by induction.

2. Induction

αφt (s) = P (yt|st) P (s1, . . . , st−1, y1, y2, . . . , yt−1)

= P (yt|st) αφt−1(s)

= N (yt − st, Et) αφt−1(s)

= K∗t N (s− µ∗t , A∗t ) (6.6)

In the case where a hypothesis is extended in its current state, the alpha-value can be

calculated as:

αφt+1(s) = Kt N (s− µt, At) N (yt+1 − st+1, E) (6.7)

= K∗t+1 N (s− µ∗t+1, A
∗
t+1) (6.8)

Where Kt is a Gaussian normalisation scale factor which can be loosely interpreted as

the sum of probabilities of all paths consistent with a given hypothesis. Parameters K∗t ,

µ∗t , and A∗t represent the updated normalisation factor, state distribution mean, and
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state precision, respectively. They can be calculated by the following update equations:

At = At−1 + E (6.9)

µt = A−1t (At−1 µt−1 + Eyt) (6.10)

Kt = Kt−1 N
(
yt − µt−1, (A−1t−1 + E−1)−1

)
(6.11)

These update equations have been derived according to a Gaussian refactorisation

lemma (Appendix B) which specifies that the product of two Gaussian distributions

results in another unnormalised scaled Gaussian. Expanding all terms of a Gaussian

product and completing the square results in the parameter update formulas. Update

equations of the same form have been derived in (Weber et al., 2014) and (Ainsleigh et

al., 2002). Additionally, the scaled Gaussian updates are equivalent to the Kalman-Filter

time update, Kalman gain, and Kalman Filter measurement updates as demonstrated

in (Ainsleigh et al., 2002).

After updating the parameters of the alpha-value on seeing a new observation, it

is necessary also to factor in two additional probabilities; the prior probability of a

phoneme P (φ) and a transition probability specifying the hypothesis extension for the

same state P (st+1 = φi|st = φi). Alternatively, a hypothesis extension can branch to

consider a different state at time t+ 1, in which case equation 6.8 is updated such that:

αφt+1(s) = Kt+1 N (s− µt+1, At+1)N (s− µφj , Aφj ) P (φj) P (s
φj
t+1|s

φi
t ) (6.12)

After processing all observations in a single forward pass through the data and extend-

ing all hypotheses to cover all possible state sequences, the hypothesis with the highest

score is considered the most probable pathway through the data. The Gaussian scale

factor Kt serves as the hypothesis score and is employed to rank, prune, and threshold

the list of hypotheses. One of the discrete components of the PCTM is the phonetic

history vector, which can be extracted at the end of an utterance to reveal the most

likely sequence of phonemes that is most pertinent for an ASR evaluation.
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6.2 Linear Trajectory CSHMM

The previous section introduced a piecewise constant model that models speech accord-

ing to a constant trajectory constraint. The PCTM has the same limitations as a standard

HMM by assuming that a piecewise constant underlying trajectory is an accurate as-

sumption to capture the dynamics of speech production. To address this limitation,

this work evaluates a piecewise linear CSHMM. Two model forms are considered: the

discontinuous piecewise linear trajectory model (DPLTM) and the continuous piece-

wise linear trajectory model (CPLTM). The critical distinction between these models

lies in the way in which the segment trajectory functions during state change-points.

Subsequent sections will elaborate on the underlying trajectory assumptions of each

model.

6.2.1 Discontinuous Piecewise Linear Trajectory model (DPLTM)

The discontinuous piecewise linear trajectory model (DPLTM) assumes that observa-

tions within a segment can be adequately modelled according to a linear trajectory

described by a straight line equation s′ = hx+ s where s′ is the trajectory value after h

steps through the data. A trajectory start-point is denoted as s, and x is the realised

slope. This assumption is similar to the trajectory definition in the linear Gaussian

SHMM (Holmes and Russell, 1999) and is structured in accordance with the transition

trajectory definition of the CSHMM as detailed in (Champion and Houghton, 2016).

Figure 6.3 presents a conceptual representation of the underlying trajectory in a DPLTM

system. The observations are as black crosses, while the canonical trajectory is the

orange dashed line, and the realised trajectory is the solid blue line. Dotted vertical lines

along the x-axis indicate the segment boundaries. A key detail of the DPLTM is that at

segment boundaries, when a state transitions from si to sj , there is a discontinuity at

the segment boundary.

The DPLTM is parameterised based on the mean and slope parameters making the state

dimension double the size of the corresponding distributions in the piecewise constant
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FIGURE 6.3: A visual representation of a Discontinuous Piecewise Linear
Trajectory Model (DPLTM). - Black crosses are observations, the blue line
is the realised trajectory, and the orange dashed line is the canonical target

trajectory.

system. The Gaussian probability density function for the DPLTM is formulated as

follows:

N (s,A) = (2π)−
d
2 |A|

1
2 exp

(
−1

2

(
µ

x

)T

A

(
µ

x

))
, (6.13)

Where the slope values x are appended to the state mean vector. The precision matrix

A is defined as:

A =

As + E E

E Ax + E

 (6.14)

The mean of the trajectory start-point and the slope distribution parameters are µs and

µx, respectively, while As and Ax represent the realisation precision for the start-point

and the slope. The recursion calculation for the DPLTM can be formalised by the

following: 1. Initialisation

αφi0 (s) = P (s) P (φi) (6.15)

= N

((
s− µφis
x− µφix

)
, A

)
P (φi)

For h steps into a state hypothesis, the alpha recursion is specified as:
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2. Induction

αφt (s) = αφt−1(st−1) N (yt − st, Et)

= Kt−1 N
((

s− µs
x− µx

)
, At−1

)
N (yt − (s+ hx), E)

= K∗t N
((

s− µ∗s
x− µ∗x

)
, A∗t

)
(6.16)

The updated components of the alpha-value identified by (∗) can be computed as

follows:

At = At−1 +

 E hE

hE h2E

 , (6.17)

µt = A−1t

(
At−1 µt−1 +

(
Eyt
hEyt

))
, (6.18)

Kt = Kt−1

√
|At−1||E|
|AT |(2π)3

× exp
(
−1

2
(µTt Atµt − µTt−1At−1µt−1 − yTt Eyt)

)
. (6.19)

A hypothesis in a DPLTM can be extended in the same manner as described for a

constant trajectory model. If a hypothesis is extended in its current state, the alpha-

value is updated such that:

αφt (s) = αφt−1(st−1) N (yt − st, Et) P (φi) P (st = φi|st−1 = φi) (6.20)

For the case where a hypothesis branches to consider a transition to a different state,

the alpha-value update assumes the form:

αφt (s) = αφt−1(st−1) N (yt − st, Et)N (s− µφj , Aφj ) P (φj) P (st = φj |st−1 = φi) (6.21)

The trajectory definition used in the DPLTM shares similarities with the optimal trajec-

tory model proposed in (Holmes, 1997) and the linear Gaussian SHMM explained in
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(Gales and Young, 1993). However, there is a difference in the way the forward trajec-

tory update equations are formulated in this study, which defines the trajectory based

on its starting point, while in (Holmes, 1997) and (Gales and Young, 1993), it is based

on the midpoint. Defining the update equations according to the starting point enables

the complete phonetic history of a hypothesis to be output in a single forward pass

of the data. This is unlike the midpoint definition, which requires both forward and

backward dynamic programming passes during the inference stage. By reformulating

this model using the CSHMM framework, it is possible to address the computational

inefficiency of the same structured model defined by an SHMM framework.

6.2.2 Continuous Piecewise Linear Trajectory model (CPLTM)

The continuous piecewise linear trajectory model extends the former DPLTM trajec-

tory assumptions by incorporating a strict continuity constraint between consecutive

segments. This constraint requires the endpoint of a segment’s trajectory to have the

same value as the start point of the subsequent segment’s trajectory. This research aims

to investigate the hypothesis that a system that can capture the correlations through-

out a complete speech utterance is a more faithful model of the articulatory speech

process. Extending continuity across segment boundaries to implicitly capture the

speech production process within the model definition has been considered in previous

works such as (Frankel, 2003), (Bridle et al., 1998) and (Champion and Houghton, 2016).

Co-articulation is an interesting attribute of speech that could benefit from an improved

model capturing the correlation across an entire utterance.

The goal of accurately modelling co-articulation is to enhance the overall accuracy of

speech recognition systems. Several previous studies have examined the effects of co-

articulation and how phonetic context influences the acoustic realisation of a phoneme.

For instance, (Wieworka, 1997) proposed a novel approach to speech recognition using

exponential interpolation to model the gradual changes in speech production due

to co-articulation. The system utilises a set of HMMs to model each phoneme and

dynamically updates the parameters of the HMM through exponential interpolation.
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(Deng and Ma, 2000) proposed a statistical approach to modelling the effects of co-

articulation using an Extended Kalman Filter algorithm to smooth across segments.

The authors referred to this method as "a ’super-segment’ model where the correlation

structure in the model extends over an entire speech utterance". This model was

designed to capture the dynamic changes in the vocal-tract-resonance that occur due to

co-articulation and presented promising results when applied to a spontaneous speech

database.

This present study continues this line of research and extends the DPLTM by incorpo-

rating the continuity constraint through formulating the CPLTM. The joint probability

of a sequence of states and observations can be calculated in the same manner as in

a DPLTM in Equations 6.15-6.16 , however, an additional step is necessary at a state

change-point in the CPLTM. When branching to a new state, the hypothesis probability

must be redefined based on the trajectory endpoint by marginalising the slope through

integration. The reparameterisation can then be defined as:

α′(ŝ) =

∫
x
αt(s+ hx, x)dx (6.22)

The trajectory endpoint is defined as ŝ = s + hx, and α′(ŝ) represents the sum of

probabilities of paths arriving at the realised endpoint target. The notation α′ is used to

distinguish the re-parameterised alpha value from the α(s) calculation based on the

trajectory start-point. By integrating the slopes associated with the linear trajectory, an

updated trajectory value can be determined to specify the start of the preceding trajec-

tory. This integration step allows for a continuous trajectory hypothesis to be modelled

throughout the entire speech utterance. Figure 6.4 shows an idealised representation of

the underlying model trajectories in a CPLTM.
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FIGURE 6.4: A visual representation of the underlying model structure
of a Continuous Piecewise Linear Trajectory Model (CPLTM). - Black
crosses are observations, the blue line is the realised trajectory, and the

orange dashed line is the canonical target trajectory.

The following section presents the training and decoding procedures implemented

to evaluate the performance of the described piecewise constant trajectory model

(PCTM), discontinuous piecewise linear trajectory model (DPLTM), and the continuous

piecewise linear trajectory model (CPLTM) using the TIMIT database comparing the

results with traditional speech recognition systems.

6.3 Training and Decoding Algorithms

The segmental CSHMM incorporates a forward A* Search algorithm for the training

and decoding phases. This section provides an overview of the training and decoding

procedures, experimental optimisations, and benchmark ASR outcomes. The ASR

results are based on a bottleneck feature representation of the TIMIT dataset, which is

described in Chapter 4.

6.3.1 Training Procedure

The CSHMMs used in this study are trained using a supervised approach, with training

examples and corresponding class labels provided as input from the TIMIT transcrip-

tions. This training process aims to estimate the set of parameters that maximise the
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joint probability of states and observations. The TIMIT database, as described in Chap-

ter 5, was used as the training corpus in these experiments. Its advantage lies in the

availability of segmentation labels for the training data.

The Gaussian parameters that describe the state realisations N (µφs , As), the slope pa-

rameters N (µφx, Ax), are estimated during the training process. The training dataset is

also used to estimate a language model, which includes an initial phoneme probability

distribution P (φi), and a duration model.

The training data contains M instances of a specific phoneme φi, where a sequence

of data with length h corresponding to that phoneme is denoted as [yt, . . . , yt+h]. The

mean and precision of the canonical realisations are calculated by taking the average

and variance of the estimated start points for all M instances of the phoneme in the

data:

µφis =
1

M

M∑
m=1

ymt (6.23)

Aφis =

(
1

M

M∑
m=1

(ymt − µφis )2

)−1
(6.24)

Similarly, the canonical slope parameters can be estimated as the average mean and

precision of a segment slope calculated as:

µφix =
1

M

M∑
m=1

ymt+h − ymt
(t+ h)− t

(6.25)

Aφix =

(
1

M

M∑
m=1

((
ymt+h − ymt
(t+ h)− t

)
− µφix

)2
)−1

(6.26)

The measurement error can be approximated by calculating the difference between

the estimated underlying trajectory of the system and the particular observation or

by performing an empirical grid search evaluating the recognition performance for
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various parameter values to optimise the system numerically.

Timing Model

A timing model can be introduced in the forward calculations of a CSHMM, and any

generalised distribution can be incorporated. An interesting area to consider for future

work to build on the findings in this thesis is to specify a timing model to complement

the data. The experiments reported in this thesis use a global static uniform distribution,

represented as Unif[tmin, tmax], where tmin is the shortest allowable segmentation, and

tmax is the longest allowable segmentation. While it is possible to consider a phoneme-

specific duration model by extracting the maximum and minimum segment lengths for

each phoneme category in the training data, this scenario was not explored in this work.

Using a static global uniform distribution for the duration model provides a baseline

for comparison against systems that employ phoneme-specific duration distributions.

Language Model

The language model is a crucial component in ASR, as it utilises a statistical approach

to estimate the probability of a word in a sequence given the previous words. The

language model can be incorporated into the CSHMM algorithm as P (φi) and, in

theory, can be generalised to any distribution. One widely utilised language model is

the N-gram model, which defines the probability of each word given the preceding

N − 1 words as P (wi|wi−1, . . . , wi−N+1).

In this work, phone recognition experiments were conducted on the TIMIT corpus

and evaluated using a bi-gram language model where N = 2. The parameters of the

bi-gram model were learned from the training data. Initial experiments were performed

using a "flat" language model, which assumes equal probabilities for all phonemes

following any other phoneme 1/M , meaning when a hypothesis changes state M , state

extensions are considered for each of the phonemes in the inventory. The results of the

initial exploratory experiments showed that the bi-gram model performed better than

the flat language model.
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6.3.2 Viterbi Training

An initial phoneme inventory is constructed based on the assumption that the hand-

labelled TIMIT phoneme boundaries accurately segment the data. The CSHMM pa-

rameters are estimated according to this segmentation. While the TIMIT labels may be

sufficient for a single-state phoneme model parameter estimation, they may not be opti-

mal for tri-phone model training. This work considers both single-state and three-state

models with initial benchmark experiments utilising the TIMIT segmentation.

A subsequent experiment implements a Viterbi Alignment method to further optimise

the data segmentation and improve the accuracy of parameter estimation. The Viterbi

Algorithm, described in Section 3.6.2, is a breadth-first search through a probability-

weighted lattice calculating the MAP maximum a posteriori and shortest path through

the lattice. This algorithm is highly efficient and is useful for simple HMM automatic

speech recognition tasks, with a computational cost of O(T ) (Young et al., 2002).

The iterative Viterbi Alignment process aims to find the data’s optimal segmentation,

which will consequently optimise the parameter estimation. The Viterbi criterion states

that when two competing hypotheses exit the same state at the same time with the

same phonetic history, the hypothesis with the highest probability will be considered

the optimal hypothesis. This criterion reduces the computational load by condensing

the hypotheses heap during state transitions, enabling efficient Viterbi training and

decoding. When running a Viterbi alignment, the forward algorithm, as described

previously for a DPLTM or CPLTM system, is implemented accompanied by a strict

language model. The language model only allows transitions between phonemes

according to the training data transcription. This forces the model to find an optimal

pathway through the data by considering all segmentations for the transcribed sequence

of phoneme models. A maximum heap size needed for a full decode to be present on

the heap at the end of the forced alignment experiment can be calculated by N × tmax

whereN is the number of phonemes in the inventory and tmax is the maximum allowed

duration governed by the timing model.
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Experimental results using a development dataset reveal small fluctuations in the

CSHMM "score", which can be loosely interpreted as the likelihood probability as the

number of iterations increases. Furthermore, after training on the full TIMIT training

data, a decoding experiment resulted in an increase in phone error rate (PER) for each

additional forced alignment run, as presented in Table 6.1. These findings suggest that

while the Viterbi Alignment is an effective method for optimising the segmentation of

speech data in a standard HMM, the additional trajectory constraints may impact the

benefit of Viterbi Training.

# Iterations %Corr %Acc ins del sub
0 66.97 56.48 10.49 7.82 25.21
1 68.57 51.15 17.42 5.25 26.18
2 68.19 49.92 18.27 5.18 26.64
3 67.03 50.59 16.06 5.96 27.01
4 66.92 50.91 16.01 5.97 27.11
5 66.52 50.71 15.95 6.13 27.35

TABLE 6.1: Recognition performance after iterations of the Viterbi align-
ment procedure for a single state DPLTM.

The number of insertions present in the experiment with no forced alignment training

compared to a single iteration of forced alignment shows a 7% increase in insertion

errors after alignment. Upon further examination, it was determined that the A* Search

Algorithm is susceptible to the same problems faced in the Viterbi SHMM described

in (Holmes, 1997). Specifically, the measurement error decreases with each forced

alignment iteration and consequently biases the model towards weighting smaller

segments as more probable than longer segments. This implicit bias results in an

increased number of insertions of phonemes with very small segments.

To mitigate the effects of this implicit bias, a duration-dependent correction scaling

factor was employed in conjunction with a system-wide measurement variance floor

value of 1e−9 during the training process. This approach aimed to overcome the

limitations of the Viterbi alignment and improve the accuracy of the model.
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Visual Analysis of Viterbi Training

To further investigate the recognition performance results in Table 6.1, which shows

that for model training, the TIMIT segmentation is optimal, and there are no additional

benefits for running a forced alignment Viterbi training procedure. A visual analysis is

considered to observe if there are notable trends in how the segmentation alters after

running a forced alignment process for both the DPLTM and the CPLTM.

A number of randomly selected TIMIT utterances from the test data are visualised in

Figures 6.5 - 6.10. These figures plot the same utterance and segmentation according

to the two models of interest, the DPLTM and CPLTM. The top spectrogram shows

the segmentation from the DPLTM system with the blue vertical lines against the

TIMIT transcribed segmentation indicated by the red lines. The bottom spectrogram

shows the segmentation from the CPLTM system, with green vertical lines against

the TIMIT segmentation again shown by the red lines. The phoneme transcriptions

for the DPLTM, TIMIT, and CPLTM systems are aligned with the segmentation in the

spectrograms above and below.
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There are a number of observable trends given an analysis of different utterances. Firstly,

the DPLTM system is generally more consistent with the TIMIT segmentation. The

DPLTM system was found to frequently hypothesise the same segmentation point as

the manually labelled segmentation in TIMIT and where it differs, the system generally

hypothesises a change point just before the TIMIT segmentation (to the left). In contrast,

the CPLTM system was found to diverge from the TIMIT labelling, with a tendency to

underestimate the segment length, resulting in change points to the right of the TIMIT

segmentation. This trend was particularly evident in Figure 6.7, which shows that the

CPLTM system performs poorly in segmenting the fricative phoneme /s/.

The number of frames by which the DPLTM and CPLTM systems deviate from the

TIMIT segmentation varies. When the DPLTM system proposes different segmentation,

it is shifted on average by +/- 3 frames. For the CPLTM system, this shift is +/- 7 frames.

Furthermore, in the CPLTM system, the shift tends to be consistent throughout the

whole utterance, with the deviation never recovering to match the TIMIT segmentations.

Another noticeable attribute of the CPLTM is that the system hypothesises a single

long segment at the end of the utterance, with all other phone segments comprising of

small-medium segments. This is most evident in Figures 6.8, 6.9 and 6.10. In contrast,

the DPLTM system was found to often recover, demonstrating greater consistency with

the TIMIT segmentation. These findings provide valuable insights into the deviation

patterns of the DPLTM and CPLTM systems, highlighting the strengths and weaknesses

of each system.

The difference in behaviour observed may be attributed to the influence of the conti-

nuity constraint on the segmentation process. The system’s efforts to match the start

and end points of adjacent segments lead to the probability influence of the continuity

constraint, out-weighing the impact of the segmentation. As a result, the realisation

probability becomes more influential than the measurement probability in regions

surrounding state transitions. Additionally, the decreasing measurement error value

may bias the model towards inferring smaller segmentations, reparameterising the
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trajectory distribution at the end of a segment results in a quicker convergence of the

measurement variance to the floor value.

6.3.3 Decoding Procedure

Decoding is a crucial step in any ASR system, as stated previously, the goal of decoding

is to find the most likely sequence of states that generated the observed speech signal.

The foundation ASR equation to be solved when decoding is:

W ∗ = argmax
w

P (y|λ) P (λ|W ) P (W ) (6.27)

Where W ∗ is the most likely sequence of words given an acoustic model probability

P (y|λ), a lexical model probability P (λ|W ), and a language model P (W ). The decoding

problem can be understood as a search problem, which necessitates an efficient search

through the state space considering all possible state sequences. A favourable attribute

of the CSHMM framework is that the CSHMM algorithm can be implemented in a

computationally efficient manner. A challenge of extending speech research using

segmental HMMs is that the Viterbi training and decoding algorithms for SHMMs are

computationally expensive. Studies such as (Russell, 2005) investigate optimisation

strategies to reduce the computational load of SHMMs, however, a 95% reduction in

probability calculations yielded a 3% increase in ASR errors. With the proposal of

the CSHMM in the context of ASR in (Champion and Houghton, 2016), which has

inspired this work, it is now possible to re-visit the viability of segmental models

using the CSHMM and compact computational framework. Despite this, there has

been insufficient applied experimentation to this technique on speech data. This may

be because of a lack of software available to implement a CSHMM for experimental

purposes, such models do not exist as standard in the widely available HTK and

Kaldi toolkits. Another complexity of applying a CSHMM to speech data lies in the

fact that the feature representation must compliment the model constraints. This
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thesis addressed both of these issues by implementing the CSHMM and exploring an

alternative speech feature representation for experimentation.

The source code for the DPLTM and CPLTM systems in this work is documented in

(Seivwright, 2015). In addition, the decoding algorithms are described here.

The CSHMM algorithm is a sequential branching process that recovers a phoneme

sequence and the corresponding times during which each phoneme is realised. It

is implemented as an A∗ stack decoding strategy that maintains a sorted heap of

hypotheses ordered according to the CSHMM Kt "score" parameter. As observations

are made, a CSHMM hypothesis can be extended in its current state or branch to

a different state. The branching factor is governed by a language model, making it

possible to assign zero-probability transitions between unlikely state transitions, this

method can regulate the branching factor. However, for the experiments in this work,

and general ASR, it is more realistic to allow all phoneme transitions to exist with

unlikely phoneme pairs having a low probability rather than a zero probability.

If we assume that all pairwise phoneme transitions are allowable, the CSHMM exhibits

an exponential branching factor. Each hypothesis extension yields M alternative

hypotheses, where M is the number of phonemes in the global inventory. Maintaining

a heap data structure with ML hypotheses for an observation sequence of length L is

computationally challenging. To provide perspective, the average length of a TIMIT

utterance in the training dataset is 3.06 seconds, or 306 10/ms frames. Using a standard

49 phoneme set would require a heap size of approximately 1.58306, which is intractable.

However, there are various pruning and thresholding techniques that can be used to

implement this algorithm practically.

• Viterbi Criterion: While the Viterbi criterion is not integral to the search at

inference time, it can be used to reduce the number of maintained hypotheses.

Suppose two competing hypotheses branch to the same phoneme at the same time

and also contain the same phonetic transcription with different segmentation. In

that case, it is sufficient to assume the highest-scoring hypothesis after branching
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will be the highest-scoring hypothesis globally of the two. In such cases, the

lower-scoring hypothesis can be dropped from consideration.

• Threshold Factor: A threshold factor τ , defined as logKt > logκ− τ where κ is

the largest likelihood, can be used to determine the minimum score a hypothesis

must have in order to be considered for further processing. If the difference

between the current hypothesis score and the highest-scoring hypothesis on the

heap is greater than the threshold then it qualifies to be put onto the heap for

further extension. Experiments in this work use a threshold value τ = 100

• Pruning Factor: A pruning factor is a control variable that limits the overall

size of a heap, consequently reducing the number of elements that need to be

processed by the decoder, which improves its efficiency. In this work, a maximum

heap size of 250 is maintained.

6.4 Experiments and Results

This section presents the baseline ASR experimental results for variants of the CSHMM

using 9-dimensional bottleneck features.

6.4.1 Preliminary Experimental Optimisations

Decoding involves the combination of likelihoods from the acoustic, language and

duration models. To balance the contribution of each of these values, a language

model scaling factors (LMSF) and phone insertion penalty (IP) can be factored into the

decoding computation. In practice the log-likelihood of Equation 6.27 is implemented

such that the calculation is of the form:

W ∗ = argmax
w∈L

logP (y|λ) + logP (λ|w) + LMSF × logP (w) +M × IP (6.28)

The LMSF and IP parameters are determined heuristically using a subset of the TIMIT

development data. This subset consists of 16 speakers, one male and one female speaker
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from each dialect region, each speaking a unique utterance from the development

data, resulting in a total of 16 utterances. The development data used for optimising

these parameters is excluded from the model training and language model estimation.

Tuning these scaling factors resulted in a 4.78% improvement for the DPLTM single-

state system and a 2.74% improvement in accuracy for the CPLTM single-state system.

Table 6.2 presents the specific parameters used for the baseline systems in this study.

Decoding System WIP LMSF
HTK HMM GMM 0 5
1-State
PCTM -8 1
DPLTM -3 0.5
CPLTM -20 3
3-State
PCTM -25 0.5
DPLTM -7 0.5
CPLTM 0 3

TABLE 6.2: Optimal hyper-parameters for developed systems deter-
mined from an empirical grid search.

Bottleneck Feature Dataset

All experiments presented in this work use a bottleneck feature representation (BNF),

the details of which are described in Section 4. Two neural network configurations

were used to produce the compact feature representation (Bai et al., 2015). Dataset 1,

derived from a phone reconstruction experiment, and Dataset 2, derived from a phone

discrimination experiment, the specific details of which are described in Section 4.2. To

determine which dataset to use for this work, an initial ASR experiment was conducted

using both BNF datasets on the TIMIT development test set. Table 6.3 presents the

phone recognition results to determine which BNF dataset would be used for further

experimentation.
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CSHMM Model
Dataset 1 Dataset 2

%Corr %Acc %Corr %Acc
PC 67.06 57.00 65.99 60.18
DPLTM 61.66 55.09 63.62 55.52
CPLTM 63.14 52.72 62.88 54.77

TABLE 6.3: Phone recognition results for two BNF datasets as described
in Chapter 4 tested on a single state baseline system.

The dataset generated by the phone discrimination network demonstrated consistently

superior recognition accuracy across all baseline models tested in this study, the same

result was also presented in (Bai, 2018) for a different acoustic model architecture.

Although the reason behind the improved accuracy for this set of BNFs applied to

an ASR task remains unclear, it can be hypothesised that the utilisation of phone

discrimination as a utility may serve as a more intuitive approach for the ASR task, as it

requires the encoding of latent features that enhance the distinction between phonemes.

In the process of decoding speech utterances, a model’s ability to differentiate between

phoneme units plays a crucial role in determining its overall performance. While

further examination is necessary to validate this hypothesis, the underlying intuition

remains compelling. The baseline experimentation in this thesis presents the results

obtained from using the BNF Dataset 2.

6.4.2 Baseline TIMIT Experiments for Segmental CSHMM

All experiments in this section present the results of a phone classification utility using

the train/test TIMIT divisions as described in Chapter 5. The CSHMM-based mod-

els use 9-dimensional bottleneck features as an input speech representation and are

compared to a HMM-GMM system that uses a 39-dimensional MFCC feature represen-

tation as input, including ∆ and ∆∆ features corresponding to the time derivative and

acceleration, as described in Section 2.2.2.

The segmental CSHMM systems have been optimised through hyper-parameters tun-

ing using a dedicated held-out development dataset. These experiments aim to examine

and evaluate the performance of the Segmental CSHMM on the complete TIMIT dataset.
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The initial application of a CSHMM to speech was reported in (Weber et al., 2014), and

the models in this study employ a variation of the original dwell-transition model,

incorporating the CSHMM framework with varying trajectory assumptions. The types

of CSHMM systems explored in this work are a piecewise constant system (PCTM),

a discontinuous piecewise-linear trajectory model (DPLTM), and a continuous piece-

wise linear trajectory model (CPLTM). These systems are compared to a conventional

HMM-GMM model implemented using a standard HTK recipe. The benchmark re-

sults obtained on the widely-adopted TIMIT dataset in the field of automatic speech

recognition offer a basis for evaluating the comparative viability of this model against

various existing works in the literature.

It is worth noting that this thesis is not focused on producing a state-of-the-art recogni-

tion system but on investigating the consequence of implicitly modelling the speech

production process and thus addressing the inter-segmental independence assumption.

Therefore, we use this simple baseline experiment as a benchmark to compare our other

more complex models.

Model %Corr %Acc ins del sub

1
-s

ta
te

HMM GMM 70.82 62.99 7.69 7.44 21.88

PCTM 65.99 60.18 5.81 10.52 22.50
DPLTM 74.76 61.19 9.59 9.93 22.83
CPLTM 68.83 57.51 5.39 16.89 26.46

££
£3

-s
ta

te HMM GMM 66.22 62.72 3.47 12.70 21.10
DPLTM 68.61 58.41 14.57 5.25 21.77
CPLTM 66.06 56.22 9.84 7.95 25.99

TABLE 6.4: Performance comparison of three segmental CSHMMs and
a standard HMM-GMM model on the TIMIT core test dataset for auto-

matic speech recognition.

The results in Table 6.4 indicate that the PCTM and the HMM system perform similarly,

and for simple models, they achieve relatively good recognition results. This reinforces

previous findings from (Bai, 2018) that the BNF data is a suitable feature representation
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for CSHMM-based systems. Moreover, the results suggest that the PCTM could per-

form well in an optimised ASR system with more complex language and timing models.

The highest cited accuracy of a comparable single state HMM with a single Gaussian

Mixture Model (GMM) is 73.80% Correct and 66.08% accuracy on a TIMIT dataset com-

prising 160 utterances (Lee and Hon, 1989). This benchmark serves as valuable context

for interpreting the HMM-GMM implementation results and predicting the accuracy

gains of the PCTM if more complex language and timing models are considered. The

PCTM and the HMM-GMM system share the same underlying trajectory assumption,

which makes for a good baseline system comparison. The PCTM under-performs

when compared to the HMM-GMM model by -2.81%, which is satisfactory given the

simplicity of the model and reduction in the input feature dimension.

The recognition results for the two piecewise linear systems implemented in this work

vary. The DPLTM system is the highest overall performing system, according to the

percentage correct metric, it also outperforms the HMM-GMM system, however, the

accuracy metric falls just below the HMM-GMM benchmark. The CPLTM system per-

forms worse than the DPLTM and the PCTM in terms of accuracy, which is surprising,

and this case holds when considering both a single-state and three-state system.

Using triphone models leads to lower recognition accuracies than monophone models,

particularly for very low-dimensional BNFs, which is unusual. This is an interesting

result because, in standard HMM-GMM systems, it is typical to observe an improve-

ment in recognition performance when using a triphone model. The discrepancy in the

present study may be attributed to the potential loss of contextual phonetic information

during neural network training due to the low feature dimensionality of the BNFs.

The classification network employed to generate the BNFs involves classifying MFCC

vectors as phones based on the TIMIT labelling, which requires mapping all MFCC vec-

tors representing the same phone to the same output. As a result, differences between

MFCC vectors that correspond to the same phone are reduced by the bottleneck layer.

This is one possibility as to why the same trend is observed across several decoding
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systems.

The DPLTM system outperforms the CPLTM system by a statistically significant margin

of 3.68% in recognition accuracy. The CPLTM system’s inter-segmental dependency

modelling approach preserves the natural production process of speech, which is dis-

cussed in Section 6.2.2. The study’s initial hypothesis was that a more accurate speech

production model could potentially enhance an ASR system’s overall performance.

The observed performance reduction with the CPLTM model motivated further investi-

gation and comparison between the DPLTM and CPLTM systems. A visual analysis

was conducted on their output trajectories to further explore the observed performance

discrepancy between the two systems.

Like the PCTM, the accuracy rates obtained for these experiments are considerably

high and competitive compared to a baseline HMM system.

Visual Comparison of DPLTM and CPLTM

The implementation of the CSHMM system in this work stores both the discrete

components of the model, namely the complete phonetic history and state segmentation,

as well as the continuous details represented by the distribution parameters. This

feature enables the extraction of a full phonetic decode from a single forward pass

through the data. As new data is observed, the state parameters such as the realisation

mean, variance, phonetic history, current time, and current state, are recorded. Based

on this log, the approximate output trajectories for the DPLTM and CPLTM systems

have been visualised and presented for analysis.

The subsequent figures show the outcome of a forced alignment experiment conducted

for each system, with the DPLTM system shown on the top plot in blue and the CPLTM

system displayed on the bottom plot in green. The original TIMIT segmentation and

feature are illustrated in red. The forced alignment uses a strict language model to

ensure a complete utterance transcription is present at the end of the decode.
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FIGURE 6.11: TIMIT sentence SX110 Bottleneck feature data with ap-
proximated system trajectories DPLTM (blue) CPLTM (green) with seg-

mentation (dotted vertical)

In order to aid in the analysis of the bottleneck dimensions, each dimension has been

presented in a separate visualisation. However, the overall likelihood of a hypothesis

is determined by a weighted combination of all 9 bottleneck feature dimensions. The

purpose of examining each dimension individually is to observe how well the trajectory

fits over each of the distinct dimension trajectories, as these trajectories have unique

contours, as previously discussed in Section 4.3.

6.4.3 System Evaluation and Test of Significance

The main objective of the experiments in this thesis is to evaluate various segmen-

tal CSHMM acoustic models with different trajectory constraints, inspired by the

robustness and flexibility of Markov Models, as discussed in Chapter 3. A binomial
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significance test is employed to assess the significance of the results. This test is used

to compare the performance of two competing models, namely DPLTM and CPLTM,

and determine if the errors produced by one of the models can be attributed to random

chance or if the model is statistically weaker in recognising specific phone classes asso-

ciated with the errors compared to its counterpart. To achieve this, a null hypothesis is

established, which assumes that any differences in errors generated by the two systems

can be attributed to random errors inherent in ASR systems.

A comparison of phone confusions between each system is conducted to test the null

hypothesis. It is assumed that phone classification is governed by a multinomial

distribution with N=41 output probabilities; 41 because of the evaluation phone set

mapping described in Appendix A. Given a set of K examples of the ith phone φi,

the output probabilities which govern the multinomial distribution pi,1, pi,2, ..., pi,N

correspond to the ith row of a confusion matrix. If |φi → φj | represents the number

of occurrences of phone substitution φi → φj , then |φi → φi| can be evaluated, which

corresponds to the diagonal element of the confusion matrix. The marginal distribution

can then be calculated as a binomial distribution with parameters pi, i, and K:

P (|φi → φi| = k) =
K!

k!(K − k)!
pki,i(1− pi,i)K−k (6.29)

Where k is the number of classifications of a particular phone φi.

The aim is to determine the probability P (|φi → φi| = k) to assess whether the

misclassifications result from random ASR errors or if they are significantly different

between the two systems. A threshold of j = 0.05 is employed such that if the

cumulative probability P (|φi → φi| ≥ k) ≤ j, it can be concluded that the error

pattern between systems is statistically significant and, therefore, likely to result from

differences in the underlying models. This test for statistical significance considers the

prevalence of phone substitutions in ASR experiments. It only considers a substitution

to be significant if it occurs more frequently than would be expected due to random
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variations in the reference data.

% Correct % Correct
Phone DPLTM CPLTM Phone DPLTM CPLTM

aa 64.1 68 l 62 68
ae 54.1 58.7 m 69.5 72.3
ah 48.5 50.6 n 67 56.4
aw 57.5 69.3 ng 77.5 71.2
b 77.8 42.3 ow 44 49.2
ch 88.4 82.3 oy 68.6 73.7
d 50.9 17.6 p 75.6 73.9

dh 39.8 62.7 r 62.2 58.4
dx 78.7 66.6 s 83.8 90.8
eh 48.1 48.5 sh 81.3 83.9
er 67.4 74.2 sil 88.3 83
ey 67.4 74.2 t 71.5 68.9
f 77.6 78.4 th 49.4 47
g 59 45.8 uh 30.4 19.9

hh 71.6 74.3 uw 59.5 60.2
ih 40.2 38.3 v 57.4 36.8
ix 50.4 51.8 w 69.2 75.3
iy 74.2 80.3 y 62 50.5
jh 61.5 53.3 z 67.5 65.4
k 77.2 73.7 zh 61.5 55.4

TABLE 6.5: Binomial significance test results showing the percentage correct for DPLTM and
CPLTM system. Highlighted cells signify a system performance to be statistically significantly

better than the comparative system.

Table 6.5 presents the results of the significance test conducted to evaluate the segmental

CSHMM models. The test aimed to compare the performance of two competing

models, namely the DPLTM and CPLTM systems. The results of the test indicate that

the CPLTM system outperforms the DPLTM system in terms of recognising vowel

phonemes. Specifically, the CPLTM system statistically significantly recognised 60% of

the vowels better than the DPLTM system. Furthermore, the overall recognition rate

for vowel phonemes was better with the CPLTM system, which accurately recognised

85% of the vowel sounds. On the other hand, the DPLTM system was found to better

recognise 100% of the fricative and plosive sounds.
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FIGURE 6.12: Visualisation of phone recognition performance (% Cor-
rect) showing significant differences between DPLTM and CPLTM sys-
tems - Colour gradient used to show scale of significance with blue
points as least significant and pink points most statistically significant.

Figure 6.12 displays the plot of the phone confusions between the DPLTM and CPLTM

systems. The x-axis and y-axis correspond to the DPLTM and CPLTM systems, respec-

tively, with the axis values representing the phone recognition percentage correct. The

pink data points denote statistically significant confusions between the two systems.

Purple data points show system preference with less significance, and the blue data
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points show no statistical significance between the systems. The dotted diagonal line

indicates the equal performance of the two systems, with data points close to this line

signifying similar performance regardless of the modelling system. Conversely, the

data points indicating the DPLTM system performs better appear in the lower right

triangle, and phonemes better recognised by the CPLTM system exist in the upper left

triangle.

These results have prompted the research question of whether a soft-continuity measure

can be defined to influence the behaviour of discontinuities at the end of a segment.

This research question is explored in Chapter 7.

6.4.4 Summary

This chapter presents three CSHMMs that incorporate different and distinct trajectory

assumptions. These models are the piecewise constant trajectory model (PCTM),

the Discontinuous Piecewise Linear Trajectory Model (DPLTM), and the Continuous

Piecewise Linear Trajectory Model (CPLTM). The PCTM model assumes that a static

constant trajectory is sufficient to model a speech segment and is directly comparable to

an HMM system. The DPLTM model assumes a linear trajectory characterises a segment

with no trajectory constraints at a segment boundary and is directly comparable to the

probabilistic trajectory models as presented in (Holmes and Russell, 1999). The CPLTM

model also assumes piecewise linearity within a segment with an additional constraint

at segment boundaries that enforces a trajectory to be continuous throughout the entire

speech utterance, this model is most similar to the dwell-transition models presented

in (Champion and Houghton, 2016).

Previous work on CSHMMs favoured Formant features as a preferred feature represen-

tation that complements the underlying model assumptions. Formants directly capture

the resonant frequencies of the vocal tract when speech is produced, however, they

are limited to only being well structured in voiced regions of speech. Additionally,

extracting formants is notoriously difficult, with very little open-source formant data
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for experimentation. This work proposes a bottleneck feature representation developed

in (Bai et al., 2015) to benchmark the CSHMMs using the TIMIT corpus, which is widely

used in ASR research.

Compared to a standard HMM-GMM model, the segmental CSHMMs performed

competitively in the phone recognition experiments. The DPLTM system was found

to be superior. However, a visual analysis of the state trajectories for the DPLTM and

CPLTM systems suggested that each model fit the data better in different regions. A

binomial significance test was conducted to further explore this finding and deduce

whether phone confusions were significant or a consequence of random errors. It was

found that the DPLTM system performed significantly better for fricative and plosive

phone groups, while the strength of the CPLTM system was in regions corresponding

to vowels. This finding motivated the exploration of whether a soft-continuity measure

could influence the behaviour of the trajectory’s discontinuity at the segment’s endpoint,

which is the focus of the next chapter.
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Chapter 7

Soft Continuity Measure for

Continuous State Segmental Model

The current study aims to investigate the problem of inter-segmental continuity by

proposing a segmental CSHMM system that employs a probabilistic approach to spec-

ify the continuity of a state trajectory at a change point. This research builds upon the

experimental findings presented in Chapter 6. Previous studies, including works by

(Bridle, 2004) and (Deng and Ma, 2000), have explored the problem of inter-segmental

continuity by investigating various smoothing techniques at segment boundaries, often

within the context of co-articulation, as discussed in Section 6.2.2. This study intro-

duces novel techniques to address the problem of inter-segmental continuity within

a CSHMM framework, expanding the range of models and experimental research

presented in the preceding chapter.

Figures 6.3 and 6.4 depict the schematic diagrams of the DPLTM and CPLTM, re-

spectively. To fully capture the continuous nature of speech production, an ideal soft

continuity model would combine the characteristics of both models, allowing for a

switch between modelling criteria. This approach would enable appropriate modelling

of the continuous nature of the speech production process and the discontinuities in the

acoustic feature space, as illustrated in Figure 7.1. The present study aims to introduce a

SC-PLTM which has the flexibility to uphold continuity and discontinuity assumptions
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at segment boundaries. In Figure 7.1, segments 1-3 exhibit full continuity, consistent

with the observations in the CPLTM system, which would be expected in sonorous

regions of the signal. However, segments 3, 4, and 5 display discontinuities at the

segment boundaries with a constant trajectory in segment 4.

×
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FIGURE 7.1: A schematic idealisation of a Soft-Continuity Piecewise
Linear Trajectory Model (SC-PLTM).- Black crosses are observations,
the blue line is the realised trajectory, and the orange dashed line is the

canonical target trajectory.

The previous experiments discussed in Section 6.4 have highlighted the need to in-

vestigate a system that relaxes the strict continuity constraint imposed by the CPLTM.

This will enable the existence of trajectory discontinuities in various regions of the

bottleneck feature data. The present investigation seeks to evaluate the effect of a soft

continuity measure by implementing and evaluating the following approaches.

7.1 Binary Switching Between DPLTM and CPLTM Decoders

The first approach that was considered used a binary switching method to alternate

between the DPLTM and CPLTM systems. During the forced alignment training, the

average Euclidean distance between the endpoints of a segment trajectory and the

canonical start point of the new state was computed at a state change point when

a hypothesis branches. This average distance value was subsequently utilised as a

threshold to activate the binary switch. However, the resulting hybrid-switch system

exhibited a preference towards the DPLTM system, which was attributed to the scaling



7.2. Convolutional Scaling with Constant Global Parameters 147

of the CSHMM score, represented as Kt, between the two systems. Specifically, the

CPLTM system includes a prior measure on the trajectory slope, which is updated at

each step throughout the data, leading to a different scaling factor in comparison to

the DPLTM system. As a result, it was concluded that enforcing the soft continuity

constraint through switching and alternating between the two systems is not feasible

unless an appropriate normalisation factor is identified.

7.2 Convolutional Scaling with Constant Global Parameters

Another approach for a soft-continuity model involves using a convolution function

at a segment endpoint to model the discontinuity between adjacent segments. A state

change-point marks the end of a segment trajectory. In the CPLTM, the state is reparam-

eterised based on the segment endpoint by integrating the slope, the trajectory endpoint

value is then used as the subsequent trajectory start-point. A convolution function

can be used to model the discontinuity between the segment endpoints. Specifically,

a Gaussian function denoted as g = N (0, σ2) with a global variance parameter σ2 is

convolved with the state trajectory function parameterised on the segment endpoint,

denoted as f . This convolution results in a scaled Gaussian distribution f ′ ∼ N (µ′, σ2′),

as defined in Appendix B, where:

µ′ = µf + µg

and

σ2′ = σ2f + σ2g

The scaled Gaussian probability density function f ′ becomes steeper or flatter depend-

ing on the value of σ2. By scaling the endpoint distribution, the region around the

current trajectory endpoint with which the next trajectory start-point will have a high

probability can be probabilistically constrained.

To evaluate the convolutional scaling method, an empirical investigation is conducted
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by exploring a range of variance values for a zero-mean scaling Gaussian distribution.

The use of a fixed zero-mean constrains the trajectory endpoint from any further shift,

while variance scaling can broaden or narrow the distribution at an endpoint, adjusting

the region within which a high probability start-point can occur. As the variance in

the scaling Gaussian probability density function increases, the endpoint distribution

becomes flatter, allowing for a greater degree of permissible discontinuity. Reducing

the variance of the Gaussian convolution to zero would result in the system imposing a

hard continuity constraint consistent with the CPLTM.

A comparative analysis was conducted to assess the effectiveness of a SC-PLTM with

a global variance in comparison to a DPLTM and a CPLTM baseline system. The

sub-development test set, comprising of 16 spoken utterances, one by a male and

one by a female speaker from each dialect region, as described in 6.4.1, was used for

the experiment. A phone recognition task was conducted using a standard bi-gram

language model and a range of global variance values, spanning from 0.7 to 1e−6. The

results of this experiment are presented in Table 7.1.

Decoding System Variance % Correct % Accuracy
DPLTM (baseline) - 58.71 48.43
CPLTM (baseline) - 63.29 50.14
SC-PLTM 0.7 56.14 49.00

0.5 57.86 49.14
0.2 63.29 50.57
0.1 61.00 50.86

0.01 61.57 52.00
0.001 64.14 51.71
0.0001 63.86 50.71

0.000001 63.71 50.43

TABLE 7.1: Performance of a SC-PTLM with scaled global variance
compared to DPLTM and CPLTM baselines on TIMIT development

dataset.

The experiment outcomes indicate that a very low global variance leads to the conver-

gence of the system likelihood value to that of the CPLTM system, whereas a higher

variance leads to convergence towards the DPLTM system. These results support the

hypothesis that the integration of a probabilistic soft continuity measure can alter the
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distribution of end-of-segment values. This alteration, in turn, can either increase or de-

crease the variance around the trajectory endpoint, ultimately constraining the extent of

discontinuity. Building on the insights from Table 7.1, a phone recognition experiment

was conducted on the TIMIT core test set. A fixed global continuity variance of σ = 0.01

was used, which yields the highest accuracy result on the sub-development set. This

variance value offers the system adequate flexibility to accommodate reasonable levels

of discontinuity at the trajectory endpoints while imposing restrictions to prevent the

occurrence of larger jumps.

Decoding System % Correct % Accuracy
DPLTM 63.62 55.52
CPLTM 63.14 52.72
SC-PLTM 61.68 55.57

TABLE 7.2: Results of phone recognition experiment for a SC-PTLM
compared to a DPLTM and a CPLTM using the TIMIT test dataset.

Table 7.2 presents phone recognition results, showing that the SC-PLTM system exhibits

a slight drop in recognition performance with an average reduction of 1.7% Correct

compared to DPLTM and CPLTM systems. However, the SC-PLTM performs the best

in terms of ASR accuracy. One limitation of the SC-PLTM is that the use of a global

variance value assumes a uniform allowable discontinuity at a segment boundary

for all phoneme combinations, which may not be the case. The discrepancy between

percentage correct and accuracy may stem from the system’s proficiency in recognising

certain phonemes in specific contexts, resulting in higher accuracy for those phonemes.

Acoustic discontinuities can occur at the boundaries between phonemes, and the nature

of the discontinuity varies depending on the specific phonemes and their context within

the word. For example, stop consonants like /p/, /t/, and /k/ have a brief period

of silence followed by a release burst characterised by a sudden increase in energy in

the higher frequencies. In fricatives like /s/, /f/, and /sh/, the boundary between

phonemes is characterised by a change in the nature of the noise produced by the

turbulent airflow through the vocal tract. In vowel sounds, the discontinuity may
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be less pronounced, but there may still be subtle changes in the formants or spectral

characteristics of the speech signal.

To address the context-dependent nature of discontinuity, we consider a convolution

scaling method that incorporates contextual variance parameters, as detailed in the

subsequent section.

7.3 Convolution Scaling with Context Dependent Parameters

The previous section has shown that more refined control over inter-segmental continu-

ity can be achieved by scaling the distribution at a trajectory endpoint. The effectiveness

of this approach is supported by the results presented in Table 7.1, which show that

adjusting the variance of a scaling distribution can lead to convergence towards both

the DPLTM and CPLTM system ASR results for a single system. In a subsequent exper-

iment, an optimised variance parameter is utilised in a phone recognition experiment

and compared to a baseline DPLTM and CPLTM system. According to the results in

Table 7.2, the ASR accuracy for the SC-PLTM system has slightly improved compared

to the other systems. Nevertheless, there was a slight drop in the percentage of correctly

identified speech sounds for the SC-PLTM system, and this could be due to different

pairwise phoneme transitions requiring different levels of discontinuity. Consequently,

a context-dependent measure of continuity at segment endpoints is examined. In this

method, the parameters of a Gaussian function g = N (µ, σ2) are discovered such that

the average distance between the trajectory endpoint from state i to the trajectory

start-point from state j can be estimated as follows:

µi→j =
1

K

K∑
k=1

dk(fω(i), fα(j)) (7.1)

In this case, µi→j denotes the average distance between the trajectory endpoint from

state i to the trajectory start-point for a state j. To calculate this distance for each

particular transition, a distance function d can be defined assuming K examples of
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transitions from a state i to a state j. The respective trajectory endpoint and start-point

are represented by fω and fα. The variance can be estimated as follows:

σ2i→j =
1

K

K∑
k=1

(dk(fω(i), fα(j))− µi→j) (7.2)

Introducing inter-segmental continuity in a context-dependent scenario provides the

advantage of more accurately considering the effects of co-articulation. However,

the number of parameters in the SC-PLTM system increases by 2N(N − 1), where N

represents the number of phones in the lexicon.

For a phone recognition experiment, the context-dependent mean and variance param-

eters were estimated using the TIMIT train dataset. The average endpoint discontinuity

was calculated using a Euclidean distance function, and decoding was performed using

the 49 phone set with scoring on the 40 phone set symbols. Table 7.3 provides an

overview of the results for the SC-PLTM system, as well as all other developed models

in this thesis for reference.

Decoding System % Correct % Accuracy ins del sub
PCTM 65.99 60.18 5.81 10.52 23.5
DPLTM 74.76 61.19 9.59 9.93 22.83
CPLTM 68.83 57.51 5.39 16.89 26.46
SC-PLTM (µ, σ2) 56.41 46.08 10.32 14.80 28.79
SC-PLTM (σ2) 62.19 52.30 9.90 7.24 30.57

TABLE 7.3: Summary of the baseline phone recognition results obtained
for the four optimised Segmental CSHMMs developed in this work.

The results of the baseline SC-PLTM experiment did not meet the expected outcome

and exhibited a lower recognition performance compared to the DPLTM and CPLTM

systems. Two decoding experiments were conducted. In the first experiment, the

estimated mean and variance parameters for the context-dependent scaling Gaussian

were used, while the second experiment only utilised the estimated variance parameter.

The results indicate a 6% absolute increase in accuracy when the endpoint distribution

centroid was fixed by setting the scaling Gaussian mean to zero.
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One possible reason for the drop in performance of the SC-PLTM model may be the

insufficient training data. The sparsity of training data can affect the estimation of pair-

wise phoneme transition parameters and, in turn, impact the overall ASR performance.

Despite the experiment’s failure to meet projected outcomes, the context-dependent

SC-PLTM model remains a promising idea that aligns with previous research findings,

as supported by (Richards and Bridle, 1999).

7.4 Summary

This chapter aims to evaluate the hypothesis that incorporating a probabilistic measure

of continuity at a segment boundary would lead to improved ASR performance. The

experimental results in Table 6.5 support this avenue of exploration, demonstrating

that the DPLTM and CPLTM systems each exhibit better recognition performance

for distinct phone categories. An initial soft-continuity proposal considered a binary

switching system which ultimately exhibited a bias towards the DPLTM system, mainly

due to different normalisation factors in the CSHMM "score" value. As a future work

suggestion, it may be worthwhile to investigate re-scaling the normalisation constant to

enable a switching system. Within the CSHMM framework, a soft-continuity approach

can be formalised by performing a convolution at a state change point, employing a

scaling Gaussian distribution. This method is computationally efficient, as Gaussian

distributions have properties such that the convolution of two Gaussian probability

density functions yields a scaled Gaussian probability density function, thus allowing

the probabilistic soft-continuity measure to be incorporated into the CSHMM update

equations.

The soft-continuity system produced an interesting outcome, demonstrating that ad-

justing the scaling of the trajectory endpoint distribution can lead to finer control over

continuity at segment boundaries. Specifically, when a static global variance of 0.7 was

used, the SC-PLTM model converged to the DPLTM ASR outcomes, whereas setting

the global variance parameter to 1e−6 caused the SC-PLTM to converge to the CPLTM
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ASR results. Despite this promising result, there was a small degradation in phone

recognition performance by the SC-PLTM when compared to the baseline systems

tested on the core test set of TIMIT data.

The SC-PLTM system is extended to allow for different degrees of continuity at a

segment boundary depending on the context of the recognised phoneme. A context-

dependent convolution method was tested, which resulted in a drop in performance

compared to the baseline DPLTM and CPLTM systems. It was found that including

further shifts in a trajectory endpoint degraded the performance more than when the

scaling Gaussian distribution had a zero mean. However, to validate this initial finding,

further analysis would be necessary.

In summary, this study investigated the modelling enhancements needed to incorpo-

rate a probabilistic measure of trajectory continuity at a segment boundary within a

CSHMM framework. There has been limited application of CSHMM systems to speech

data. The methods proposed in this work constitute a new contribution to the research

on CSHMMs, providing a foundation for future research focused on enhancing sta-

tistical speech models for ASR. The two methods proposed and evaluated include a

binary-switch system and a probabilistic soft-continuity measure. The soft-continuity

approach demonstrated the potential for finer controllability of continuity at a segment

boundary. Additional analysis of pairwise confusions from the SC-PLTM and statisti-

cal assessments of phoneme pairs in the TIMIT data can be completed to determine

whether data sparsity constituted a loss in performance.
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Chapter 8

Conclusions

The main research question addressed by this thesis is whether a more faithful statistical

model of the dynamical speech production process, when applied to speech data, can

offer significant improvements over existing methods for ASR tasks. This motivation

diverges from recent trends in ASR research that emphasise data-centric deep learning

approaches. Instead, this work proposes a practical solution for ASR tasks that face

limited availability of training data, which is a valuable consideration for ASR research.

The core assumption underlying this research is that a simple and parsimonious system

will require less training data and, therefore, can be applied to low-resource tasks.

Prior work in this area has explored various aspects of speech production, such as the

impact of co-articulation on the acoustic space, the construction of linear dynamical

systems for modelling the speech production process, and the study of articulatory

features. However, capturing the dynamic properties of speech is a nontrivial task that

requires careful consideration of both the feature representation and the modelling

paradigm. The foundation of this work lies in a critical analysis of a family of Marko-

vian acoustic models, including Hidden Markov Models (HMMs), Segmental Hidden

Markov models (SHMMs), Linear Dynamical Models (LDMs), and Continuous State

Hidden Markov Models (CSHMMs). The primary goal of this research is to extend the

study of CSHMMs by benchmarking this method against standardised ASR methods

while addressing the limiting inter-segmental independence assumption in speech
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models.

Chapters 2 and 3 present a comprehensive review of relevant literature. Chapter 2 fo-

cuses on the physiological aspects of speech production and emphasises the importance

of selecting a suitable feature representation that complements the underlying model

structure. This chapter critically explains the speech production process and its related

components. Chapter 3 takes on a tutorial-style approach to review the Markovian

models discussed in this work, introducing their modelling assumptions, notation,

and limitations. These chapters provide the foundational intuition and modelling

assumptions that motivated the study of the CSHMMs in this work. Furthermore, the

presentation of the Markovian models using intuitive diagrams and simplified notation

removes any notation inconsistencies that arise from the application of these models in

various fields. This work agrees with the study by (Ainsleigh, 2001), which categorises

the four Markovian models in this work as constrained examples of a more general

Continuous state HMM.

Chapter 4 explores an alternative feature representation as input for the models pro-

posed in this thesis. There have been extensive efforts in recent decades to explore

alternative feature representations and speech models that more accurately capture the

dynamic properties of speech. The very low dimensional bottleneck features (BNFs)

used in this work were first introduced in (Bai et al., 2015) and have been explored in

several studies (Bai, 2018; Weber et al., 2014; Houghton et al., 2015). In each of these

studies, BNFs are claimed to be a promising representation when exploring CSHMMs.

A visual analysis and a discussion of the BNFs show them to be consistently smooth

trajectories with distinct characteristics. Although there is no intuitive interpretation

of the features, it has been possible to map them to phonetically meaningful regions

that correlate to articulatory positions. Furthermore, Chapter 6 presents a further

visual analysis of the CSHMM trajectory recovery of BNFs, demonstrating that for the

DPLTM system, the transition regions have good alignment with the TIMIT phoneme

boundaries. The decision to use bottleneck features in the experimental design can
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be attributed to several factors, including the ease of extracting stable features for

experimentation, the visual analysis of the features which suggests they would be

a complimentary representation to the underlying model proposed, the articulatory

properties present in this particular BNF set, the low dimensionality of the input which

allows for a parsimonious solution to acoustic modelling, and finally, the competitive

recognition performance when compared to a more standard MFCC representation.

To address the more prominent research agenda of applying trajectory-based CSHMMs

to an ASR task, this work presents the modelling assumptions and benchmark results

of four systems named: Piecewise Constant Trajectory Model (PCTM), Discontinuous

Piecewise Linear Trajectory Model (DPLTM), Continuous Piecewise Linear Trajectory

Model (CPLTM) and the Soft Continuity Piecewise Linear Trajectory Model (SC-PLTM).

These models are implemented, and baseline results are reported using the widely

adopted speech corpus TIMIT. This work provides the first presentation of Segmental

CSHMMs benchmarked using the full TIMIT test data, which contributes to the broader

field of speech research by reporting the recognition performance of such models

compared to other widely known techniques. The overall recognition results for the

PCTM, DPLTM, and CPLTM show a promising comparative result against a standard

HMM-GMM system. The ASR results demonstrate that the DPLTM is a superior system

outperforming both the PCTM and the CPLTM. However, analysing the significance

of recognition errors reveals an interesting result. Both the DPLTM and CPLTM are

better models for different categories of phonemes. The CPLTM performs significantly

better than the DPLTM in 85% of the vowel regions of speech, whereas the DPLTM

outperforms the former model 100% of the time in fricative regions. This finding

motivated the development of a system that can take advantage of the trajectory

assumptions of both DPLTM and CPLTM, enabling finer controllability of continuity at

a segment boundary.

Another research contribution of this work is developing and applying a soft-continuity

system that extends the CSHMM trajectory formulation to allow for probabilistic
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scaling of a trajectory endpoint. The study explores three approaches to employing

a soft continuity measure and provides baseline results using the TIMIT test data. It

was discovered that using a binary switching method between the two systems is

not mathematically tractable due to the normalisation constants of the model update

equations. This method is highly biased towards the DPLTM system, and it was found

that a hypothesis could switch from the CPLTM to the DPLTM but not vice versa due

to the difference in system normalisation constants. The integral that marginalises

the slope parameter in the CPLTM system scales the score in a way that it is much

smaller than the DPLTM, making this method unreliable. To address this issue, a

second methodology is explored that leverages the properties of Gaussian distributions

to perform a convolution with a scaling Gaussian distribution, thereby stretching or

flattening the distribution of a trajectory endpoint. An empirical experiment validated

the intuition that the flatter the trajectory endpoint distribution, the more discontinuity

is permitted as there is a broader region of high-probability start points. When this

endpoint distribution is flat, the DPLTM is achieved, whereas squashing the trajectory

endpoint to narrow the distribution to a single peak produces the CPLTM. However,

the recognition performance of the SC-PLTM system failed to yield improvements,

possibly due to the homogeneity of the scaling distribution across all phoneme contexts.

Therefore, this study explored a context-dependent scaling for the SC-PLTM system,

which introduced more parameters but again failed to improve upon the DPLTM and

CPLTM systems. Despite this, the soft continuity system is an interesting theoretical

solution that holds promise in addressing the problem of co-articulation in the context

of CSHMMs. Further investigations to better understand the nuance of co-articulation

in this setting is a compelling extension of this work.

8.1 Future Work

The work presented in this thesis on trajectory-based CSHMMs for ASR has opened

up several avenues for further research. Based on the findings and limitations of the
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present study, the following directions for future work are suggested.

First, the soft-continuity framework introduced in this study has shown promise in

tackling the problem of inter-segmental independence. However, more work is needed

to understand the optimal way to incorporate context-dependent scaling. A valid re-

search question to explore is whether single-state model units are the correct resolution

for this method. A diphone may be a more appropriate modelling unit, as it would

allow for the context-dependent information to be encoded at a state level which may

improve the model’s accuracy. A future experiment could investigate the performance

of the soft-continuity system using diphones as the modelling unit and compare it

against the system’s performance using single-state model units presented here. The

current implementation of the soft-continuity system was trained and evaluated using

the TIMIT corpus. However, this speech corpus may not contain sufficient examples of

phoneme pairs to adequately train the context-dependent system. Investigating how

data sparsity in the training stage affects the output recognition performance would be

valuable. To test this, a reduced evaluation set containing phoneme pairs that are well

represented in the training examples could be used to validate the effectiveness of the

proposed methodology.

Second, the current work focuses on the TIMIT corpus, a widely adopted research

speech corpus. However, it would be valuable to extend this study to other corpora

and to evaluate the performance of the trajectory-based CSHMMs on more diverse

datasets. In particular, it would be interesting to evaluate the soft-continuity system’s

performance on corpora with more complex co-articulation patterns, such as non-native

speaker datasets.

Third, the experiments in this work have utilised an input bottleneck feature represen-

tation to validate the suitability of BNFs for ASR. However, to further strengthen this

hypothesis, it would be of great interest to conduct comparative experiments on an

articulatory-based dataset, such as the MOCHA-TIMIT database (Wrench, 1999). By
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comparing the recognition results of CSHMMs using both acoustic and articulatory fea-

tures, this research can contribute significantly to the argument that CSHMMs provide

a more faithful model of the physiological aspects of speech production. As speech pro-

duction is a complex phenomenon that involves both articulatory and acoustic aspects,

the results of such experiments could provide valuable insights into the effectiveness of

CSHMMs in capturing the complexities of speech production and guide future research

in this area.

Finally, a more theoretical direction for future research could be to further explore the

mathematical properties of CSHMMs in more detail. For example, investigating the

mathematical structure of CSHMMs could lead to a deeper understanding of how these

models work and solve the problem of the score imbalance in the binary switching soft

continuity system by mapping the scoring criteria of the DPLTM and CPLTM systems

to the same scale. Other avenues of exploration include investigating the properties of

CSHMMs in non-linear or non-Gaussian environments.
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Appendix A

TIMIT Phone Set Mappings

TABLE A.1: Recommended phoneme mappings from 61 to 49 and 41
phone symbols (Lee and Hon, 1989).

61- Phone set 49- Phone set 41- Phone set

St
op

s

p p p

t t t

k k k

b b b

d d d

dx dx dx

g g g

q q

C
lo

su
re

s

pcl

cl

sil

tcl

kcl

bcl

vcldcl

gcl

O
th

er

pau
sil

h#

epi epi
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61- Phone set 49- Phone set 41- Phone set

Se
m

iv
ow

el
s/

G
lid

es

l l
l

el el

r r r

w w w

y y y

hh
hh hh

hv

Vo
w

el
s

iy iy iy

ih ih
ih

ix ix

eh eh eh

ey ey ey

ae ae ae

aa aa
aa

ao ao

aw aw aw

ay ay ay

ah
ah

ahax-h

ax ax

oy oy oy

ow ow ow

uh uh uh

uw
uw uw

ux

er
er er

axr
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61- Phone set 49- Phone set 41- Phone set
N

as
al

s
m

m m
em

n
n

nnx

en en

ng
ng ng

eng

(A
f-)

Fr
ic

at
iv

es

f f f

v v v

s s s

z z z

sh sh sh

zh zh zh

th th th

dh dh dh

ch ch ch

jh jh jh

End of Table A.1.
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Appendix B

Gaussian Identities

This work relies on two particular Gaussian identities documented here for complete-

ness.

B.0.1 Product of Two Gaussian PDFs

The product of two Gaussians gives another unnormalised Gaussian.

The multivariate Gaussian distribution has a joint pdf given by:

N (x|µ, P ) = (2π)−
d
2 ||P ||

1
2 exp

(
−1

2
(x− µ)TP (x− µ)

)
(B.1)

where µ is the mean vector (length D) and P is the (D ×D) precision matrix such that

P = Σ−1 with Σ being the positive, definite covariance matrix. A short hand notation

can be adopted such that x ∼ N (µ, P ).

Given two Gaussians N (x|a,A) and N (x|b, B), it can be shown:

N (x|a,A) N (x|b, B) = ZN (x|c, C) (B.2)

where,

C = (A+B) (B.3a)

c = C−1(Aa+Bb) (B.3b)
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Z = (2π)−
d
2 |A+B|

1
2 exp

(
−1

2
(a− b)T (A+B)(a− b)

)
(B.3c)

The resulting precision C is the sum of precisions and resultant mean c is the convex

sum of the means weighted by the precisions. The normalisation constant neatly

simplifies to a Gaussian in a or b. To prove this identity substitute eq. (B.1) into eq.

(B.2) such that:

(2π)−
d
2 |A|

1
2 exp

(
−1

2
(x− a)TA(x− a)

)
(2π)−

d
2 |B|

1
2 exp

(
−1

2
(x− b)TB(x− b)

)
= Z (2π)−

d
2 |C|

1
2 exp

(
−1

2
(x− c)TC(x− c)

)
(B.4)

To simplify and to improve readability, take the log of eq. (B.4).

−d log(2π) + log(|A|)− (x− a)TA(x− a) + log(|B|)− (x− b)TB(x− b)

= 2 logZ + log(|C|)− (x− c)TC(x− c)
(B.5)

Expand all terms from eq. (B.5)

−d log(2π) + log(|A|) + log(|B|)− xTAx− xTAa− aTAx+ aTAa− xTBx−

xTBb− bTBx+ bTBb

= 2 logZ + log(|C|) − xTCx− xTCc− cTCx+ cTCc

(B.6)

Equating coefficients of the form xT . x:

xTAx+ xTBx = xTCx → A+B = C (B.7)

Equating coefficients of the form xT . −:

xTAa+ xTBb = xTCc

Aa+Bb = Cc → c = C−1(Aa+Bb)

(B.8)
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Equating all other coefficients:

−d log(2π) + log(|A|) + log(|B|)− aTAa− bTBb = 2 logZ + log(|C|)− cTCc

2 logZ = −d log(2π) + log(|A|) + log(|B|)− log(|C|)− aTAa− bTBb+ cTCc

(B.9)

Substitute terms from eq. (B.3a) and eq. (B.3b):

2 logZ = −d log(2π) + log(|A|) + log(|B|)− log(|(A+B)|)

−aTAa− bTBb+ C−1(Aa+Bb)CC−1(Aa+Bb)

(B.10)

= −d log(2π) + log(|A|) + log(|B|)− log(|(A+B)|)

−aT (A−AC−1A)a− bT (B −BC−1B)b+ aT (AC−1B)b+ bT (BC−1A)a

(B.11)

Eq. (B.11) can be simplified using the matrix inversion lemma that states:

C = (A+B)−1 = A−A(A+B)−1A = B −B(A+B)−1B

The log terms in eq. (B.11) simplified and other terms resemble the expanded exponen-

tial term of a Gaussian and can be re-written such that:

logZ = −d
2

log(2π) +
1

2
log(|C|)− 1

2

(
(a− b)TC(a− b)

)
. (B.12)
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Let x and y be jointly Gaussian random vectors such that:

x
y

 ∼ N

µx
µy

 ,
 A C

CT B


 (B.13)

The product of two Gaussians identity holds and following steps used from eq. (B.4) to

eq. (B.12) the following can be achieved:

N


a
b

 ,
 A C

CT B


 . N


e
f

 ,
 E D

DT F


 ∝ N


p
q

 ,
 P W

W T Q


 (B.14)

where:  P W

W T Q

 =

 A+ E C +D

CT +DT B + F

 (B.15)

p
q

 =


a
b


 A C

CT B

+

 E D

DT F


e
f

 .

 P W

W T Q



−1 (B.16)

B.0.2 Convolution of Two Gaussian PDFs

The convolution of two Gaussians gives another unnormalised Gaussian.

Given two Gaussian functions f(x) ∼ N (a,ΣA) and g(x) ∼ N (b,ΣB), where a, b and

ΣA,ΣB are the mean and variance respectively, it can be shown:

N (a,ΣA) ∗ N (b,ΣB) ∝ N (a+ b,ΣA + ΣB) (B.17)

In general, resultant mean is equal to the sum of each function mean µf(x)∗g(x) =

µf(x) + µg(x). The resultant variance is equal to the sum of each function variance

Σf(x)∗g(x) = Σf(x) + Σg(x).
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