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Abstract
1.	 Spatial capture-recapture (SCR) models provide estimates of animal density from 

spatially referenced encounter data and has become the most widely adopted 
approach for estimating density. Despite the rapid growth in the development 
and application of spatial capture-recapture methods, approaches for assessing 
model fit have received very little attention when compared to other classes of 
hierarchical models in ecology.

2.	 Here, we develop an approach for testing goodness-of-fit (GoF) for frequentist 
SCR models using Monte Carlo simulations. We derive probability distributions of 
activity centres from the fitted model. From these, we calculate the expected en-
counters in the capture history based on the SCR parameter estimates, propagat-
ing the uncertainty of the estimates and the activity centre locations via Monte 
Carlo simulations. Aggregating these test statistics result in count data, allowing 
us to test fit with Freeman-Tukey tests. These tests are based on summary sta-
tistics of the total encounters of each individual at each trap (FT-ind-trap), total 
encounters of each individual (FT-individuals) and total encounters at each trap 
(FT-traps). We assess the ability of these GoF tests to diagnose lack of fit under a 
range of assumption violating scenarios.

3.	 FT-traps had the strongest response to unmodelled spatial and trap heterogeneity 
in detection probability (power = 0.53–0.56), while FT-ind-traps had the strong-
est responses to random individual variation in detectability (power = 0.88) and 
non-spatial discrete variation in g0 (power = 0.35). The tests, designed to diagnose 
poor fit in the detection parameters, were insensitive to unmodelled heterogene-
ity in density (power = <0.001). They also demonstrated low false positive rates 
(<0.001) when the correct models were fitted; therefore, it is very unlikely that 
they will provide false indications of poor model fit.

4.	 We demonstrate that these GoF tests are capable of detecting lack-of-fit when 
unmodelled heterogeneity is present in the detection sub-model. When used 
jointly, the combinations of test results are also able to infer the type of lack-of-fit 
in certain cases. Our Monte Carlo sampling methods may be extended to a wider 
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1  |  INTRODUC TION

Robust density estimates are important for effective wildlife 
conservation and management (Morin et al., 2022). One method 
for estimating animal density is spatial capture-recapture (SCR), 
a hierarchical model that estimates animal density from spa-
tially referenced encounters of individuals with known identity 
(Borchers & Efford, 2008; Efford, 2004; Royle et al., 2009; Royle 
& Young, 2008). SCR uses capture histories that are relatively easy 
to collect and as such has been adopted widely in many aspects 
of ecology and conservation, including for monitoring low den-
sity, declining species that are of high conservation value (Morin 
et  al.,  2022; Tourani,  2022). However, unlike other hierarchical 
models for analysing ecological data in observational studies, 
approaches for evaluating goodness-of-fit (GoF) has received 
relatively little attention, and crucial aspects of these tests such 
as power and diagnostic ability are not well-understood (Dey 
et al., 2022; Efford, 2023; Royle et al., 2014b).

Previous assessments of goodness-of-fit with violations of SCR 
assumptions have focussed on a narrow range of types of lack-of-
fit. For example, recent research has focussed on detecting lack-of-
fit when SCR models are fit with a misspecified detection function 
(Dey et al., 2022), with a consensus that existing GoF approaches 
for SCR appears insensitive to even extreme misspecification (Dey 
et  al.,  2022; Efford & Mowat,  2014; Russell et  al.,  2012). This is 
perhaps expected given that SCR typically uses sparse data and 
therefore unlikely to be informative about differences in the spe-
cific shape of distance-dependent detection functions. These ex-
isting assessments of fit have built a perception of robustness in 
SCR models, but these assessments focus on detecting lack of fit 
in aspects of the data and the model that do not relate to core 
SCR assumptions, in particular that SCR models should not contain 
any unmodelled heterogeneity (Borchers & Efford,  2008; Royle 
et al., 2009). The latter should be a greater source of concern to 
practitioners as it has been widely documented that unmodelled 
heterogeneity in detectability induces bias in density estimates 
with SCR models (Dey et al., 2023; Efford & Mowat, 2014; Gardner 
et al., 2010; Royle et al., 2013; Sutherland et al., 2015; Tobler & 
Powell,  2013), although this may not be the case with temporal 
heterogeneity (Sollmann, 2024) or interspersed spatial heteroge-
neity (Moqanaki et al., 2021). The effectiveness and performance 
of GoF tests for SCR should thus be assessed against adherence to 
core SCR assumptions instead.

Spatial capture-recapture is a hierarchical model, consisting of 
a latent point process model for animal density and an observation 

model for the observed detections to account for the imperfect 
detection of animals in the surveyed population. Since SCR esti-
mates are the joint product of two sub-models, of which the den-
sity sub-model is latent, it can be challenging to define and measure 
goodness-of-fit in SCR models (Royle et al., 2014b). Bayesian imple-
mentations of SCR models explicitly estimate the unobserved ac-
tivity centre locations of all individuals (Royle et  al.,  2009, 2014a; 
Royle & Young, 2008) and as such is relatively straightforward—and 
standard practice—to obtain posterior distributions of the activity 
centres (Royle et al., 2014b). Goodness-of-fit testing in the Bayesian 
context exploits this feature via posterior predictive checks. 
Expected encounter rates conditioned on activity centre locations 
are predicted from the fitted model, against which predicted en-
counter rates are used to calculate the posterior distributions of 
fit statistics for the actual data and data simulated from the fitted 
model. The fit statistics of the actual data are compared to fit statis-
tics of simulated data to calculate a Bayesian p-value used to assess 
model fit. As the expected encounter rates are conditioned on the 
locations of animals that gave rise to the data, the distributions of 
the Bayesian GoF test statistics are constrained to the individuals 
present in the study and hence provide more relevant inferences on 
model fit to the data at hand, while also accounting for the uncer-
tainty in the activity centre locations.

Frequentist implementations of SCR models generally inte-
grate across all possible activity centres in the region of interest 
to estimate density without directly estimating their locations 
(Borchers & Efford,  2008); hence, the Bayesian approaches for 
GoF testing cannot be directly applied. Existing approaches to 
GoF testing use Monte Carlo simulations, where estimated SCR 
parameters are used to generate new capture histories to obtain 
the empirical distribution of a fit statistic (Efford,  2023). The fit 
statistic may be a summary statistic, such as the number of indi-
viduals captured once, or the model deviance, which would re-
quire refitting of the model in every simulation (Efford, 2023). The 
summary statistics or deviance from the original data are ranked 
against the corresponding Monte Carlo distributions to measure 
model fit (Efford, 2023). However, both implementations of sum-
mary statistics and deviance have some important disadvantages 
compared to the Bayesian goodness-of-fit tests. While the devi-
ance is an all-encompassing measure that can pick up overall lack-
of-fit, it does not provide a means of identifying specific sources of 
lack-of-fit and therefore does not offer any insight for improving 
the model. Conversely, using summary statistics may potentially 
be more specific, but as they can contain sources of poor fit from 
both the density and observation sub-models, ad-hoc assumptions 

range of GoF tests, thereby providing a platform for developing more GoF meth-
ods for SCR.

K E Y W O R D S
density estimation, goodness-of-fit, Monte Carlo resampling, spatial capture-recapture
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about the goodness-of-fit of either sub-model would have to be 
made to draw inferences on the source of poor fit. Due to their low 
specificity, the diagnostic power and utility of these GoF tests may 
also be limited from a practical perspective.

While there is an obvious need to develop better GoF tests for 
SCR in general, the existing Bayesian approaches have some attrac-
tive diagnostic characteristics that are not yet available for frequen-
tist applications of SCR. Here we present a goodness-of-fit approach 
for frequentist SCR models which begins to fill this gap. Though not 
estimated, probability distributions of activity centres can be de-
rived from frequentist SCR models using the capture histories and 
the estimated SCR parameters (Efford, 2023), allowing conditional 
(on activity centre) fit statistics to be computed and used in a sim-
ilar manner to posterior predictive checks in the Bayesian context. 
However, as the derived location of an activity centre is defined by a 
probability distribution rather a fixed set of coordinates, uncertainty 
in activity centre location has to be accounted for.

Here, we describe a framework for incorporating the uncertainty 
of derived activity centre locations within Monte Carlo simulations 
from fitted frequentist SCR models. We demonstrate how goodness-
of-fit tests can be implemented in frequentist SCR models through 
these Monte Carlo simulations, using the statistics proposed by 
Royle et al. (2014b) for Bayesian SCR models, which have to be cal-
culated from information on individual activity centres. We inves-
tigate the performance of these goodness-of-fit tests in response 
to various types of unmodelled heterogeneity, particularly if they 
offer a means of diagnosing causes of poor fit. In doing so, we aim 
to close the gap between Bayesian and frequentist SCR models and 
improve the consistency of GoF assessments across both inference 
paradigms, thereby enabling practitioners of either camp to draw ro-
bust inferences from their SCR models.

2  |  METHODS

2.1  |  Overview of SCR

Spatial capture-recapture (SCR) is a hierarchical model, comprised 
of a latent state model for the density of animals and a detection 
model for the observed encounters conditional on animal density. 
SCR assumes that each animal i  has an activity centre si and detec-
tion probability of animal i  declines with distance from si. The cap-
tures yijk represent the encounter of animal i  at trap j on occasion 
k and are assumed to be random variables governed by detection 
probability pijk:

These “traps” may be proximity detectors such as camera traps 
or acoustic monitors that passively record an observation of an 
individual at the detector or live traps that physically capture 
individuals.

The basic SCR model has a detection function that depends on 
the distance between the animal's activity centre si and the trap or 

location of captures qj. A common approach is to assume that pijk fol-
lows a half-normal distribution such that pijk decreases with distance 
from trap location qj to activity centre si, ∥ qj − si ∥ as follows:

where g0,ijk represents the detection probability of an individual with 
an activity centre at si and � is the scale parameter for the half-normal 
distribution which describes the rate at which pijk decreases over dis-
tance to si. The basic SCR model assumes that g0 and � are constant, 
but this assumption may be relaxed by modelling g0 and � as a function 
of relevant covariates:

where X is a design matrix of the (scaled) predictors, and � and � are 
respectively vectors of coefficients of the linear predictors of g0 and 
� to be estimated. These covariates may be used to account for in-
dividual heterogeneity such as sex differences or environmental het-
erogeneity (Efford, 2023; Efford & Mowat, 2014). g0 is modelled with 
a logit-link function like a binomial generalised linear model to ensure 
that ĝ0 =

[
0, 1

]
 and �—which is a distance—is modelled with a log-link 

function like a log-linear regression model to ensure that �̂ ≥ 0.
In the simplest case, density is assumed to be uniform, such that 

the marginal distribution of nxy, the number of animals in any location 
with location xy in the state space , follows a homogenous Poisson 
point process with intensity D:

Intensity may also be modelled as a function of covariates to ac-
count for systematic variation in density:

where Dxy is the intensity of activity centres at location Sxy modelled 
by an inhomogenous point process. � is a vector of parameters of the 
linear predictors of Dxy and the relationship is modelled by a log-link 
function such that D̂xy ≥ 0.

SCR data may also be modelled as a function of encounter rate 
�ijk,

where the captures yijk are recorded as independent counts instead 
of binomial encounters as demonstrated above. We also note that 
apart from the half-normal detection function used in this section, 
other detection functions may also be specified for an SCR model. 
While the count model and alternative detection functions are not 
considered in this paper, our GoF testing approach should gener-
alise across these variations in model specification in a straightfor-
ward way.

yijk ∼ Bernoulli
(
pijk

)
.

pijk = g0,ijk ⋅ exp

{
∥ qj − si ∥

2

2�2

}
,

logit
(
g0,ijk

)
=X� ,

log
(
�ijk

)
=X�,

nxy ∼ Poisson(D).

nxy∼Poisson
(
Dxy

)
,

log
(
Dxy

)
=X�,

yijk ∼ Poisson
(
�ijk

)
,
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4  |    CHOO et al.

2.2  |  SCR summary statistics for testing 
goodness-of-fit

Spatial capture-recapture capture histories y can be represented as 
three-dimensional arrays, that is the encounter or the lack of an en-
counter for an individual i  (row) in trap j (column) on occasion k (slice). 
The summary statistics proposed by Royle et al. (2014b) aggregate 
capture histories in one or more of these dimensions (refer to Table 1 
for details on how these dimensions are aggregated). These aggrega-
tions result in counts grouped by cells, which lend themselves natu-
rally to testing GoF using well-established approaches such as the 
Freeman-Tukey test.

The Freeman-Tukey GoF tests from these summary statistics 
may be characterised as follows:

•	 Individual encounters (FT-individuals): This summary statistic ag-
gregates capture histories by individuals. We hypothesise that 
this data summary should be informative about unmodelled in-
dividual heterogeneity, that is it will detect greater variance in 
each individual's total encounters when these assumptions are 
violated.

•	 Trap encounters (FT-traps): This summary statistic aggregates cap-
ture histories by traps. We hypothesise that this data summary 
should be informative about unmodelled heterogeneity in detect-
ability across traps and/or space.

•	 Individual by trap encounters (FT-ind-trap): This summary statistic 
aggregates capture histories by individuals and traps, that is it 
sums across sampling occasions. We hypothesise that this data 
summary should be informative about any non-temporal form of 
unmodelled heterogeneity in the detection parameters, such as 
g0 and � for the half-normal detection function, including unmod-
elled heterogeneity that may be detected by FT-individuals and 
FT-traps.

While not described here, it is also possible to aggregate 
capture histories by occasions or in conjuction with another di-
mension to investigate unmodelled temporal heterogeneity in 
detection.

2.3  |  Deriving activity centres in frequentist 
SCR models

The GoF tests described above require expected encounters E
(
yijk

)
 

of individuals that have been observed, which in turn have to be cal-
culated as a function of distances to their activity centres. Thus, an 
estimate of each animal's activity centre is required. Bayesian imple-
mentations of SCR models explicitly estimate the activity centres as 
an additional parameter in the model; obtaining a posterior of the 
expected counts and hence fit statistics is therefore a straightfor-
ward task when testing GoF using posterior predictive checks. In 
contrast, frequentist implementations of SCR models do not im-
mediately provide estimates of the activity centres. A post-hoc ap-
proach to derive the activity centres from frequentist SCR models is 
thus needed to calculate pijk, the expected probabilities and thereby 
the expected encounters. This is accomplished by first calculating 
the conditional probability �

(
si
)
xy

 that an individual's activity centre 
lies in any location xy in the state space given the SCR estimates �̂ 
and the individual's capture history yi:

In doing so, we obtain a probability distribution of the latent ac-
tivity centres of animals in the state space using the maximum likeli-
hood estimates of the SCR model. The R package secr (Efford, 2023) 
provides such probabilistic predictions of an activity centre location 
within a state space.

2.4  |  Propagating uncertainty of �(s) and �̂ via 
Monte Carlo simulations

The expected encounter rates from a fitted model are calculated 
based on the traps' distances to the individuals' activity centres s. As 
�(s) is a distribution, the expected encounter rates should account 
for the uncertainty of the activity centre locations. This requires 
that we repeatedly sample from �(s) using Monte Carlo simulations. 
In this process, we randomly sample a sufficiently large number of 

�
(
si
)
= P

(
si| �̂, yi

)
.

TA B L E  1  Summary statistics for testing goodness-of-fit proposed by Royle et al. (2014b), their expected values from the capture 
histories and the model predictions of detection probability pijk and the corresponding fit statistics for the Freeman-Tukey test. The summed 
quantities refer to the cell values after the capture history has been aggregated by the respective dimension(s). The expected encounter 
rates refer to the number of captures expected in each cell from the SCR model estimates.

Individual encounters Trap encounters Individual by trap encounters

Summed quantities
yi.. =

∑J

j=1

∑K

k=1
yijk y.j. =

∑n

i=1

∑K

k=1
yijk yij. =

∑K

k=1
yijk

Expected encounter rates
E
�
yi..

�
=

∑J

j=1

∑K

k=1
pijk E

�
y.j.

�
=

∑n

i=1

∑K

k=1
pijk E

�
yij.

�
=

∑K

k=1
pijk

Freeman-Tukey test ∑n

i=1

�√
yi..−

�
E
�
yi..

��2 ∑J

j=1

�√
y.j.−

�
E(y.j.

�2 ∑n

i=1

∑J

j=1

�√
yij.−

�
E
�
yij.

��2

Test name FT-individuals FT-traps FT-ind-trap
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    |  5CHOO et al.

activity centres, such that the distribution of the realised activity 
centres, s∗ closely resembles the distribution of �(s). Using each s∗ , 
we can calculate the distances to the traps which, in combination 
with the SCR parameters �̂, gives us the detection probability pijk and 
hence expected encounter rates E

(
yijk

)
.

The distribution of any �
(
si
)
 depends on the capture locations 

of individual i  and the values of �̂. While the capture locations are 
fixed quantities, �̂ are estimated and their uncertainty have to be 
accounted for, which we also achieve using Monte Carlo sampling 
methods. The joint distribution of the parameters on the link scale 
can be described by a multivariate normal distribution,

Here, � refers to the maximum likelihood estimates of g0 on the 
logit-scale and density and � on the log-scale, while ⟹ refers to 
the variance–covariance matrix of the parameters. For each random 
sample of density, g0 and � from the multivariate normal distribution 
of the fitted SCR model, we derive a distribution of �

(
si
)
 for each 

individual (Figure 1, green to purple boxes). For each �
(
si
)
, we obtain 

one realisation of an individual's activity centre and its associated 
distances to the traps and calculate expected encounter rates. This 
results in a distribution of expected capture histories conditional on 
the derived activity centres, which we can aggregate to obtain the 
conditional distributions of expected individual by trap encounters, 
individual encounters and trap enounters, and thereafter, the con-
ditional distributions of FT-ind-trap, FT-individuals and FT-traps for 
the actual observations.

2.5  |  Goodness-of-fit testing with Monte Carlo 
simulations

When testing the goodness-of-fit of a model, we usually test the 
null hypothesis that the data are statistically indistinguishable from 
a typical realisation from the model (Waller et al., 2003). Such tests 
can be conducted by calculating a fit statistic for the data and com-
paring the statistic against a reference distribution, to determine 
if the fit statistic was more extreme than expected under the null 
hypothesis. With ecological models, the data collected are often 
sparse; hence, the assumption that the fit statistic approaches an 
asymptotic reference distribution when the null hypothesis is true 
may not be valid (Kéry & Royle, 2016). Instead, an empirical sam-
pling distribution of the fit statistic would be needed, which may 
be obtained by Monte Carlo methods such as parametric or non-
parametric bootstrapping, where random samples are drawn from 
the data or simulated from the model to calculate fit statistics that 
are expected by the model (Manly, 2007; Waller et al., 2003).

Within the framework of our Freeman–Tukey GoF tests, the em-
pirical distribution of the fit statistic has to be obtained from capture 

histories simulated from the fitted SCR model. This process is easily 
accommodated in our Monte Carlo sampling procedure for propa-
gating uncertainty in �(s) and �̂. With each Monte Carlo sample of 
s∗ , we can simulate a capture history Ysim, which we aggregate by one 
or more dimensions to obtain the summary statistics needed for FT-
ind-trap, FT-individuals and FT-traps. We then calculate the differ-
ences between simulated summary statistics and the corresponding 
expected summary statistics, thereby obtaining a Freeman-Tukey 
statistic for the simulated data (Figure 1, blue boxes). This is equiva-
lent to the empirical distribution of the Freeman-Tukey statistic for 
the fitted model, conditional on the locations of s∗.

In typical GoF tests for frequentist models, a fixed fit statistic 
is obtained for the observed data, and its percentile within the the-
oretical or empirical distribution of the fit statistic is used to calcu-
late the p-value and determine if the model had poor fit. However, 
the GoF testing framework for SCR here results in a distribution of 
values for the fit statistics of both the actual and simulated data. 
To evaluate model fit, we emulate the approach of Bayesian poste-
rior predictive checks, which measures goodness-of-fit by compar-
ing the posterior distribution of fit statistics for the observed data 
against the posterior distribution of fit statistics for the simulated 
data. Likewise, here we compare the relative positions of the Monte 
Carlo distributions of fit statistics for the observed and simulated 
data (Figure 1, blue to black boxes). Since the Freeman-Tukey statis-
tic measures the differences between the observed and expected 
values, a larger value of the Freeman-Tukey statistic indicates a 
larger difference and hence poorer fit. Where the fit statistic for 
the actual obervations is much larger than the fit statistics for the 
simulated data, we would conclude that the model fits the actual 
observations more poorly than we expect if the model was correct. 
Thus, traditional GoF tests for counts based on the �2 distribution, 
which includes the Freeman-Tukey test, are right-tailed tests, where 
the fit statistic for the actual observations is considered too extreme 
if it lies too far to the right-tail of the corresponding �2 or empirical 
distribution. This line of reasoning carries over to Freeman-Tukey 
tests implemented via Monte Carlo resampling, where goodness-of-
fit is evaluated by 1 − P

(
Tobs > Tsim

)
, where Tobs and Tsim refer to the 

fit statistics for the actual and simulated observations respectively. 
When using the tests described here, a p-value smaller than � (e.g. 
� = 0.05) would indicate that the model has provided a poor fit to the 
data. The entire GoF-testing procedure is summarised in Figure 1.

2.6  |  Simulation design

With the Monte Carlo sampling procedure and corresponding GoF 
measures defined, we conducted a simulation study to quantify the 
diagnostic power of our proposed tests to various SCR assumption 
violations in a range of ecologically realistic scenarios. Unlike previ-
ous efforts which test GoF in models with misspecified detection 
functions (Dey et  al.,  2022), here we focus specifically on model 
violations where lack-of-fit has been shown to be a source of bias 
(Dey et al., 2023; Efford & Mowat, 2014; Gardner et al., 2010; Royle 

⎛
⎜⎜⎜⎜⎝

log(D)

logit
�
g0
�

log(�)

⎞
⎟⎟⎟⎟⎠
∼ Normal(�,�).
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et al., 2013; Sutherland et al., 2015; Tobler & Powell, 2013). In our 
simulations, we aimed to understand how the GoF tests would re-
spond to correctly fitted models and, more importantly, to models 
which ignored simulated sources of heterogeneity in detection and, 
separately, density. We generated data using different combina-
tions of density and detection models (Figure 2). For the detection 
model, the following data-generating processes were considered 
(see Table 2 for parameter values):

•	 Uniform detection parameters: g0 and � were constant for all indi-
viduals in the population (Scenario 1 and 6) (Figure 2: detection 
function (1)).

•	 Random continuous variation in detection parameters: g0 and � 
varied randomly across individuals, where g0 was negatively cor-
related with � such that each individual would have similar de-
tectability, but distributed differently from their activity centre 
(Scenario 2) (Figure 2: detection function (2)). We drew values of 
g0 and � on the respective link scales for each individual from a 
bivariate normal distribution and transformed to real-scale val-
ues for simulating capture histories. In our simulations, 25% of the 
population were expected to be up to 0.24 times as likely as the 
average animal to be encountered at their activity centres, but 

with home ranges that were up to 1.8 times larger. Another 25% 
were expected to be at least 1.33 times as likely as the average 
animal to be encountered at their activity centre, and with home 
ranges that were at least 0.55 times smaller. Fitting a basic model 
here would result in unmodelled individual heterogeneity in g0 
and �.

•	 Two-class variation in individual g0: Individuals were split into 
two classes with different g0, while � remained constant 
(Figure 2: detection function (3)). Here, the intent was to model 
a system where individual differences within a species resulted 
in differences in overall activity while home range sizes re-
mained constant. This discrete variation in g0 was applied to 
two different scenarios: one where individuals were randomly 
assigned to classes as might be observed with sex (Scenario 
3), and another where individual classes were assigned based 
on their true activity centre location (Scenario 4), which might 
resemble behaviour arising from differences in resource avail-
ability. In our simulations, animals with higher detection prob-
ability (activity centres in the north where variation is spatially 
structured) were three times as likely to be captured at their 
activity centres than animals with lower detection probabil-
ity (activity centres in the south where variation is spatially 

FI G U R E 1 Summary of goodness-of-fit 
testing with Monte Carlo simulations in 
SCR models incorporating uncertainty of 
derived activity centres. Solid lines contain 
single instances of individual processes, 
while the dotted line encompasses the 
steps that are repeated n times, where 
n is the number of Monte Carlo samples 
used. Each colour represents a different 
stage in an SCR analysis. Grey ellipses 
encircle processes that take place outside 
of the GoF framework. The green box 
represents the step where SCR parameter 
values are sampled from a multivariate 
normal distribution. The purple boxes 
cover the steps for deriving the probability 
distributions of the activity centres. The 
blue boxes describe the steps for calculating 
the fit statistics for observed and simulated 
values, conditioned on the activity centre 
locations. The p-value from the fit statistics 
is calculated in the black box.
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    |  7CHOO et al.

structured). Fitting a basic model to both scenarios would ig-
nore individual heterogeneity in g0. We also conducted more 
simulations based on non-spatial two-class variation in g0, 
where we varied the differences in g0 to understand how the 
power of goodness-of-fit tests may vary with the level of het-
erogeneity (Appendix 1: Figure S5).

•	 Two-class variation in g0 at traps: Traps were split into two classes 
with different g0 based on which half of the state-space they fell 
within (Scenario 5) (Figure 2: trap detectability (ii)). This might be 

observed in camera trap studies, where differences in habitat 
types such as open plains versus closed forests might result in 
different windows of capture and hence detection probabilities. 
In our simulations, traps in the north were three times as likely to 
capture an animal than traps in the south. Fitting a basic model 
here would ignore trap heterogeneity in g0.

We considered two state processes for the density model (see 
Table 2 for parameter values):

F I G U R E  2  Schematic diagram of the density models (top row), detection models (middle row) and traps (bottom row) used to simulate 
SCR data. The intensity of the shades in the density models represents the gradient in density across the state space. The lines of the 
detection models represent the detection probability and its rate of decay with distance to the activity centre. Detection model (1) uses a 
single value of g0 and � for the entire population. The detection model (2) randomly samples a value of g0 and � for each individual in the 
population. The detection model (3) uses two paired values of g0 and �, which are either randomly allocated to individuals or by their activity 
centre location. The crosses in the trap array represent the number and positions of traps in the state space. The colours represent the trap 
efficiency, where a darker colour represents a more efficient trap and hence higher capture probability. An exception is made for traps (iii), 
where the spatial variation in trap efficiency at high trap density for Scenario 5 is not shown.
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8  |    CHOO et al.

•	 Uniform density: Activity centres were simulated from a homoge-
nous Poisson point process model, where the underlying intensity 
was constant across the state space.

•	 Spatially varying density: Activity centres were simulated from 
an inhomogenous Poisson point process model, where the un-
derlying intensity decreased log-linearly across the x-axis of the 
state space (Scenario 6). Fitting a basic SCR model to capture 
histories generated from these populations would result in un-
modelled heterogeneity in density. The covariate for density 
was defined such that the expected number of animals would 
be similar across the uniform density scenarios and the spatially 
varying density scenarios. In our simulations, the westernmost 
region of the state-space contained 5 times as many animals 
as the middle region, and 25 times as many as the easternmost 
region.

The capture histories for populations with uniform densities 
were generated from all three detection models, while the capture 
histories for populations with spatially varying densities were gener-
ated only with uniform detection parameters (Table 2).

Our simulations focused on designs using trap layouts of 7 × 7 
traps with 2� spacing, where � = 250 units, for populations with 
0.05 individuals per 10,000 square units, corresponding to moder-
ate data quality. However, we also used simulations employing trap 
designs of 13 × 13 traps with � spacing which would result in high 
data quality, and others with a population density of 0.025 indi-
viduals per 10,000 square units, corresponding to low data quality 
(Table 2). Here, we use data quality to describe the richness of the 
data and ability to obtain good estimates from an SCR model. Data 
quality increases with both the number of individuals captured, and 
the average number of captures per individual. Therefore, increasing 

individual density or trap density both lead to an increase in data 
quality. We then defined a state space with a buffer of 3�∗ between 
the edges of the state space and the traps for all simulations, �∗ being 
the 99.7 percentile value of � from the scenario with random varia-
tion in detection parameters (Table 2). This state space was discre-
tised into pixels with dimensions of 125 × 125 units such that there 
were at least two pixels between each trap, resulting in a square grid 
of 53 × 53 points representing the centre of each pixel. The moder-
ate and high data quality scenarios thus had an expected abundance 
of 219.5 individuals, while the low data quality scenarios had an ex-
pected abundance of 109.7 individuals. More details on the capture 
histories may be found in Appendix 1 (Figures S1 and S2).

2.7  |  Model fitting and goodness-of-fit testing

Simulated data were analysed using a standard SCR model assum-
ing uniform density and detection parameters, which was not the 
data-generating model whenever the data contained any form of 
heterogeneity. The correct data-generating model was also fitted 
to data generated with inhomogenous density and two-class varia-
tion in g0 across individuals and across traps. We did not fit a model 
with random effects on g0 and � as this has yet to be easily imple-
mented in maximum likelihood for SCR. Models were fitted in R v. 
4.2.2 (R Core Team, 2023) using the package secr (Efford, 2023). The 
goodness-of-fit for all fitted models were tested using FT-ind-trap, 
FT-individuals and FT-traps. We simulated 300 datasets under each 
scenario, within which goodness-of-fit testing was conducted with 
1000 Monte Carlo samples. We primarily set the threshold of � at 
0.05, that is 1 − P

(
Tactual > Tsim

)
< 0.05, but also across a range at 

0.01 ≤ � ≤ 0.20. We used the values of � to calculate power and false 

TA B L E  2  Parameter values of the data-generating processes used to simulate spatial capture-recapture data. covj refers to the covariate 
value specific to trap j. covxy refers to the covariate value specific to location Sxy.

Scenario Density model Detection models

Uniform density, constant detection Nxy ∼ Pois(5) g0 = 0.05

� = 250Nxy ∼ Pois(2.5)

Uniform densitya, random variation in g0 and � Nxy ∼ Pois(5) ⎛⎜⎜⎝
logit

�
g0
�

log(�)

⎞⎟⎟⎠
∼ N

⎛⎜⎜⎝

⎛⎜⎜⎝
logit(0.048)

log(245)

⎞⎟⎟⎠
,

⎛⎜⎜⎝
0.15 −0.25

−0.25 0.15

⎞⎟⎟⎠

⎞⎟⎟⎠Nxy ∼ Pois(2.5)

Uniform density, non-spatial, discrete variation 
in g0

Nxy ∼ Pois(5) g0 = {0.025,0.075}

� = 250Nxy ∼ Pois(2.5)

Uniform density, spatial, discrete variation in g0 Nxy ∼ Pois(5) g0 = {0.025,0.075}

� = 250Nxy ∼ Pois(2.5)

Uniform density, spatial variation in trap 
efficiency

Nxy ∼ Pois(5) logit
(
g0
)
= logit(0.025) + 1.15covj

� = 250Nxy ∼ Pois(2.5)

Spatially varying density, constant detection Nxy ∼ Pois
(
Λxy

)
log

(
Λxy

)
= log(5) + 0.7covxy

g0 = 0.05

� = 250

Nxy ∼ Pois
(
Λxy

)
log

(
Λxy

)
= log(2.5) + 0.7covxy

aMean g0 and � are smaller than corresponding values in other scenarios as the bivariate distribution of g0 and � on the real scale is skewed by larger 
values.
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    |  9CHOO et al.

positive rates. We measured power as the proportion of iterations 
with a p-value smaller than � when the wrong model was fitted, and 
false positive rates as the proportion of iterations with a p-value 
smaller than � when the correct model was fitted. While we con-
ducted these across simulations of all data qualities, we present only 
the results for the moderate data quality as they are most likely to 
mirror data quality from actual studies. The results for low- and high-
quality data may be found in Appendix 1 (Figures S3 and S4). We 
also briefly demonstrate how the power of the GoF tests can change 
with varying levels in heterogeneity in Appendix 1 (Figure S3).

2.8  |  Case study using Fort Drum data

We applied our GoF tests to an SCR capture history of bears from 
New York, USA. The data was originally published in Gardner 
et al.  (2010). Here, we fit a uniform SCR model, and a SCR model 
accounting for sex differences in g0 and � using maximum likelihood 
methods via the secr R package (Efford, 2023) and in Markov Chain 
Monte Carlo (MCMC) using JAGS, with R as a console (Kellner, 2024; 
Plummer,  2003). We subsequently tested the fit of these models 
using the GoF tests described in this paper. The analysis is described 
in full in Appendix 2, and the R code for running the goodness-of-
fit tests in this case study has been compiled as a package (Choo 
et al., 2024a) and versioned on Zenodo (Choo et al., 2024b).

3  |  RESULTS

Each goodness-of-fit test was sensitive to different sources of un-
modelled heterogeneity in the data. All the GoF tests also had low 
false positive rates when the correct model was fitted to a capture 
history (Figure 3 column 1). An exception was the scenario with ran-
dom variation in g0 and � as the correct model was not fitted to the 
capture histories.

We consider first the power of each of the tests to assumption 
violations, defined as the probability that the test will produce a sta-
tistically significant result when the wrong model is fitted. FT-ind-
trap, an all-round test for unmodelled non-temporal heterogeneity 
in detection parameters (Figure 3) was most powerful when both g0 
and � varied randomly across individuals (power = 0.88), but much 
lower in the other scenarios where unmodelled heterogeneity oc-
curred only in g0 (power = 0.34–0.35). FT-individuals, a test of extra 
variance in summed individual encounters, had low power across all 
scenarios (power = 0–0.25). FT-traps, a test for extra variance across 
traps and/or space, had moderate power when g0 varied across 
space, either by individuals (power = 0.53) or by traps (power = 0.56) 
but low power in the remaining scenarios (power = 0.05–0.20).

Where g0 varied spatially, be it across individuals or traps, FT-
traps was the most powerful GoF test, followed by FT-ind-trap then 
FT-individuals (Figure  3 columns 4 and 5). With individual spatial 
variation in g0, 85% of simulations with statistically significant test 

results contained significant results from FT-traps. In simulations 
where g0 varied by traps, this proportion increased to 91%. When 
heterogeneity in g0 across individuals was present  without spa-
tial constraints, FT-ind-trap was the most powerful test, followed 
closely by FT-individuals and finally FT-traps. FT-ind-trap was the 
most powerful test when random continuous variation in g0 and � 
occurred, followed by FT-traps and finally FT-individuals which had 
practially no power to detect the lack of fit in the model. None of 
the tests demonstrated any power to detect lack of fit caused by 
unmodelled heterogeneity in density when the detection model was 
correctly specified.

Within our tested scenarios, FT-individuals was least likely to be 
the sole test with a statistically significant result when unmodelled 
heterogeneity was present (Figure  3 row 4). FT-ind-trap was the 
most likely to be the only test with a significant result when unmod-
elled random variation in detectability (71% of all simulations con-
sidered) or non-spatial two-class variation in g0 (17%) was present. 
FT-traps was the most likely to be the only test when unmodelled 
spatial variation occurred, be it at the level of individuals (20%) or of 
traps (28%). FT-ind-trap and FT-traps were almost twice as likely to 
be the only tests to simultaneously produce significant results with 
random variation in detectability (18%) compared to spatial variation 
in individual g0 (10%), but the probability of their exclusionary co-
occurrence in spatial variation in trap efficiency (14%) was broadly 
similar to both of these scenarios. The simultaneous production of 
significant results from FT-ind-trap and FT-individuals was most 
likely in non-spatial two-class variation in g0 (13%) but ≤ 1% in all 
other scenarios. Statistically significant results from all tests were 
most likely when applied to data with spatially varying individual g0 
(13%) followed closely by spatial variation in trap efficiency (10%), 
and far less likely when applied to non-spatial variation in g0 (2%).

When � of the goodness-of-fit tests was raised, that is the speci-
fied threshold for false positive rates, the power of the GoF tests to 
detect lack-of-fit increased at a disproportionately higher rate than 
their false positive rates across all simulation scenarios (Figure  3). 
The increase in false positive rates with � was non-linear, and the 
realised false positive rates in the simulations were smaller than the 
corresponding �. The relative ranks in power of the tests within each 
scenario was also largely preserved as � increased to 0.20.

3.1  |  Case study using Fort Drum bear data

Our goodness-of-fit tests for maximum likelihood SCR models 
yielded similar results to Bayesian GoF tests. When a uniform model 
and a model accounting for sex differences were fitted to the data, 
both estimation approaches resulted in statistically significant test 
results for FT-ind-trap and FT-traps (Table  3) for a threshold of 
� = 0.05. FT-individuals was not always statistically significant for all 
models across both estimation approaches, but the differences in 
p-values between approaches for either model were always ≤ 0.02 
(Table 3).
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10  |    CHOO et al.

4  |  DISCUSSION

Testing goodness-of-fit is a standard procedure for statistical anal-
yses and has become a cornerstone of ecological models, given 
they feature heavily in wildlife management and conservation de-
cision making (Buckland et al., 2004; Choquet et al., 2009; Kéry & 
Royle, 2016). Yet, it has been largely neglected in applications of 
spatial capture-recapture (Tourani,  2022), possibly due to a lack 
of available tools. Here, we propose a GoF approach based on de-
riving probabilistic locations of the realised activity centres from 
fitted SCR models for frequentist SCR models. We use simulations 
to assess the power and false positive rates of the fit statistics 
proposed by Royle et  al.  (2014b). Unlike previous efforts, our 
simulations indicate that these GoF tests are indeed capable of 
detecting lack-of-fit, here arising from unmodelled heterogeneity 

F I G U R E  3  Responses of FT-ind-trap, FT-individuals and FT-traps to unmodelled heterogeneity in the detection sub-model. The first 
column represents the results when the null model is correctly fitted. Top row: The data generating process behind the capture histories. 
Scenarios from left to right: (1) Homogenous density and detectability, (2) randomly varying detectability, (3) spatially random two-class 
variation in g0, (4) spatially varying two-class variation in g0 and (5) spatially varying trap efficiency. Second row: Distribution of p-values 
from the GoF tests when the corresponding capture histories are analysed using a null SCR model. The horizontal grey band corresponds to 
� = 0.05 ± 0.005. Third row: Variation in the proportion of statistically significant p-values as � increases. The vertical grey band corresponds 
to � = 0.05 ± 0.005. Bottom row: Overlap in statisically significant test results across the GoF tests at � = 0.05. The area of each Euler 
diagram is proportional to the number of simulations with at least one statistically significant test result, and the labels represent the 
percentage of simulations in each category.

TA B L E  3  Results of goodness-of-fit tests for SCR models fitted 
to the Fort Drum data. The tests were applied via the Monte Carlo 
resampling for maximum likelihood models, and from posterior 
predictive checks for Bayesian models. SCR.0 refers to the 
null model, and SCR.h2 refers to the model that uses sex as an 
individual covariate.

Model Test
Monte Carlo 
resampling Bayesian

SCR.0 FT-ind-trap 0 0

FT-individuals 0.06 0.05

FT-traps 0 0

SCR.h2 FT-ind-trap 0.01 0

FT-individuals 0.13 0.11

FT-traps 0 0
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    |  11CHOO et al.

in the detection parameters g0 and �. Our investigations with em-
pirical data also suggest that GoF tests implemented through our 
Monte Carlo resampling framework may perform similarly to tests 
implemented with Bayesian methods.

Prior to our study, the diagnostic abilities of available Bayesian 
fit statistics were not well understood (Royle et  al.,  2014b). 
Through our simulations, we found that the power of the GoF tests 
varied with the type of unmodelled heterogeneity present in the 
data. Inferring the cause of poor fit is therefore contingent on the 
combination of tests that were statistically significant. FT-ind-trap, 
derived from the total encounters of each individual at each trap, 
appeared to respond to unmodelled heterogeneity in both g0 and 
� and was more powerful when both parameters are affected. In 
contrast, FT-traps was the most powerful test when the unmod-
elled heterogeneity in detection probability was spatially struc-
tured. This was within expectations as FT-traps was calculated 
by aggregating encounters at each trap, hence amplifying spatial 
information in the data. FT-individuals, obtained from the total en-
counters of each individual, tended to have the lowest power in our 
simulations. This may be a consequence of SCR essentially being 
a model for individual heterogeneity in capture rates (Borchers & 
Efford,  2008), hence stronger effects on individual variance may 
need to be present to obtain statistically significant results with FT-
individuals. The similarities in the performance of our implementa-
tion of GoF tests to the examples provided for the Fort Drum bear 
data in Gardner et al. (2010) suggest that both approaches result 
in tests with similar properties. Thus, these inferences of the GoF 
test properties may be transferable across both frequentist and 
Bayesian paradigms. Given that frequentist SCR models tend to be 
less computationally intensive to fit than with Bayesian methods, 
our Monte Carlo resampling framework may also enable other re-
searchers to feasibly conduct larger-scale simulations and investi-
gate more aspects of GoF testing in SCR.

Used jointly, the suite of GoF tests we studied may provide diag-
nostic insights into certain forms of lack-of-fit. Obtaining statistically 
significant results from FT-traps alone or from all three tests appears 
to provide a strong indication that unmodelled spatial heterogeneity 
is present in the data (Figure 4). The absence of a significant result 
from FT-traps when other tests behave otherwise may conversely 
indicate that any unmodelled heterogeneity present is unlikely to 
have a spatial component (Figure 4). The power of all tests may also 
vary with the level of heterogeneity present (Appendix 1: Figure S5). 
In our brief example, all GoF tests had higher power at greater lev-
els of heterogeneity (Appendix 1: Figure S5), while the trends in the 
overlap of statistically significant results remained consistent with 
our main results. These results suggest that the tests may be more 
effective at detecting larger violations which ecologists may be more 
concerned about, while still allowing the type of violation to be iden-
tifiable. Furthermore, the vanishingly low false positive rates when 
the correct model is fitted (Figure 3) indicate that the multiple com-
parisons problem typically associated with using multiple hypothesis 
tests would be of negligible concern here. Employing a full com-
plement of tests may therefore be a feasible means of uncovering 

different sources of lack-of-fit and inferring their origin, though to 
do so with greater precision we would likely require a larger suite 
of tests.

Dey et  al.  (2022) suggested that the fit statistics we use here 
are insensitive to misspecification of the detection function. This 
apparently contradicts our findings as the types of model misspec-
ifications in both studies result in the detection model being mis-
specified. Unlike distance sampling (Buckland et  al.,  2004), which 
also models detection probability as a function of distance, SCR is 
often used with sparse data to which any single detection function 
shape is unlikely to provide a significantly better fit and is less reliant 
on the detection function shape to obtain unbiased estimates of den-
sity (Dey et al., 2022; Efford, 2004). An inability to detect lack-of-fit 
arising from a poorly specified detection function shape may there-
fore be of little concern to practitioners where density estimates 
are concerned. In contrast, sensitivity to unmodelled heterogeneity 
would be of greater practical importance, as these misspecifications 
can introduce bias in density estimates (Borchers & Efford,  2008; 
Efford, 2004). This is more likely to result in systematic differences 
between the expected and actual encounter rates of individuals at 
each trap, for at least a proportion of the population and/or traps. 
Such differences may include deviations in the expected and actual 
number of traps encountered. Thus, the goodness-of-fit tests as-
sessed in our simulations were better able to detect lack-of-fit to 
unmodelled heterogeneity.

Testing goodness-of-fit in SCR models may appear unnecessary 
as several studies have demonstrated that density estimates from 
SCR are often robust to certain violations of its assumptions, par-
ticularly those that have garnered more attention from ecologists, 
such as changes in activity centre locations during surveys (Royle 
et al., 2016), spatiotemporal correlation in animal detections (Dupont 
et al., 2022; Gardner et al., 2022; Moqanaki et al., 2021), temporal 
heterogeneity in detectability (Sollmann,  2024) and heterogeneity 
from micro-habitats (Theng et al., 2022). Moreover, in the absence of 
alternatives, a poor-fitting SCR model may be preferable than none 
(Royle et al., 2014b) and the knowledge of poor fit may seem to be 
an unnecessary burden. However, we argue that testing model fit 
here is paramount as it would allow us to gauge if we can place con-
fidence in our estimates or proceed with caution, particularly if a 
more complex model is needed (Choquet et al., 2005). Furthermore, 
beyond being tools for estimation, models are ultimately a me-
dium for projecting our perceptions about the systems we study, 
and goodness-of-fit tests for SCR provide us with means of testing 
our understanding about the ecological processes that shape our 
models.

Our study is a start to the discussions around general purpose GoF 
tests for SCR, and, by providing code for conducting these tests, we 
offer a development that extends the accessibily of methods for test-
ing model fit. Through our simulations, we quantified the performance 
of the GoF tests, which will enable practitioners to employ them 
more effectively. Yet, compared to the suites of GoF tests available 
for distance sampling and traditional capture-recapture methods that 
provide a comprehensive assessment of the fitted model (Buckland 
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12  |    CHOO et al.

F I G U R E  4  Identifying sources of lack-of-fit based on goodness-of-fit (GoF) test results. The thresholds refer to the power of the GoF test 
at which we arbitrarily expect a significant test result to be obtained, to visualise the combinations of test results that one might get from 
a (mis)specified model. Power is defined as the probability of obtaining a statistically significant test result when a model is misspecified 
(see Appendix 1: Table S1 for exact power of tests for each scenario). It is important to note that power is specific to each test, and is not 
indicative of the probability that any stated combination of tests will have statistically significant results. The letters in brackets refer to the 
quality of the data that was modelled: L refers to low, M refers to moderate and H refers to high data quality.

FT-ind-trap
siginficant?

FT-individuals
significant?
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et al., 2004; Choquet et al., 2005, 2009; Gimenez et al., 2018; Thomas 
et al., 2010), the tools available for SCR are still limited in scope and 
utility. Given that SCR data consists of multiple dimensions over which 
lack-of-fit can arise, three binary goodness-of-fit tests with overlap-
ping coverage are insufficient to precisely identify the range of poten-
tial source(s) of lack-of-fit with great confidence. In addition to these 
tests, we will need a larger collection of GoF tests which test other 
aspects of the SCR model with greater specificity.
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