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Abstract
As part the DTE2 campaign in the JET tokamak, we conducted a parameter scan in T and D-T
complementing existing pulses in H and D. For the different main ion masses, type-I ELMy
H-modes at fixed plasma current and magnetic field can have the pedestal pressure varying by a
factor of 4 and the total pressure changing from βN = 1.0 to 3.0. We investigated the pedestal
and core isotope mass dependencies using this extensive data set. The pedestal shows a strong
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mass dependence on the density, which influences the core due to the strong coupling between
both plasma regions. To better understand the causes for the observed isotope mass dependence
in the pedestal, we analysed the interplay between heat and particle transport and the edge
localised mode (ELM) stability. For this purpose, we developed a dynamic ELM cycle model
with basic transport assumptions and a realistic neutral penetration. The temporal evolution and
resulting ELM frequency introduce an additional experimental constraint that conventional
quasi-stationary transport analysis cannot provide. Our model shows that a mass dependence in
the ELM stability or in the transport alone cannot explain the observations. One requires a mass
dependence in the ELM stability as well as one in the particle sources. The core confinement
time increases with pedestal pressure for all isotope masses due to profile stiffness and
electromagnetic turbulence stabilisation. Interestingly, T and D-T plasmas show an improved
core confinement time compared to H and D plasmas even for matched pedestal pressures. For
T, this improvement is largely due to the unique pedestal composition of higher densities and
lower temperatures than H and D. With a reduced gyroBohm factor at lower temperatures, more
turbulent drive in the form of steeper gradients is required to transport the same amount of heat.
This picture is supported by quasilinear flux-driven modelling using TGLF-SAT2 within Astra.
With the experimental boundary condition TGLF-SAT2 predicts the core profiles well for
gyroBohm heat fluxes >15, however, overestimates the heat and particle transport closer to the
turbulent threshold.

Keywords: H-mode, tritium, heat transport, particle transport, stability, isotopes

(Some figures may appear in colour only in the online journal)

1. Introduction

For densities and temperatures typical for magnetically con-
fined plasmas the most favourable fusion cross sections are
those of reactions between the hydrogen isotopes deuterium
(D) and tritium (T). Therefore, since the beginning of research
with magnetically confinement devices like tokamaks one
question was always investigated: how does the mass num-
ber of the main ions A impact the physics of the plasma?
Answering this question is fundamental to transferring know-
ledge gained in experiments and modelling with the lighter
isotopes H and D towards D-T fusion plasmas. Early on it
was quite clear that the multitude of different observations [1]
cannot be explained with just a single physics concept, but
they require the interplay of multiple mechanisms. One cru-
cial challenge with investigating isotope mass related physics
is that it is extremely difficult to vary just the isotope mass
in experiment. If the temperature or density changes with the
isotope these differences in experiments might be dominating
the results, which makes it difficult to quantify the subdom-
inant mass dependence. Additionally, the relevance of these
changes can vary depending on the plasma regime.

In both electron heated L-mode and ohmic plasmas it was
found that the electron-ion equipartition’s mass dependence
can cause a change in confinement time [2–4]. By adjusting
the heating mix or reducing the density to diminish the import-
ance of the equipartition, this mass dependence can be altered.
When the equipartition does not play a role the core transport
in L-mode can be found without mass dependence [5]. It is
speculated that zonal flows, more precisely, geodesic acoustic
modes (GAMs) might have an impact on the mass dependence

of transport. In the edge of ohmic [6] and L-mode plasmas
[7] the GAM amplitude was found to change with isotope
mass. However, in the H-mode edge the drive of the GAMs
is strongly reduced, due to reduced turbulence levels, up to a
point where their amplitude cannot be measured anymore [8].
Up to now, there is no experimental evidence in H-mode plas-
mas, neither in the core nor in the edge, which indicates a mass
dependence in the zonal flow activity.

In H-mode plasmas, the coupling between core and edge
is essential to understand the observed plasma states [9].
We know that the H-mode pedestal shows a strong isotope
mass dependence where plasmas with heavier hydrogen ions
have higher pedestal top pressures [10–18]. To investigate the
core transport experimentally, matched pedestal conditions are
ideal, but we must offset the pedestal mass dependence to
achieve this. Varying the heating power is one option [12,
13], but, then profile stiffness [19] and the associated power
degradationwill play an important role causing the relative rel-
evance of A to decrease and the uncertainties in the measured
mass dependence to increase. Adjusting the gas fuelling to off-
set the edge mass dependence will also influence the global
confinement [9, 13, 16]. A thirdmethod is adjusting the plasma
triangularity [16, 18], which appears to be the least invasive of
the three methods, as its impact on the pedestal is more pro-
nounced than its potential influence in the core. Although the
plasma shape can affect core heat transport [20], its influence
is less significant.

With matched edge conditions we can find experimental
regimes with a very weak mass dependence in the core
[10, 11, 18] and those with a strong mass dependence [16, 21,
22]. In the more recent studies with a strong mass dependence
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in AUG and JET-ILW plasmas [16, 22] this could be attributed
to a higher fast-ion content in plasmas with heavier main ions.
These differences arise due to different heating methods and
the mass dependence in the fast-ion slowing down. This fast-
ion turbulence stabilisation is also a potential explanation why
D-T supershots in TFTR exhibited a stronger mass depend-
ence in the core than pulses with less heating power [21].

The story of the mass dependence in theory is not
less diverse than the experimental observations. Depending
on the dominant turbulence type the mass dependence
is expected to be different. In general, theoretical mass
dependencies are quantified relative to the microturbulence
or gyroBohm scaling [23] with the gyroBohm diffusiv-
ity χgB ∝ T1.5A0.5/(RB2) or the gyroBohm heat flux qgB ∝
T2.5A0.5n/(R2B2) where T is the plasma temperature, n the
plasma density, R the major radius and B the magnetic field.
Since, the hereby predicted increased transport with higher
isotope mass is not observed experimentally, theory often
tries to explain which physics mechanisms can cause such a
gyroBohm breaking or anti-gyroBohm scaling—i.e. having a
heat transport that reduces with increasing mass.

For the ion temperature gradient (ITG) driven turbulence,
which is also dominant in the core of the plasmas discussed
here, we expect a gyroBohmmass scaling only in the collision-
less limit [16, 24]. Collisions, electromagnetic (EM) effects
and E×B shearing γE×B can introduce mass dependencies
[25] which can ultimately cause a gyroBohm breaking [24],
where E is the radial electric field. Since the importance
of these mechanisms can greatly vary for different experi-
mental conditions—i.e. flat rotation profile vs. peaked rotation
profile—so does the expected mass dependence. For trapped
electron mode turbulence a weakening of the gyroBohm mass
dependence can be caused by zonal flow regulation of the tur-
bulence when Te ∼ Ti, for Te ≫ Ti the mass scaling is again
gyroBohm like [26].

The plasma collisionality is an important quantity for heat
and particle transport. When changing the isotope mass, it
becomes of particular interest to distinguish between the ion–
ion and the electron–ion collisionality. This distinction plays
a less critical role for mono-isotopic studies. The ion–ion col-
lisionality νi⋆ = νii/(ϵωbi) is mass independent, where νii is
the ion–ion collision frequency, ωbi the ion bounce frequency
and ε the aspect ratio. The electron–ion collisionality νeff =
νei/(cs/R)∝ (mi/me)

0.5 is mass dependent, where νei is the
electron–ion collision frequency and cs = (T/mi)

0.5 the ion
sound speed. Note, in some representations the thermal elec-
tron velocity is used for the normalisation which results in the
mass independent electron collisionality νe⋆. The electron–ion
collisionality is particularly important for the density peaking
in the plasma core which was first discovered on AUG [27]
and repeatedly confirmed [28–32]. Theoretical results show
that with increasing electron–ion collisionality the turbulent
particle pinch produced by trapped electrons in low collision-
ality ITG turbulence is reduced [33]. The mass dependence
in νeff then suggests a lower density peaking for heavier main
ions [34].

In the plasma edge of L-modes, where the density gradi-
ents are steeper than in the core, collisional drift waves can
become dominant and the finite electron-to-ion mass-ratio
dependence of the nonadiabatic electron response introduces
an anti-gyroBohm like mass dependence of the transport [35,
36]. In the H-mode pedestal also the temperature gradients
increase and electron temperature gradient (ETG) driven tur-
bulence can contribute significantly to the electron heat flux
while showing no mass dependence [37]. However, for these
H-mode pedestal parameters, the ITG turbulence drives strong
anti-gyroBohm heat fluxes due to differences of γE×B when
varying the mass. In the steep gradient region, the neoclassical
transport also contributes to the heat and particle transport and
has a more gyroBohm like mass dependence, such that in the
total heat transport the opposite mass dependencies cancel out
[37]. The total particle transport retains the mass dependence
of the ITG turbulence since the neoclassical particle transport
is mostly mass independent [37].

The unifying feature of all those theoretical studies is that
no universal mass scaling of the transport is expected, but the
mass dependence will change with the actual plasma regime
that is considered. This is consistent with the variety of experi-
mental observations and highlights the importance to perform
experiments using pure T and D-T mixtures and not entirely
relying on extrapolations from H and D plasmas.

This is also the reason why dimensionless identity and sim-
ilarity studies [38] will only yield the mass dependence of
heat and particle transport for the chosen values of dimension-
less parameters. Based on our current theoretical understand-
ing of plasmas, that deviate from an ideal collisionless case
with adiabatic electrons, we do expect the mass dependency
in the transport to be dependent on the dimensionless para-
meters itself—Te/Ti [2, 26], νe⋆ [35], R/Ln [36], Wfast/Wth

[16] with the density gradient length Ln and stored energy of
fast ions Wfast and thermal particles Wth. In L-mode this is
observed in JET-ILWwhere two different dimensionless iden-
tity experiments yield different mass dependencies for the core
transport [5, 39]. In H-mode there is the extra difficulty that
no complete set of dimensionless parameters exists which can
describe the core and edge plasma simultaneously. We will
present examples of the reason behind this throughout this
paper.

To quantify the impact of the isotope mass on heat and
particle transport it is important to minimise secondary effects
due to experimental differences and take the differences into
account in the interpretation where they are unavoidable. The
dynamic nature of the H-mode pedestal with edge localised
modes (ELMs) and the coupling of the core and edge trans-
port regions and the coupling of electron and ion transport
channels are prime examples of interactions which need to
be taken into account. This results in a complex system of
often non-linear interactions which need to be modelled. The
high-fidelity theoretical models discussed above are not suited
for this purpose, where full radius flux-driven modelling is
required. Instead, we rely on the quasilinear TGLF-SAT2 [40]
model which does not simulate the full non-linear physics
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but utilises linear growth rates and estimates heat and particle
fluxes based on a saturation rule—here SAT2. SAT2 is optim-
ised based on the solutions of non-linear Cgyro [41] simula-
tions over a wide range of parameters. However, it was calib-
rated on deuterium plasmas. While this reduced model is not
expected to capture the full physics it should reproduce the
leading contributions to heat and particle transport. Recently,
an extension to the saturation rule 2 has been proposed in the
form of SAT3 [42] which captures the gyroBohm breaking
Cgyro predicts for high density gradients a/Lne > 2.0 [36]
where a is the minor radius. a/Lne > 2.0 corresponds to the
steep gradient region in the pedestal which is in contrast to the
core region with a/Lne < 1.0. In the core also Sat2 captures the
mass dependence suggested by Cgyro which is a bit stronger
than gyroBohm like [42].

State of the art would be to use integrated models which
couple scrape-off-layer, pedestal and core [43]. However,
these lack flexibility in testing the individual mass depend-
encies and we know that parts of the models do not capture
isotope physics well. In particular, the pedestal part of the
model which relies on ideal peeling-ballooning (PB) stability
does not reproduce the observed isotope mass dependencies
[17]. Therefore, we investigate the pedestal and core separ-
ately while also quantifying the coupling between both.

In section 2 we will describe how the experiments are per-
formed in the JET tokamak and discuss basic engineering con-
straints that arise when operating with different isotopes. The
main part of the paper is divided into the edge and core parts.
For each we present experimental observations and the associ-
ated modelling. The consequences of observations and mod-
elling are discussed together in the edge and core discussion
sections. The key results of this paper are then summarised in
section 9. In the appendix we give more details on the analysis
procedures used to obtain the presented data and describe the
pedestal model used in section 4.1. Throughout the paper, we
will apply the following color scheme for the different masses
H: red/circle, D: blue/square, D-T: gold/star, T: purple/dia-
mond. When we scan parameters other than the mass we will
use brown, lime and grey with the symbols triangle-down,
circle, triangle-up.

2. Experimental setup

The scenario used for this experimental study is a type-I ELMy
H-mode with a plasma current of Ip = 1.4MA, a magnetic
field of Bt = 1.7 T, an edge safety factor of q95 = 3.7 and
the corner–corner (CC) divertor configuration. This type of
plasma has been extensively studied at JET [9, 14, 18, 44–
47] and its properties in hydrogen and deuterium are well
known. The main reason for choosing this type of plasma
is the relatively low heating power 12–15MW required to
reach high plasma pressure, this allows for reasonable flex-
ibility and it is possible to scan the normalised total plasma
pressure βN from 1.0 up to 3.0. In the CC divertor config-
uration, with the inner and outer strike points positioned in
their respective divertor corners close to the pumping ducts,
low densities are accessible which are required to reach high

Figure 1. Time traces for a typical plasma pulse in T, from top to
bottom plasma current Ip and magnetic field Bt, auxiliary heating
power PNBI and radiated power Prad and average triangularity δ,
core and edge line averaged densities n̄e and the gas flow rate Γ,
total plasma stored energyWMHD.

βN. Additionally, the CC configuration is commonly used for
most experiments and consequently, those divertor tiles are
relatively clean which is beneficial for the reproducibility of
experiments. Experiments that utilise more uncommon diver-
tor configurations often need to spend time on conditioning the
divertor tiles first to ensure reproducible conditions.

Pulse setup: a typical setup for a plasma pulse is illustrated in
figure 1. Each pulse is identified via a JET pulse number (JPN).
In the current flattop phase, constant heating power is applied
along with a constant gas fuelling. The flattop is divided into a
low triangularity δ phase up to 14.0 s and a high δ phase start-
ing at 15.0 s. Highly shaped plasmas or those with high βN

tend to not reach the planned termination due to impurity accu-
mulation. The profile and transport analysis is then performed
for the longest stationary phase before the onset of impurity
accumulation. These phases typically have a length of >10τE
where τE is the energy confinement time, however, at βN = 3.0
the length goes down to 2τE.

Heating: the auxiliary heating power by neutral beam injec-
tion (NBI) PNBI for our data set is varied from 3 up to 15MW
with the bulk of the experiments performed at 10MW which
results in a type-I ELMy H-mode for all main ion masses. The
NBI species is D for most H and all D plasmas and T for the
T plasmas. In DT both D- and T-NBI are utilised. The power
calibration for D and T NBI is accurate within 10% [48]. Due
to the low plasma density the NBI needs to be operated at
reduced voltage ⩽100 kV and reduced power per injector to
avoid excessive NBI shine through. Along with the less than
100% availability of the neutral beams, this prevented a soph-
isticated optimisation of the heating profiles for the different
NBI and main ion species. The power density to electrons and
ions due to NBI as calculated with the NUBEAM [49] pack-
age within the Transp [50] code is illustrated for the different
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Figure 2. Electron and ion heating for PNBI = 10MW for different isotopes and densities.

Figure 3. Electron and ion heating for PNBI = 13MW for T-NBI
into T (JPN99224) and D-NBI into D (JPN97512) at similar
densities.

isotopes with varying density and PNBI = 10MW in figure 2.
Despite the lack of dedicated optimisation the heat profiles are
well matched for ρtor > 0.3 for all three isotopes and for H
and T over the whole radius (for the definition of the radial
coordinate see appendix A). The D pulses tend to have more
peaked heating profiles in the very centre. This is due to the dif-
ferent mean free paths of H, D and T neutrals in the plasma.
While H neutrals are ionised on low and high field side, the
birth distribution of fast NBI ions shifts towards the low field
side with higher mass. However, due to the smaller volume for
ρtor < 0.3 the central heating amounts only to 30% of the total
heating despite having more than five times the power density
than at the outer radii. The differences in the heating profiles
are taken into account in the modelling.

At the higher heating powers 13MW, which are required to
reach high βN, the heat deposition is fairly similar due to over-
all higher plasma density which shifts the birth distribution of
D ions away from the centre. This is illustrated for D and T
plasmas in a matched density case in figure 3. Note the higher
ion heating due to the NBI in all cases. In the DT plasmas

Figure 4. Fast-ion pressure for PNBI = 13MW for T-NBI into T
(JPN99224) and D-NBI into D (JPN97512) at similar densities.

also α heating due to D-T fusion reactions might play a role,
however, for the parameters discussed here this is estimated
to be only around 0.15MW which is below 2% of the total
heating power and will be neglected in the analysis. The fast-
ion pressure calculated by Transp for the density matched
plasmas in D and T is shown in figure 4, while the relative
fast-ion energy is quite similar with Wfast/Wth |D= 0.22 and
Wfast/Wth |T= 0.24, there are differences in the fast-ion pres-
sure gradients at the outer radii.

Gas fuelling: the gas fuelling during the current flattop phase
is done with divertor valves. For the gases hydrogen, deu-
terium and neon the standard gas introductory modules can be
used, for tritium only the tritium introductory modules (TIMs)
are available [51]. This introduces an operational difference
regarding fuelling with T compared to other gases. The TIMs
are farther away from the main plasma chamber, therefore,
there is a considerable delay between the valve opening and
the gas arriving at the plasma boundary. When using TIMs the
timing of the valve openings is adjusted to minimise an impact

5



Nucl. Fusion 63 (2023) 112010 P.A. Schneider et al

Figure 5. Sequence of impurity accumulation in JPN96830 at
βN = 2.55: stable electron temperature profile until 6.3 s, influenced
by 3/2 mode at 6.8 s, hollow Te profile at 7.6 s.

due to differences in the gas flow. Details on the impact of this
time delay can be found in [52]. The auxiliary gas fuelling is
adjusted depending on the plasma pressure, for moderate pres-
sures of βN ⩽ 2.2 the plasmas are quite resilient against impur-
ity accumulation and we run the gas scans with three different
gas fuelling levels 0.8 · 1022, 1.3 · 1022 and 1.8 · 1022 particles
s−1. For higher pressures βN ⩾ 2.5 all of the plasmas devel-
opmagnetohydrodynamic (MHD) modes which have a negat-
ive impact on the impurity balance in the plasma [53]. This
can result in a negative feedback loop ending in a radiative
collapse due to impurity accumulation. The impact of such a
sequence on the electron temperature profile is illustrated in
figure 5. From a mode analysis using Mirnov coils, we know
that a sawtooth triggers a n= 3, m= 2 mode at 6.3 s. While
the temperature profile is stable and peaked before the mode
onset at 5.8 s, the impact of the magnetic island is visible at
6.8 s in the temperature profile between a normalised radius
of 0.4–0.6. Already 3τE later so many high-Z impurities have
accumulated in the core to result in a hollow Te profile. At
the magnetic field of 1.7 T no favourable source of local heat-
ing is available at JET to stop this negative feedback loop. It
does not help that at these densities the T pulses tend to have
less central NBI heating than their D counterparts. Therefore,
in the presented experiments the impurity control is done via
the gas fuelling which impacts the ELM frequency fELM. With
a sufficiently high fELM the impurity flux arriving in the core
is moderated down to tolerable levels. Consequently, no fixed
gas fuelling rates are applied for the high βN plasmas.

Isotope purity: for the comparison of plasmas in H, D and T
the goal is to have the highest possible isotope purity which
is achievable with the JET Be/W wall. However, a perfectly
pure plasma is experimentally not feasible. All plasmas will
have a minimum of 1%–2% hydrogen which can be a leg-
acy of H fuelling to facilitate ion cyclotron minority heating
or from the H prefill gas used for the T plasmas. Some of
the hydrogen plasmas presented here were performed during
the D campaign, therefore, while the D was cleaned off the

walls by H-D mixture experiments in advance, some resid-
ual D remained. A more relevant impact was the usage of
D-NBI in these plasmas to achieve higher NBI power than pos-
sible with H-NBI, where technical issues limit the maximum
NBI power to 10MW [14]. This resulted in concentrations of
nH/(nH + nD)∼ 0.9 with the hydrogen and deuterium dens-
ities nH and nD. Still, for all metrics discussed in this paper,
these plasmas exhibit no differences to plasmas with higher H
concentrations. For the T campaign more time was allocated
to clean the vacuum vessel of residual D in order to reduce
the 14MeV neutron production to below 1%, due to D-T
neutron budget restrictions for the following DTE2 campaign.
Concentrations of nT/(nH + nD + nT)> 0.98 where achieved.
Additional to the main hydrogenic ions the plasma contains
low-Z impurities which can dilute the main plasma and are
mainly beryllium, carbon and neon. Due to the metallic wall,
the impurity content is generally quite low. We find the effect-
ive charge number Zeff, as measured by visible bremsstrahlung
spectroscopy, with Zeff < 1.5. There have been some issues
with the calibration of this diagnostic, however, due to the
overall low impurity content the impact on the ion density pro-
files due to uncertainties in Zeff is expected to be well below
10%. High-Z impurities like tungsten do not dilute the main
plasma due to their low concentrations, however, they contrib-
ute to the radiated power as discussed below.

Plasma shape: another parameter that is varied in the experi-
ment is the plasma shape, in particular, the plasma triangular-
ity δ which is known to have a significant impact on the ped-
estal for these 1.4MA, 1.7 T plasmas [47]. While changing
the triangularity extra care was employed to keep the diver-
tor configuration constant and the strike points in the corner
position. Effectively this means only the upper triangularity is
varied, while the lower triangularity remains the same. This is
relevant because changing the strike point position will have
a considerable impact on the fuelling characteristics [54]. The
flux surfaces of the two shapes which are used in this work
are illustrated in figure 6. The corresponding triangularities are
low δ = 0.20 . . .0.25 and high δ = 0.29 . . .0.32where the vari-
ation within each set is due to the Shafranov shift of the plasma
centre with different plasma pressures. Where we define the
average triangularity as δ = (δup + δlow)/2 with the upper tri-
angularity δup and the lower triangularity δlow. Since δlow is
kept constant most of the variation in the average δ originates
in changes of δup. Note that this variation of δ, while it has
an impact on the plasma, is not comparable to the impact of a
high δ up to 0.6 in a machine like DIII-D [55]. It is also small
compared to the variation of δ where an impact on the heat
transport was observed in TCV [20], in TCV the transport was
enhanced with more positive δ. A directly measurable impact
due to the different δ is in the particle flow balance between
inner and outer divertor. Langmuir probe data suggests that the
ion fluxes towards the inner divertor decrease by 10%–100%
with higher δ while the fluxes to the outer divertor stay the
same within the uncertainties of ±30%.

Radiation: the core radiated power in these JET-ILW plas-
mas is dominated by the high-Z impurity tungsten which con-
tributes about 95% of the total radiated power. Observations
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Figure 6. High and low triangularity shapes where only the upper
triangularity is varied.

in H and D show the impurity confinement to increase with
larger main ion isotope mass. To mimic the impurity beha-
viour of a plasma with a heavier isotope experiments with a
lighter isotope but higher triangularity were executed. This
works quite well for H and D, a high δ H plasma has the same
bulk radiated power Prad,bulk as a low δ D plasma. However,
despite D and T having a smaller relative mass difference,
the high δ D plasmas designed to mimic low δ T condi-
tions still exhibit lower bulk radiation than their T counter-
parts. In figure 7 an overview is given for all three isotopes,
the high δ T plasmas partly suffer from impurity accumula-
tion as discussed above, therefore, the scatter of Prad,bulk is
larger there. Despite similar auxiliary heating power, the T
plasmas will have lower heat fluxes by 0.5–1.0MW. Most of
this difference is expected to originate from the edge plasma
with ρtor > 0.7 which accounts for 70% of the total radiated
power. This is shown in figure 8 where we compare tomo-
graphic reconstructions of bolometer measurements for H and
T plasmas with a pedestal density match. To take the different
radiation into account we introduce the power over the sep-
aratrix Psep = Pheat − ∂W/∂t−Prad,bulk, where Pheat = PNBI +
Pohm, with Pohm being the ohmic heating power, the changes
in the stored energy ∂W/∂t are negligible during the station-
ary phases discussed here. The impact of impurity dilution
of the plasma due to the tungsten is negligible. This follows
from an estimate using tungsten cooling factors LW [56]. The
radiation density is pWrad = n2ecWLW and assuming all radiation
to be from tungsten we get at an upper limit for the tungsten
concentration of cW = 7 · 10−5 when using an electron density
ne = 4 · 1019 m−3 and Prad = 4MW. With a charge of 40 this

Figure 7. Bulk plasma radiated power at different triangularities for
H, D and T.

Figure 8. Radiated power density profile for an H and T with the
same auxiliary heating power at matched densities (see figure 33).

still translates to a dilution of <0.003 which is well below the
uncertainty of the light impurity concentrations, additionally,
the difference between H, D and T is even smaller.

3. Pedestal characteristics

Overview: we have two main sets of data in H, D and T, one
at high βN = 2.5 . . .3.0 and one at medium βN = 1.4 . . .2.5.
The aim of the first one is to obtain a comparison at high βN

with different isotopes and heating powers between 12 and
15MW. At 10MW of heating and medium βN we have more
operational flexibility and scan gas puff and triangularity. For
the latter data set also a few DT pulses close to a ratio of
nD/nT ∼ 50/50 are available, although, only at a constant low
gas puff.

The gas puff scan at 10MW of heating and low δ is shown
in figure 9(a) and significant differences between the three iso-
topes are observed. While for T the gas scan increases the
density at constant pressure, the increase of density in D is
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Figure 9. Edge electron temperature—determined at ρtor = 0.85—plotted against the electron density at the same position for different
main ion isotope masses and gas fuelling, but otherwise identical engineering parameters. In (a) the low δ data is plotted and in (b) the one
at high δ. The dashed lines are isobars at 1, 3, 5 and 8 kPa.

accompanied by a reduction in pedestal pressure. In hydrogen
the impact of the gas puff does not result in a higher density at
the pedestal top, but in the temperature and pressure dropping
significantly. This is evidence of a strong isotopemass depend-
ence in the pedestal. This isotope mass dependence does not
follow a simple power law. If we were to express the mass
dependence of the density at low gas fuelling as a power law
it would yield ne ∝ A0.13 while at high gas fuelling we find
ne ∝ A0.39. From figure 9(a) it is also evident that both scal-
ings are significantly different. Such a deviation from a single
power law description is also observed when varying the trian-
gularity. At high δ the pressure remains constant with gas fuel-
ling for all three isotope masses. This is quite different from
the observation at low δ, where a clear mass dependence was
observed between H and D as well as D and T. While at high
δ the T pedestal is still found at higher pressures compared to
H and D, the pressure differences between H and D are negli-
gible, despite the larger mass ratio. Note that at high δ H and
D pulses are found with a similar pedestal density and tem-
perature compared to the low δ T pulses, which will become
important for the comparisons in the core.

At high βN the interpretation of the overview plot of edge
temperature and density, shown in figure 10, is not as straight-
forward because we vary heating power, gas and shape at the
same time. The main goal to match temperature and density at
the pedestal top for all three isotopes was not achieved, how-
ever, we have a pair at constant pressure and one at constant
density. High pressure H plasmas are only achieved at high tri-
angularity and with D-NBI, the low pressure H points reached
the heating powers above 10MW with H-NBI and ion cyclo-
tron range of frequencies (ICRF) heating and had low δ.

A very strong correlation is observed between the pedes-
tal pressure and the ELM frequency. Figure 11(a) shows for a
subset of the database at 10MW that at lower pedestal pressure
the highest fELM are found. For the whole database a similar
correlation between fELM and the pedestal confinement time
τth,ped =Wth,ped/Psep is visible in figure 11(b). For the thermal
stored energy Wth we define the core Wth,core and pedestal

Figure 10. Edge electron temperature—determined at
ρtor = 0.85—plotted against the electron density at the same
position for the high pressure data set with different main ion
masses. The dashed lines are isobars at 1, 3, 5 and 8 kPa. Note the
different heating power.

Wth,ped contributions as Wth,core =Wth −Wth,ped with Wth,ped

as defined in [18]. No clear separation between the isotope
masses is observed in this correlation, although, the lowest
pedestal confinement and highest fELM are plasmas with H as
main ions which also have the most irregular ELM frequency.

Density profiles: the pedestal electron density profiles for the
gas scan at 10MW and low δ are shown for H, D and T
main ions in figure 12. Most striking is the density response
in H, where an increase in the separatrix density ne,sep with
higher gas fuelling is observed, while the pedestal top density
is effectively unchanged. Here the separatrix position is at
ρpol = 1.0 and defined as described in appendix A. In D and
T gas fuelling increases the pedestal top density while the
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Figure 11. Pedestal stored energy (a) and pedestal confinement time (b) plotted against the ELM frequency for 10MW plasmas in (a) and
the whole database in (b).

Figure 12. Edge electron density profiles at low δ for different gas puff levels and main ion mass: H (a), D (b) and T (c). H: JPN97094,
JPN97095; D: JPN97035, JPN97036; T: JPN98794, JPN98795, JPN100177.

Figure 13. Edge electron density profiles at high δ for different gas puff levels and main ion mass: H (a), D (b) and T (c). H: JPN97094,
JPN97095; D: JPN97035, JPN97036; T: JPN98794, JPN98795, JPN100177.

separatrix density appears to be less affected than in H, then
the increase in pedestal top density is a result of steeper gradi-
ents. In D the data would support this, for T it is not directly
evident. Overall, at low δ the changes in ne,sep and ∇ne are
not sufficient—given the available data quality—to pinpoint
the cause for the pedestal top density values. This is different
at high δ, as shown in figure 13 where the higher pedestal top
density with larger gas fuelling is clearly a result of steeper

density gradients, while the density at the foot of the pedes-
tal remains relatively unchanged. In particular, it is surprising
that the density is constant outside of the steep gradient region
for all isotope masses despite a variation in gas puff of over a
factor of 2. In the picture of the pedestal transport model dis-
cussed in section 4.1 this would correspond to an improved
fuelling efficiency and higher particle capacity at high δ. Note
that for our database only data from Thomson scattering is
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Figure 14. Edge electron temperature profiles at low δ for different gas puff levels and main ion mass: H (a), D (b) and T (c). H: JPN97094,
JPN97095; D: JPN97035, JPN97036; T: JPN98794, JPN98795, JPN100177.

Figure 15. Edge electron temperature profiles at high δ for different gas puff levels and main ion mass: H (a), D (b) and T (c). H:
JPN97094, JPN97095; D: JPN97035, JPN97036; T: JPN98794, JPN98795, JPN100177.

Figure 16. Edge electron density (a) and electron temperature (b) profiles of plasmas with different main ion mass H, D, T for 10MW of
heating, high δ and low gas puff. H: JPN97095; D: JPN97036; T: JPN98795.

available which has relatively large uncertainties at low dens-
ities. Measurements of the Li-beam diagnostic which would
improve the accuracy of the SOL data were not available for
the full data set.

Temperature profiles: the temperature response to the
changes of gas fuelling is quite similar for different δ, as shown
in figure 14 for the low δ plasmas and in figure 15 for high δ
ones. In particular, for H, even at constant pedestal top dens-
ity, the temperature drops with increasing gas puff as shown

in figure 14(a). For all three isotopes, the temperature changes
are comparable and scale with the gas fuelling level, although
the changes in density were different for all isotopes. All the
changes in the temperature pedestal top due to gas puffing are
a result of different temperature gradients. There are no indic-
ations of a significant impact due to the pedestal width.

Impact of the isotope mass: when plotting engineering
matched plasmas at high δ with all three isotopes as done
in figure 16 for high δ it becomes evident that the density
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Figure 17. Pedestal electron density (a) and electron temperature (b) widths for different main ion mass at 10MW of heating, different
δ and low gas puff.

Figure 18. Pedestal electron density width (a) and gradient (b) for different main ion masses and gas puffing at 10MW of heating and
high δ.

pedestal width shrinks while its gradient increases when the
mass number increases. At the same time, the temperature ped-
estal seems to be the same within the uncertainties for all three
isotopes. However, the uncertainties are quite high since the
temperature does not feature a similarly pronounced pedes-
tal top as observed in the density. The transition between the
steep gradient region and the core plasma is more gradual. In
figure 17 the pedestal widths in real space coordinates are plot-
ted against the isotope mass for low and high δ. The density
pedestal width∆ne reduces with higher mass at high δ while it
remains relatively constant at low δ. The electron temperature
pedestal width ∆Te cannot be defined with the same accuracy
as the density pedestal width. However, the values suggested
by the bi-linear fit shown in figure 17(b) are similar for all
isotope masses which is consistent with the profiles shown in
figure 16(b). Nevertheless, they are higher than the pedestal
widths determined with a modified hyperbolic tangent func-
tion, although both fitting methods are consistent within their
uncertainties.

The impact of gas fuelling on the density pedestal widths
and gradients is shown in figure 18. In T the pedestal width
stays fairly constant while in H and D the pedestal becomes
narrower with higher gas fuelling. The narrowing of the ped-
estal is accompanied by an increase of the density gradi-
ent which is larger than the reduction in the width. This
leads to the higher pedestal top densities observed at high
δ and increasing gas puffing—also shown in figure 13. Due
to the relatively constant ∆ne in T, a smaller increase in
∇ne is sufficient to reach higher pedestal top densities when
compared to H and D. Similar trends are observed at low
δ as shown in figure 19 albeit not as pronounced as at
high δ.

ELM cycle: the ELM characteristics are different between the
three isotopes, most prominently is the ELM frequency which
changes for pulses with the same engineering. This is shown
in figure 20 for the pulses at low gas and high δ already shown
in figure 16, where the H plasma has an fHELM = 60± 22Hz,
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Figure 19. Pedestal electron density width (a) and gradient (b) for different main ion masses and gas puffing at 10MW of heating and low δ.

Figure 20. Time traces of the beryllium line intensity in the divertor as indicator of ELM crashes for the H, D and T. The pulses are the
same as shown in figure 16.

Figure 21. Electron density (a) and temperature (b) at ρpol = 0.97 after an ELM crash for different main ion masses—H: JPN97095,
T: JPN98795.

the D plasma fDELM = 38± 24Hz and the T plasma fTELM =
32± 24Hz. To analyse the pedestal recovery after an ELM
crash we investigate the H and T plasma. In figure 21 the
recovery of the density (a) and temperature (b) pedestal at
ρpol = 0.97 is shown. The data is a conditional average over
multiple ELM cycles with the ELM onset time tELM. Both H
and T show data up to 50ms after an ELM crash which is the
result of the irregularity of the ELM frequency, however, the T
pulse exhibits more data for longer inter-ELM phases. This is

due to the lower average ELM frequency. The limited temporal
resolution of the Thomson scattering might obscure details of
the crash, but the general trends should be recovered. The crash
of the density pedestal appears to be larger in T compared to
H, but the relative crash size is around 30% in both cases. The
density recovers slightly faster than in T with the rate of recov-
ery reducing after 20ms. The temperature pedestal in H and T
has fairly similar ELM crash size and recovery characterist-
ics as shown in figure 21(b). The temperature at ρpol = 0.97
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Figure 22. Spectral power for H and T pedestals plotted against the
probing frequency for a density and temperature match (see
figure 33).

has mostly recovered after 10ms and only gradually increases
afterwards.

Density fluctuations: as discussed in appendix A we use the
spectral power measured by reflectometry at normal incidence
as a proxy for density fluctuations with low wavenumbers k⊥.
While this will not yield absolute fluctuation levels without
appropriate full wave modelling of the diagnostic [57] the rel-
ative changes are expected to be robust. We compare plasmas
with matched pedestal gradients to minimise their impact on
the measured signal. The resulting spectral powers are shown
in figure 22, which are clearly higher for H compared to T
for the whole steep gradient region. Even if the mapping from
fprobe to a radial location would cause a shift between the H and
T data, the observation of higher spectral power in H would
hold. Some of the H points at higher fprobe are missing because
there the Doppler shifted Doppler backscattering signal starts
to dominate again. This indicates that a different part of the tur-
bulent spectrum is observedwhich is not comparable anymore.

4. Pedestal modelling

4.1. Pedestal transport model

As discussed in the introduction the consistent treatment of
the different transport channels and their interdependence is
important. Therefore, we built a transport model using only
very basic well-known physics constraints. The novelty in our
approach is that we implement those constraints in a coupled
self-consistent source-driven full radius model including heat
and particle transport channels. The model is run within the
Astra code which also captures the temporal evolution. This
allows us to understand trivial dependencies, which otherwise
might be obscured by the complexity of the non-linear interac-
tions between the transport channels. The purpose of themodel
is not to predict plasma parameters but to illustrate the chain

of consequences that changes will set off in a coupled envir-
onment such as a fusion plasma. A detailed description of the
model can be found in appendix B, in the remainder of this
section only the key results will be highlighted.

In the model the heat and particle transport is gradient
driven, but will be reduced when the local γE×B exceeds a crit-
ical shearing rate. The isotope mass enters in the model only
in the plasma edge via the neutral penetration and an empir-
ical transport enhancement factor of the form D∝ χ ∝ Aµ. µ
will be varied in the simulations to mimic a potential mass
dependence of the transport. The model can be run in two
configurations a transport limited one and a stability limited
one. Since we are only considering type-I ELMyH-modes, the
transport limited case would correspond a to quasi-stationary
phase before an ELMcrash. The stability limited configuration
corresponds to a dynamic simulation of ELMcycles, where the
critical normalised pressure gradientαcrit—atwhich ELMs are
triggered—is an input to the model.

The key difference between these two configurations is in
the impact ofµ on the results. In the quasi-stationary case vary-
ing µ will have a strong impact on the pedestal profiles. For a
mass independent transport with µ= 0, the plasma with lower
main ion mass is found at higher density and higher pressure.
This is shown in figures 23(a) and 24 and it is a consequence of
the mass dependence in the particle sources due to neutral pen-
etration. While the direct impact of the sources is small, it gets
significantly enhanced by the γE×B part of the model. When
modifying the transport to be reduced for higher ion mass—
i.e. µ< 0—the density and pressure dependence with ionmass
can be inverted. With µ=−1 the lower main ion mass is
found with lower density and lower pressure. This is shown
in figures 23(c) and 24. Note, we do not consider a gyroBohm
like mass dependence with µ> 0 as it would enhance the dis-
crepancy with the experiment.

In the ELM cycle modelling varying µ will have only little
impact on n and T instead it will change the ELM frequency
as shown in figure 25. Reducing the transport will result in
higher fELM. However, the pedestal pressure will not change
since this it is set by the ELM crash and αcrit is kept constant.
Additionally, n/Twill remain fairly constant and nH > nT des-
pite the mass dependence in the transport. n/T is also not
affected by a variation of αcrit as described in appendix B.

The ELM frequency as an additional output of the model
helps us to assess which of the two configurations is more real-
istic. As discussed in detail in appendix B the power depend-
ence known for the frequency of type-I ELMs can only be
reproduced when the pedestal is not quasi-stationary. This is a
strong argument in favour of the stability limited model.

Assuming the stability limited model provides the more
accurate description, we varied the model parameters to
match the experimental pedestal characteristics presented in
section 3. To achieve this match, i.e. nH < nT while TH ∼ TT,
we need to vary αcrit and neutral source n0 with the main
ion isotope mass. The result is illustrated in the form of
time traces of ELM cycles in figure 26 and as edge profiles
in figure 27. αcrit and n0 both increase with isotope mass.
Heat and particle transport do not need to be mass dependent
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Figure 23. Expected influence of a mass dependence in edge heat and particle transport with χ ∝ Aµ on the pedestal density in the
transport limited case.

Figure 24. Expected influence of a mass dependence in edge heat
and particle transport with χ ∝ Aµ on the pedestal pressure in the
transport limited case.

to achieve this, i.e. µ= 0. To deduce an exact value for µ
from our experiments, we would require an accurate ELM
stability model which includes proper treatment of the iso-
tope mass. Unfortunately, such a model is not yet available.
However, the model illustrates the general trend expected for
fELM. For our example case with µ= 0 we find fHELM/f

T
ELM =

2 and with increasing mass dependence (µ< 0) this ratio
reduces. With µ=−0.5 the ELM frequencies are the same
for H and T. For µ <−0.5→ fHELM < fTELM. For µ⩽−0.75
the transport in the H case increased so much that α falls
below αcrit which corresponds to an L-mode like pedestal. A
gyroBohm like mass dependence µ= 0.5 has not been con-
sidered, because fHELM/f

T
ELM would increase considerably to

values not observed in experiment. The parameter which is
not varied here is the separatrix density which would have an
additional impact if it is significantly different for H and T.
However, a change of nsep would not significantly affect n/T in
the pedestal since heat and particle transport are coupled in our
model.

To summarise: when an ELM stability limited pedestal
is modelled with coupled heat and particle transport a mass
dependence in the transport will not impact the profiles, only

the ELM frequency. When varying the pedestal pressure via
the ELM stability, n/T will remain constant. To change n/T
one needs to introduce a mass dependence in the sources,
or the heat and particle transport require different mass
dependencies.

4.2. Pedestal stability

For the PBELM stability analysis we use the ELITE [58] code.
Due to the lack of highly resolved ion temperatures in the ped-
estal Ti = Te is assumed. While this is the best assumption
possible and at the pedestal top Ti ∼ Te is fulfilled, it could
introduce systematic uncertainties if ∇Ti is significantly dif-
ferent from ∇Te, which has been observed before in AUG
[59] or DIII-D [55]. However, tests performed with Ti ̸= Te

showed a negligible impact on the results compared to the
Ti = Te assumption [60]. The ideal PB growth rates scale with
the main ion mass but are normalised to the Alfven frequency
ωA. Therefore, when using a criticality condition of ωA > 0.03
to determine the stability, the mass dependence should cancel
out. This was investigated in detail for H and D [17], with the
result that only a very small mass dependence is expected from
the ideal PB theory. However, this mass dependence was far
from sufficient to explain the observations. A similar picture is
found in our data set. In figure 28, for each isotope mass, both
low and high δ cases are compared to the PB analysis based on
the experimental profiles. The small variation of the stability
boundary with triangularity is an indication that the pedestals
discussed here are at the ballooning boundary, because, the
impact on the PB boundary is expected to be stronger. The
stability boundaries are consistently around αcrit ∼ 3 regard-
less of the isotope mass. The D plasmas are found exception-
ally close to the predicted boundary. The low δ H pedestal
is found more in the stable region while both low and high
δ T pedestals are found to be unstable. To illustrate the gen-
eral quality of the PB predictions we quantify the quality with
αexp/αcrit as described in [61]. The result is shown in figure 29
where a spread of αexp/αcrit by over a factor of 3 is observed.
Additionally, there is no clear separation by isotope masses.
This indicates that the isotope mass is unlikely to be the only
reason for these differences. However, the weighting is still
towards higher masses tending to be expected unstable, while
the pedestal with lower masses should be more stable.
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Figure 25. Evolution of density (a) and temperature (b) during an ELM cycle at ρtor = 0.92 for the same αcrit but different mass
dependence in the edge transport model for H and T.

Figure 26. Evolution of density (a) and temperature (b) during an ELM cycle at ρtor = 0.92 for H and T with different αcrit and n0, but
without any mass dependence in the transport.

Figure 27. Edge profiles of density (a) and temperature (b) before an ELM crash for H and T with different αcrit and n0, but without any
mass dependence in the transport.

Figure 28. Ideal peeling-ballooning stability diagrams for H (a) (JPN97094), D (b) (JPN97035) and (T) (c) (JPN100177) plasmas at high
and low triangularity.
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Figure 29. Deviation of experimental pressure gradients αexp from
peeling-ballooning stability boundary αcrit as a function of the ELM
frequency.

5. Discussion of pedestal properties

The experimental observations for the type-I ELMy H-modes
discussed in section 3 are summarised as follows:

• Engineering match between H, D and T; we find with
increasing A: higher nped, higher pped, constant Tped, higher
nped/Tped, smaller ∆n, constant ∆T, higher ∇n, higher ∇p,
constant ∇T, lower fELM.

• Gas fuelling Γ scan at low δ; we find with increasing A:
stronger nped response to Γ, less pped degradation with Γ;
smaller differences due to A at low Γ compared to high Γ.

• Gas fuelling Γ scan at high δ; we find with increasing A:
similar nped response to Γ, similarly low pped degradation
with Γ.

• Density match between H and T with different Γ and δ; we
find with increasing A: reduced Doppler signal of normal
incidence reflection in the steep gradient region.

• Whole database; we find a strong correlation of τth,ped with
fELM independently of A.

From this list, we want to highlight that the pedestal depend-
encies on the main ion mass number change with the plasma
shape and with gas fuelling. Additionally, the pedestal con-
finement time as a function of fELM does not show a mass
dependence. These observations strongly suggest that a scal-
ing derived from this data set will not yield any results suited
for extrapolation. This is why a more sophisticated analysis is
required to draw conclusions from these observations.

A major difficulty in describing the pedestal physics stems
from the highly dynamical nature of this plasma region in the
presence of ELMs. In such a situation the pedestal is not neces-
sarily in transport equilibrium. However, for the lack of a com-
plete model, it is often assumed that before an ELM crash,
the plasma will be quasi-stationary which then allows us to
determine transport coefficients that can be compared under
different conditions. Unfortunately, in H-mode ELMs exist

which impose limits to the pedestal profiles which are intrins-
ically independent of the transport properties.

To be able to assess the importance of these different
aspects we introduced a new dynamic ELM cycle model in
section 4.1 and appendix B. The model uses an externally
imposed ELM stability limit and simulates the ELM recov-
ery based on a critical gradient transport suppressed by γE×B

shearing. It has an intrinsic isotope mass dependence due to
neutral penetration. The model has no predictive capability
but includes enough physics to help understand the interac-
tions that might govern the pedestal. The key new feature of
the model is its dynamic nature which has the ELM frequency
as output. This is particularly important because for a trans-
port analysis using static profiles, we need to measure T and
n as well as heat and particle source profiles to infer trans-
port coefficients. However, the particle source is difficult to
measure and generally not available which is why it remains
a free parameter in the modelling. So in general a static trans-
port analysis will be an under-determined problem. The inclu-
sion of the ELM dynamics in our model reduces the degrees
of freedom in the model because fELM is a well defined quant-
ity in the experiment. A self consistent model based on γE×B

can enhance small profile effects due to a positive feedback
loop. The ni and Ti profile gradients directly influence γE×B

via Er ∝ Ti (L−1
n +L−1

Ti
) and γE×B acts back on n and T via

the transport reduction. This behaviour is nicely observed in
the nonlinear profile recovery after an ELM (e.g. figure 25),
which is also observed experimentally for H and T (figure 21)
and ELM studies in general [62–64].

In the model, we vary the critical pressure gradient αcrit

which triggers an ELM crash, the fuelling efficiency n0/nsep
and an additional mass dependent transport enhancement µ
with χ ∝ Aµ (D∝ χi). The main experimental quantities for
comparison are αcrit or pped, n/T and fELM.

We have shown that the hypothetical maximum pressure
gradient that can be achieved in transport equilibrium αeq—
if ELMs were switched off—is strongly linked to fELM with
αeq/αcrit ∝ fELM for αeq > αcrit (figure 58). So in this model,
the pedestal is limited by the ELM instability and never quasi-
stationary. This would mean a power balance analysis of an
ELMy H-mode at pre-ELM pedestal conditions will never
yield the real transport coefficients. Only for a reasonably low
fELM the resulting transport coefficients would come close to
the actual values. More importantly, a comparison of trans-
port coefficients obtained at different fELM assuming quasi-
stationarity is essentially meaningless. This would strongly
affect the interpretation of observations with different isotopes
as fELM changes significantly with mass.

The dynamic edge modelling highlighted the importance of
the ELM stability parameter αcrit and the experiment shows
a mass dependence of αcrit. The ideal PB modelling dis-
cussed in section 4.2 does not support such a mass depend-
ence (figure 28) and fails to capture the experimental observa-
tions (figure 29), these observations are consistent with earlier
studies for H and D plasmas [7, 17, 18]. However, stability
modelling taking the resistivity into account does yield a mass
dependence in αcrit [60, 65]. Such a resistivity-based model
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could be the basis for explaining the enhanced impact of the
main ion mass at high gas fuelling rates.

Another observation is that n/T changes with the main
ion mass. ELM stability is not expected to impact n and T
differently, therefore, we need at least one of the following:
a mass dependence in D/χ or in n0. Our transport model
provides evidence to help answer this question. When chan-
ging the transport to achieve nT > nH (figure 23(c)) we find
∆nT = 0.064 and ∆nH = 0.056 in ρtor as determined with
same bi-linear fit used for the experimental pedestal widths.
When changing the fuelling efficiency to increase the density
the pedestal narrows (figure 54(b)) with ∆n0=5 = 0.068 and
∆n0=8 = 0.058. This narrowing of the pedestal with higher
density is a typical feature for a neutral penetration based ped-
estal width model [66], however, most reported data sets do
not follow this trend [67–71]. Different from these existing
data sets, the mass scan at high δ shows a clear narrowing
of the density width (figures 16 and 17) suggesting that the
particle source might have changed with isotope mass. Note
in our model we identified the fuelling efficiency n0/nsep as
the important quantity for the particle source. The inclusion of
nsep is important because a higher nsep tends to reduce γE×B

and therefore, increases transport (figure 55). So the impact of
increasing n0 is not easily tested experimentally, because when
puffing more gas nsep is typically changed as well. The recyc-
ling particle flux could provide a potential explanation, if this
increases with isotope mass it would alter the effective particle
sources in the pedestal. While the reflectivity of hydrogen iso-
topes on tungsten surfaces indeed increases with mass [72],
this effect is relatively small and detailed neutral modelling is
required to assess its relevance. Nevertheless, the impact on
the density profile is more pronounced at higher triangular-
ity where the wall clearance is reduced in the upper divertor.
Correlated with this change in wall clearance we observe a
reduction of the particle flows towards the inner divertor. This
could have an effect on the recycling fluxes back to the main
plasma. Recent SOLPS-ITER simulations for D-T plasmas
suggest that higher mass might be favourable in the distribu-
tion of neutrals in the divertor [73]. This is attributed to chan-
ging effective diffusion of neutrals with different masses when
the diffusion is dominated by charge-exchange processes.

This leaves the big question: what value has the mass
enhancement µ in the pedestal transport? The short answer is
that it should not matter for the confinement of type-I ELMy
H-modes. When µ does change it has only a minor impact
on the achievable pedestal pressure (figure 25). The different
transport properties result in a varying fELM. The correlation of
τth,ped and fELM which is observed experimentally (figure 11)
is likely a consequence of this. The farther apart αcrit and αeq

are the larger fELM becomes. Since there is not a large variation
in heating power and gas fuelling (<50%) one could assume
αeq to be relatively constant over the data set. Now a reduction
of pedestal confinement is correlated with a reduction of αcrit

[55] which in our model results in higher fELM as observed also
experimentally.

There are still open questions on how the balance between
electrons and ions and density and temperature might affect

αcrit. This can only be answered in a dynamic model which
is coupled to an ELM stability code that ideally takes resist-
ive physics into account. Such a model would also allow us to
derive the value forµ from a comparisonwith the experimental
fELM.

Although, the value of µ is expected to be relatively unim-
portant for the pedestal pressure in type-I ELMyH-modes, this
certainly does notmean thatµ= 0. The reflectometermeasure-
ments showed a significant increase of the spectral power for
H compared to T (figure 22) which potentially corresponds
to an increased density fluctuation level in the pedestal for
lower main ion mass. Nonlinear Gene simulations find that
in the heat transport channel, the mass dependencies of turbu-
lent ITG and neoclassical transport cancel each other, while
in the particle transport, the ITG mass dependence remains
dominant [37] which yields a mass dependence in D/χ that
could explain the mass dependence of n/T. Further observa-
tions in favour of an isotope mass dependence in the trans-
port properties at the edge are related to L-mode [35] and L-H
transitions [74–77] where the observed mass dependence can-
not be explained with ELM stability.

6. Core characteristics

The impact of gas puffing and shaping on the pedestal was
discussed in section 3 to better understand the physics mech-
anisms setting the pedestal. Now we will utilise those pedes-
tal parameter scans to improve our understanding of the core
plasma, in particular, the mass dependence of heat and particle
transport.

Medium βN overview (βN < 2.5): the majority of the data
was collected at 10MW of heating power and the gas scan
at low δ shown in figure 30(a) highlights the strong correla-
tion between the observed core and pedestal stored energies.
A major drawback of this subset of data is that it is separated
by isotope mass and due to the edge–core correlation is not
sufficient for an experimental separation of mass and pedestal
impact. With the additional data at high δ this correlation is
broken and as shown in figure 30(b) we find matched pedes-
tal pressures for different main ion masses. The DT plasmas
are found with properties of the T rather than the D plasmas
regarding the core and pedestal thermal energies.

Engineering match: the profiles for H, D and T plasmas from
an engineering match are shown in figure 31. As expected
from the overview plot the density increase for higher isotope
mass propagates to the core, while the temperatures which are
matched at the pedestal remain the same within their uncer-
tainties and Ti = Te formost of the radius. The rotation of theD
plasma with D-NBI is the same as the one of the T plasma with
T-NBI. This is expected because the higher torque input from
NBI injection with heavier neutrals is mostly compensated by
the larger inertia of the plasma with the higher main ion mass.
The rotation in H is higher because those plasmas were heated
with D-NBI and therefore have a torque input that is higher
relative to the plasma inertia compared to having the same
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Figure 30. Core thermal stored energy as a function of the pedestal thermal stored energy for 10MW plasmas of a gas puffing scan for
different isotopes with low δ only in (a) and also high δ plasmas in (b).

species for NBI and main ions. Although, the density is higher
in T while the temperature profiles are matched no systematic
and significant isotope dependence is observed in the electron
and ion heat diffusivities for most of the radius as shown in
figure 32. Only the electron heat diffusivities show some dif-
ferences with isotope mass close to the pedestal top, how-
ever, in this region the electron temperature profile becomes
relatively flat and small variations in the gradients will trans-
late in large uncertainties for χe. There is a significant differ-
ence between the electron and ion transport channels where
χi ∼ 2χe for most of the radius. Note that close to the edge the
χi values are as unreliable as the uncertainties suggest because
no ion temperature gradients are available for the pedestal.
Since Te ∼ Ti more heat is transported via the ion channel in
this comparison.

Pedestal match: a match of the boundary at the pedestal is
achieved when comparing a low δ T plasma to high δ H plas-
mas with the same heating power but different gas fuelling.
The higher gas puff in H does not cause a degradation of the
pedestal due to the high δ shape as discussed in section 3.
For The resulting profiles are shown in figure 33 which are
extremely well matched for ne, Te and Ti for both isotopes with
Ti = Te, while the toroidal rotation is higher in H due to the D-
NBI heating. Figure 34 shows again the electron and ion heat
diffusivities this time for the pedestal match.We findχH

e ⩾ χT
e ,

but still similar within the uncertainties, while χH
i = χT

i des-
pite the uncertainties in ∇Ti. Again χi is about twice as high
as χe.

High βN (βN > 2.5): extending the data set to higher pres-
sure is not as straightforward as for 10MW and medium βN as
discussed in appendix A, therefore, we have fewer comparison
plasmas. This includes one T pulse (JPN99224) with βN = 3.0
which is compared to a D pulse (JPN97512) with matched
density and βN = 2.8 and a D pulse (JPN96830) at lower dens-
ity but matched total thermal pedestal pressure and βN = 2.5.
All pulses have the same NBI heating power of 13MW with
similar power density profiles but higher radiated power in

T as discussed in section 2. The resulting profiles are shown
in figure 35 for the pedestal density match and in figure 36
for the pedestal pressure match. The overview of the pedes-
tal parameters was shown in figure 10. At high βN we find
Ti > Te for both isotope masses. The core temperature pro-
files for D and T have similar absolute values at mid-radius
even for different densities, however, the T pulse has lower
pedestal temperatures and features steeper gradients in par-
ticular for Ti and reaches higher core Ti than the D pulses.
Comparing the D pulses with each other shows that the higher
density also results in a higher pressure since the temperat-
ure does not drop equivalent to the density increase. Since the
radiation is different for these pulses we also investigate the
heat diffusivities. For the density match χe and χi are shown
in figure 37 for D and T which are both the same over the
whole radius within their uncertainties for the different iso-
tope masses. Additionally χe ∼ χi in the core. For the pedes-
tal pressure match shown in figure 38 the situation is similar
for χe (a) which is matched between D and T, however, it is
different for the ions (b) where the D pulse with lower ne has
a much higher χi than the T plasma. χi is most different at the
outer radii of ρtor = 0.4 . . .0.8.

Entire database: for the entire database, the core stored
energy is not a good metric because of the different heat-
ing powers which naturally give different Wth,core. Therefore,
we are using the core energy confinement time τth,core =
Wth,core/Psep. In figure 39 the dependence of τth,core on the
boundary condition Wth,ped is illustrated. For H and D plas-
mas there is a clear linear correlation of τth,core and Wth,ped

and a decent overlap for pedestal energies between 0.6 and
1.0MJ. H plasmas extend to lower pedestal energies and D
to higher energies. The DT and T plasmas show a steeper
slope of their τth,core, Wth,ped correlation, resulting in higher
core confinement times for the same pedestal energies. Still at
intermediate Wth,ped ∼ 0.8MJ the data from all isotopes over-
laps which corresponds to the profiles for the pedestal match
shown above.
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Figure 31. Profiles of electron density (a), electron temperature (b), ion temperature (c) and toroidal angular frequency (d) for an
engineering match at 10MW, low δ and low gas puffing but different main ion masses. H: JPN97095, D: JPN97036, T: JPN98795.

Figure 32. Profiles of electron heat diffusivity (a) and ion heat diffusivity (b) for an engineering match at 10MW, low δ and low gas puffing
but different main ion masses. The thin lines represent the uncertainties. H: JPN97095, D: JPN97036, T: JPN98795.

As discussed in section 1, for the density peaking the
mass dependent electron–ion collisionality νeff should bemore
important than the mass independent ion–ion collisionality

νi⋆. Our data set allows for the first time to test this with
a variation of 3 in A. The density peaking, as the ratio
of the density at ρtor = 0.30 and ρtor = 0.85, is illustrated
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Figure 33. Profiles of electron density (a), electron temperature (b), ion temperature (c) and toroidal angular frequency (d) for an pedestal
match at 10MW achieved with different δ and gas puff for main ion masses H (JPN97094) and T (JPN98794).

Figure 34. Profiles of electron heat diffusivity (a) and ion heat diffusivity (b) for an pedestal match at 10MW achieved with different δ and
gas puff for main ion masses H (JPN97094) and T (JPN98794). The thin lines represent the uncertainties.

in figure 40 as a function of νi⋆ (a) and νeff (b), where
the collision frequencies are calculated using Zeff = 1 and
for DT mixed plasmas the effective ion mass is used for
mi. There is a clear trend of the density peaking with

the collisionality in both plots. However, the mass depend-
ent νeff orders the data better, highlighting the importance
of the electron–ion collisions to the turbulent particle
pinch.
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Figure 35. Profiles of electron density (a), electron temperature (b), ion temperature (c) and toroidal angular frequency (d) for high βN

pulses at matched density in D (JPN97512) and T (JPN99224).

The impact of collisionality is observed up to the edge,
where the measured density gradient length R/Ln reduces with
increasing collisionality as shown in figure 41. Due to the com-
bination of higher ion mass and their higher pedestal dens-
ities the T plasmas are mostly found at higher collisionality
and therefore, with lower R/Ln than the bulk of the H and D
plasmas.

7. Core modelling

We will first discuss known physics principles that can lead to
differences in core confinement properties based on changes
in isotope mass and/or pedestal properties. This will be essen-
tial to understand the trends we find when applying quasilin-
ear predictive modelling to the whole data set. The predict-
ive modelling shows certain deviations from the experimental
trends. To understand the physics cause for these deviation we
require local linear and non-linear gyro-kinetic simulation.We
started this effort with the Gene code [78]. Unfortunately, the
investigation with non-linear Gene simulations in the local
approximation where inconclusive. The simulations suggest

a strong impact of the EM stabilisation on the turbulent heat
fluxes. However, the predicted absolute heat fluxes are so
far from the experimental values that their relevance remains
questionable. This is why they are not included here. An
extensive sensitivity study to scan the experimental inputs
within their uncertainties is required to improve the signific-
ance of the results. Such a study will have to be presented in a
future publication.

7.1. Core–edge coupling

In anH-mode plasma, it is often assumed that transport regions
core and edge can be treated independently. This is not too bad
of an assumption when both core and edge parameters are not
varied a lot. However, for the data set discussed here, this is
certainly not the case as the pedestal pressure is varied by a
factor of 4 and the total pressure by a factor of 3. A known
route how the global pressure can influence the edge is via
β stabilisation of PB modes [79], this is taken into account
in the stability analysis presented in section 4.2. The edge
pedestal itself will again influence the core plasma and the
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Figure 36. Profiles of electron density (a), electron temperature (b), ion temperature (c) and toroidal angular frequency (d) for high βN

pulses at matched thermal pedestal pressure in D (JPN96830) and T (JPN99224).

Figure 37. Profiles of electron heat diffusivity (a) and ion heat diffusivity (b) for high βN pulses at matched density in D (JPN97512) and T
(JPN99224). The thin lines represent the uncertainties.

resulting non-linear interaction can create complex feedback
loops which were e.g. discussed in [9] and are one of the main
motivations for integrated modelling codes like Imep which

also treat the scrape-off-layer [80]. For the interpretation of the
parameter dependencies in our data set it will be essential to
understand the leading contribution that a variation of the edge
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Figure 38. Profiles of electron heat diffusivity (a) and ion heat diffusivity (b) for high βN pulses at matched thermal pedestal pressure in D
(JPN96830) and T (JPN99224). The thin lines represent the uncertainties.

Figure 39. Core thermal confinement time as a function of the pedestal thermal stored energy for the entire 1.4MA, 1.7 T database.

Figure 40. Density peaking as the ratio of the density at ρtor = 0.30 and ρtor = 0.85 plotted as a function of the mass independent ion–ion
collisionality νi⋆ (a) and the mass dependent effective electron–ion collisionality νeff.
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Figure 41. Normalised density gradient length at ρtor = 0.7 plotted
as a function of the mass dependent effective electron–ion
collisionality νeff.

parameters will have on the core plasma. An important contri-
bution stems from the temperature scale length invariance or
profile stiffness [81]. In the limit of infinite stiffness we have
−∇T/T= L−1

T = const which directly gives Tcore ∝ Tped.
Another contribution is due to the temperature depend-

ency in the efficiency of turbulent transport. This is gener-
ally associated with a gyroBohm or Bohm scaling of tur-
bulent transport. Depending on plasma regime and species
the turbulence scaling is often observed to be different [82].
However, all scalings exhibit a strong positive temperature
dependence. This means for a higher temperature a larger
absolute amount of heat can be transported with the same tur-
bulent drive. Typically, the heat flux q is then normalised to the
turbulence efficiency, in most cases, the gyroBohm heat flux
qgB or gyroBohm factor. For a purely gyroBohm like turbulent
transport, the normalised heat flux q/qgB should be constant
for a given turbulent drive ∇T/T. For hotter plasmas, the nor-
malised heat flux goes down and less turbulent drive is required
to transport the heat out of the plasma. In this case, a higher
pedestal temperature will result in a lower core contribution to
the total pressure.

In a realistic plasma, the transport is neither infinitely stiff
nor does it purely scale like gyroBohm, therefore, we utilise
the transport model TGLF-SAT2 to quantify the edge–core
coupling expected for these two contributions. For this pur-
pose, we run source driven simulations of ne, Te and Ti within
the transport codeAstra and the boundary fixed at ρtor = 0.85.
This boundary condition is motivated by one of the T plasmas
that will be discussed in the next sections. We vary the bound-
ary condition while keeping the heat and particle sources con-
stant. At three distinct pressure levels, we vary the collision-
ality by scaling temperature and density, which results in nine
different cases which are illustrated in figure 42. The impact of
the stiffness and the gyroBohm factor partly cancel each other
therefore a variation of factor of 3 in the pedestal pressure only
results in a 40%–60% increase in the core stored energy. At

Figure 42. Impact of boundary condition on core stored energy
Wth,core in Astra/Tglf-SAT2 simulations when varying nped and
Tped.

constant pressure, the impact of a lower temperature is more
obvious as a variation of a factor of 2 also yields an increase
ofWth,core by about 50%. The correlation of the turbulent drive
with the temperature is illustrated in figure 43(a) and shown
for full profiles in figure 43(b). A lower temperature requires
a higher gradient length to transport the same amount of heat.
Therefore, Wth,core/Wth,ped increases with lower T and higher
n even for constant pedestal pressure. The density gradient
length has a negligible impact on the TGLF-SAT2 predictions
in the range R/Lne ∈ [0.5− 1.5] relevant here [42].

To illustrate the significance of the impact the pedestal
parameters have on the core transport we compare this to the
impact of the main ion mass. Astra/Tglf-SAT2 is run with
A= 1 and A= 3 using the average parameters of the boundary
scan. The resulting profiles are shown in figure 44. We find
a stronger density peaking with lower mass which has been
theoretically explained by a stronger turbulent particle pinch
for the lighter isotope [34]. The temperatures are fairly sim-
ilar with the only differences being due to the mass depend-
ence in the electron–ion equipartition. Since Ti > Te more heat
will end up in the electron channel for lower mass, which
is the reason for the reversal of ion and electron temperat-
ures with ion mass. Overall increasing the mass by a factor
of 3 results in a 19% reduction in the core stored energy
which corresponds to a mass scaling suggested by TGLF-
SAT2 ofWth,core ∝ A−0.156. As will be discussed later, TGLF-
SAT2 underestimatesR/Ln close to the boundary in the T case.
Therefore, the mass dependence suggested here is likely too
large and should be considered as the upper limit.

7.2. ASTRA/TGLF-SAT2

The core transport is simulated in flux-driven simulations in
the Astra transport code [83, 84] utilizing the transport model
TGLF-SAT2 [40] with six basis functions. We simulate ne, Te

and Ti while ωtor is fixed with its experimental profile. The
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Figure 43. Impact of variations in Tped on the normalised temperature gradient length R/LT for the whole scan at mid radius (a) and radial
profiles for the low pressure cases (b).

Figure 44. Electron density (a), electron temperature (b) and ion temperature (c) profiles calculated with Astra/Tglf-SAT2 for different
main ion masses from a boundary at ρtor = 0.85.

boundary condition for the simulated quantities is also taken
from the experiment and fixed for ρtor > 0.85. The auxiliary
heat source profiles are taken from PENCIL [85] and PION
[86] and cross checked against NUBEAMwhile the ohmic and
equipartition powers are calculated by Astra. For the particle
sources only the neutral beam fuelling is taken into account
while gas puffing and recycling sources are assumed to be
covered by the experimental boundary condition. The meas-
ured radiative power is distributed over the radius assuming
a flat impurity density profile. This is not necessarily true, but
we lack radially resolved impurity density measurements. Fast
ions do not contribute to the drive of ITG turbulence [87] and
are treated as non-resonant species which effectively reduces
the thermal ion density. But no effects of turbulence mitigation
due to fast ions are considered.

Pedestal match: for the pedestal match at medium βN dis-
cussed in section 6 the TGLF-SAT2 predictions match the
experimental core profiles extremely well. This is observed
for H as shown in figure 45 as well as for T as shown
in figure 46. The density peaking and χi ∼ 2χe as well
as the difference in electron and ion temperature peaking
observed for both isotope masses are reproduced by the
model.

High βN: for the plasmas at higher βN the core profile predic-
tion by TGLF-SAT2 is worse than at medium βN, however, not
completely off. Again the observations are fairly consistent for
all main ion masses and also for all transport channels. TGLF-
SAT2 predicts too high transport so the resulting density and
temperatures are lower than experimentally observed. In the
profile comparison shown in figure 47 for D and figure 48 for
T it is evident that this difference already exists for ρtor > 0.5.
Interestingly, the TGLF-SAT2 heat diffusivities have χi > χe

as in the medium βN cases while the high βN experimental heat
diffusivities were similar for the electron and ion channel with
χi ∼ χe.

Entire database: we ran predictive Astra/Tglf-SAT2 sim-
ulations for all time slices selected for analysis. To com-
pare with the experiment we calculate W(TGLF)

th,core and τ (TGLF)
th,core

using the predicted pressure profiles and plot the latter against
the experimental boundary condition. The result is shown in
figure 49 and should be compared to its counterpart based on
experimental core data shown in figure 39. From this compar-
ison it becomes evident that TGLF-SAT2 can reproduce two
key features observed experimentally, the correlation between
the core confinement time and the pedestal pressure, as well
as the separation of DT and T plasmas from their H and D
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Figure 45. Profiles of electron density (a), electron temperature (b), ion temperature (c) for the H pulse (JPN97094) of the H, T pedestal
match with the experimental data as points and the prediction by TGLF-SAT2 as solid line. The position of the boundary condition for the
simulation is indicated by the vertical line.

Figure 46. Profiles of electron density (a), electron temperature (b), ion temperature (c) for the T pulse (JPN98794) of the H, T pedestal
match with the experimental data as points and the prediction by TGLF-SAT2 as solid line. The position of the boundary condition for the
simulation is indicated by the vertical line.

Figure 47. Profiles of electron density (a), electron temperature (b), ion temperature (c) for the D pulse (JPN97512) of the D, T high βN

pedestal density match with the experimental data as points and the prediction by TGLF-SAT2 as solid line. The position of the boundary
condition for the simulation is indicated by the vertical line.

Figure 48. Profiles of electron density (a), electron temperature (b), ion temperature (c) for the high βN T pulse (JPN99224) with the
experimental data as points and the prediction by TGLF-SAT2 as solid line. The position of the boundary condition for the simulation is
indicated by the vertical line.
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Figure 49. TGLF-SAT2 prediction for the core thermal confinement time as a function of the pedestal thermal stored energy for the entire
1.4MA, 1.7 T database.

Figure 50. Quality of the TGLF-SAT2 predictions for the core thermal energy as a function of the normalised pressure βN (a) and the heat
flux in gyroBohm units at mid radius (b).

counterparts at high pedestal pressures. Despite these agree-
ments also systematic deviations are showing, in particular,
at higher Wth,ped in the form of a discontinuity in the experi-
mentally linear trend of H and D data. Note this is the same
overestimation of transport already shown for the individual
high βN profiles.

For further investigation of this discrepancy, we util-
ise the deviation of predicted and observed core ener-
gies W(TGLF)

th,core /W
(EXP)
th,core. We find a strong correlation between

W(TGLF)
th,core /W

(EXP)
th,core and the normalised total pressure βN as well

as the heat flux in gyroBohm units Qtot/QgB at ρtor = 0.5 as
shown in figure 50. TGLF-SAT2 overestimates the transport
at high βN or low Qtot/QgB leading to lower plasma ener-
gies. Lower Qtot/QgB essentially means closer to the turbu-
lent threshold. To gain additional insight regarding both cor-
relations we added data with βN < 1.0 and very low Qtot just
for this comparison. These plasmas are at Pheat ∼ 3 . . .5MW
which is closer to the L-H power threshold than the bulk of the

higher βN pulses with Pheat ⩾ 10MW. TGLF-SAT2 also over-
estimates transport for these plasmas, thereby, breaking the βN

correlation, while being consistent with the Qtot/QgB one.
In section 6 figure 40 we have shown that the experi-

mental density peaking exhibits a strong collisionality depend-
ence. The profile comparisons in figures 45–48 show some
deviations between the measured and predicted density pro-
file. Figure 51(a) shows this for the whole database. TGLF-
SAT2 reproduces the general trends but underestimates the
R/Ln close to the boundary. The reason for this is not dir-
ectly evident, we find some correlation with the density at
the boundary, which is an input to the simulations, as shown
in figure 51(b), but this is fairly weak. Note, while the devi-
ation in the density prediction contributes to the miss match
Wth,core it is not dominating. The predicted profiles for n, Te

and Ti deviate similarly from their experimental counterparts
and have an equal integrated contribution to the mismatch in
Wth,core.
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Figure 51. Comparison of the experimental density gradient length and the TGLF-SAT2 prediction at ρtor = 0.70 (a) and the offset between
predicted and experimental density gradient lengths as a function of the density at the simulation boundary of ρtor = 0.85.

8. Discussion of core properties

Experimentally we can clearly distinguish the heat transport
properties between the medium and high βN type-I ELMy
H-mode plasmas. At medium βN we find Ti = Te despite
higher ion heating, this is caused by χi > χe. These plasmas
are achieved at high νeff which results in a relatively low dens-
ity peaking of 1.2. This is observed similarly in H and T plas-
mas with matched pedestal parameters and consistent with the
H and D comparisons already reported in [18]. At higher βN

the ion and electron heat diffusivities are more similar χi ∼ χe

over most of the radius, consequently, the higher ion heating
by NBI results in Ti > Te at the same time the density peaking
increases to 1.5 due to the lower νeff. This is mainly observed
for high densities and then for D and T alike. At lower dens-
ities, which could not be accessed in T, D plasmas are found
with χi > χe even at higher βN and similar pedestal pressures
than T plasmas at higher density.

We find that DT and T plasmas can have higher core con-
finement time than their H and D counterparts at similar ped-
estal energies. Although, this could suggest an isotope mass
dependence in the core transport, we can reproduce the differ-
ence quantitatively with the TGLF-SAT2 transport model—
which does not include such an isotope mass dependence. We
observe deviations between TGLF-SAT2 and the experiment,
which will be discussed below, however, these deviations are
the same for H, D, DT and T thus we cannot infer a mass
dependence for them. TGLF-SAT2 is based on a gyroBohm
mass dependence and yields Wth,core ∝ A−0.156 when tak-
ing the equipartition into account. This mass dependence is
already deviating from pure gyroBohm scaling which should
yield Wth,core ∝ A−0.5. It is exactly the mass dependence of
core confinement as observed in type-I ELMy H-modes in the
JET DTE1 campaign [11], where τcore ∝ A−0.16 was reported.
Still, we expect the mass dependence in the presented database
to deviate somewhat, because TGLF-SAT2 predicts a too low
R/Ln for high density and high νeff plasmas, which is where
most of the T data points lie. The impact of fast ions and γE×B

in the TGLF predictions was tested for the H and D plasmas
in [18] and it changes with the isotope mass less than 3%.
The total impact of fast ions on the simulated stored energy
was up to 20% and of γE×B up to 15%. However, since all
plasmas have a finite fast-ion content and rotation the relative
impact is well below these numbers. Still, TGLF-SAT2 does
not consider the non-linear impact of fast ions and γE×B on tur-
bulence. In particular, their mass dependence—found in non-
linear gyrokinetic simulations [25, 88]—is not treated with the
saturation rule SAT2.

One factor contributing to the apparent mass dependence
observed in the core confinement is the strong impact of
core–edge coupling. A higher pedestal pressure will in gen-
eral result in an increased core energy due to profile stiffness.
Additionally, a higher pedestal density at constant pressure and
therefore a lower temperature will reduce the gyroBohm factor
in the core and allow for a higher turbulent drive, i.e. temper-
ature gradients, at constant heat fluxes in MW. This argument-
ation is not necessarily valid for plasmas with features that
alter the core transport locally, like internal transport barriers
orMHDmodes. Note that the experimental edgemass depend-
ence is an input to the core simulations with TGLF-SAT2. So
it is no surprise that TGLF-SAT2 can reproduce the indirect
mass dependence observed in the core so well.

So the fact that T pulses are generally found at higher ped-
estal densities than H and D plasmas as discussed in section 5
will directly impact the core performance as well. At high βN

this is confirmed by comparisons with matched and different
densities. The D plasma with lower n and matched pped but
similar Te and Ti at mid radius has significantly higher χi than
its T and D counterpart at higher density.

The systematic deviations observed between TGLF-SAT2
and the experiment, cannot be resolved by introducing an addi-
tional mass dependence to the core transport model. A con-
venient explanation would be the missing EM stabilisation in
TGLF-SAT2, which could be responsible for the overestim-
ation of transport at high βN which leads to reduced Wth,core

(figure 50(a)). However, we also find overestimated transport
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at very low βN. While one could argue that these plasmas
are quite different from the main database, as they have very
low heating power just above the LH power threshold, there
is another parameter where the deviation for low and high
βN aligns. This is the heat flux in gyroBohm units Qtot/QgB.
For low Qtot/QgB the transport is overestimated by TGLF-
SAT2 while its prediction is accurate for larger Qtot/QgB

(figure 50(b)). This does indicate that closer to the threshold
of turbulent transport the model cannot capture the physics as
well as well above the threshold. TGLF-SAT2 predictsχi > χe

for plasmas with χi ∼ χe which suggests a reason for the dis-
crepancy could originate in the ion heat transport channel.
Additionally, the largest deviation between experimental and
predicted profiles is found for ρtor > 0.5. In this region TGLF-
SAT2 also predicts too lowR/Ln. Although, we cannot provide
an explanation, we find a similar spread in the deviation for all
isotope masses which probably means this deviation is not due
to the different main ion mass.

We do need to add a disclaimer to the statement regarding
the absence of an additional isotope mass dependence on the
core transport—additional to what is included in the TGLF-
SAT2 transport model. While it is true for the type-I ELMy
H-modes and the relatively wide parameter scan we invest-
igated here, it might change when other physics mechanisms
become important. One such effect that is well known is the
turbulence stabilisation by fast ions and the fast-ion content
often varies with isotope mass [16]. In particular, in the pres-
ence of a significant α particle population, it is likely not neg-
ligible. However, for the data set discussed here, the fast-ion
content is relatively low ⩽20% and shows no systematic cor-
relation with the main ion mass in the plasma. While we do
expect higher fast-ion content due to T neutral beam injection,
the T plasmas are found at higher densities and consequently
lower temperatures which mitigates the difference due to the
mass in the fast-ion slowing down.

9. Summary

We presented the results of a three isotope scan H, D, T in
type-I ELMy H-mode with varying gas fuelling, triangular-
ity and a power variation that resulted in normalised pressures
βN = 1.0 . . .3.0. This data is complemented by D-T mixture
plasmas with the same heating and onlyminor variations in the
total gas fuelling. For this data set, we investigated the pedestal
characteristics and the core transport. In the analysis, we focus
on ways to provide restrictions to theoretical models based on
our experimental findings.

In the pedestal, the data shows a strong mass dependence
which changes with gas fuelling. Low δ H plasmas lose pedes-
tal pressure with gas fuelling while not gaining in pedestal top
density. D plasmas also lose pedestal pressure with gas fuel-
ling while the pedestal top density slightly increases. Higher
gas fuelling in T plasmas increases the density at constant pres-
sure. Consequently, we observe different isotopemass scalings
for the pedestal density depending on the gas fuelling level.
This strongly suggests that a mass scaling is likely only valid
for the parameter range it was derived on. Extrapolations or

applications to different plasma scenarios need to be discussed
with this in mind.

To understand the interplay of the different physics pro-
cesses in the pedestal we developed an empirical model based
on γE×B turbulence mitigation and realistic neutral penetra-
tion with the option to simulate ELM cycles. This dynamic
model has the ELM frequency as output and for the first time, a
model can explain the mass dependence in the observed fELM.
This makes fELM a new experimental constraint for the free
parameters in the transport model. This is important because
a transport analysis based on static or quasi-stationary profiles
is typically under-determined when accurate measurements of
the particle source are missing. Our model even suggests that
for different fELM a quasi-stationary profile assumption poten-
tially yields misleading results. This is of particular interest for
studies with different isotopes where typically fTELM < fHELM.
As observed before, higher ELM frequencies correlate with
reduced confinement in our data set, however, this does not
depend on the main ion mass. The dynamic ELM cycle mod-
elling suggests that the higher ELM frequencies might not be
the cause for the reduced confinement, but the natural con-
sequence of a more unstable pedestal.

Ideal PB modelling is not able to describe the observed
mass dependence of the pedestal pressure. But even with a
stability model that describes the pedestal pressure correctly,
one needs an additional ingredient to explain the observed
n/T which changes in the experiment with isotope mass.
This ingredient can be a mass dependence in D/χ or in the
particle sources. The comparison of our dynamic ELM cycle
model with the experimental pedestal characteristics suggests
a mass dependence in the particle sources. Note, if the mass
acts equally on heat and particle transport, neither the pedes-
tal pressure nor n/T is expected to change, instead the mass
dependence would manifest in a different fELM.

The core plasma scales with the pedestal. A higher pedes-
tal pressure directly improves the core confinement of type-I
ELMy H-modes. T plasmas are observed with a unique pedes-
tal composition of high densities and only moderately reduced
temperatures. A consequence is that plasmas with T can show
improved core confinement even for similar pedestal pressures
as H and D plasmas. This core–edge coupling is reproduced
in flux-driven TGLF-SAT2 simulations when the measured
pedestal is set as the boundary condition. This means that
fairly basic physics mechanisms seem to be dominating this
coupling. Although within our experimental uncertainties we
cannot exclude that there might be an additional mass depend-
ent mechanism in the heat and particle transport the model-
ling suggests it is not crucial to explain the observations. Note
that in this context no additional mass dependence still means
a deviation from the pure gyroBohm scaling. These observa-
tions suggest that a scaling, which does not separate core and
pedestal parameters and includes pedestal parameters in the
scaling for the core properties, cannot be expected to yield
good results when used for extrapolations.

Consistent with other studies as quoted in section 1 and
those for the high performance hybrid and baseline discharges
[52, 89], we conclude that with varying main ion masses
the differences in basic parameters such as pedestal pressure,
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pedestal density or fast-ion content can explain the bulk of
changes in the core confinement. When minimising these dif-
ferences between plasmas with varying isotope mass also the
differences in core confinement reduce. Such an explanation
does not work for the pedestal. To explain the observations in
the pedestal, we require an explicit mass dependence as dis-
cussed above.

The implications of this work for larger machines like ITER
are the following. The buildup of the pedestal density and the
particle transport and sources have a significant impact on the
whole plasma and change rather strongly with isotope mass.
However, it is not directly clear how this translates to ITER
where the SOL is expected to be opaque meaning that the
divertor and pedestal plasma become decoupled which is not
the case in present day devices [90, 91]. In the core of the
plasma, we expect fewer surprises, the transport is observed
without strong mass dependence when other influences are
minimised. One of the state-of-the-art transport models used
for predicting future fusion devices TGLF-SAT2 does a good
job to predict the isotope mass dependence of heat and particle
transport. The model does this by capturing transport effects
which are indirectly connected with a change of mass. In our
data set these indirect effects are introduced by the bound-
ary condition. TGLF-SAT2 over predicts the transport in the
regime of low gyroBohm heat fluxes which is a regime most
relevant for fusion plasmas due to their high temperatures.
Lower transport in the real plasma is in general a positive
observation, still, it leaves some uncertainties regarding the
applicability of this model in such regimes. One important dif-
ference in fusion devices will be the high fast-ion population
in the form of α particles, whose impact TGLF-SAT2 cannot
describe at the moment. However, in our plasmas fast ions
played a minor role, therefore, we cannot contribute to this
question. JET H-mode plasmas with higher fusion rates and α
particle population are reported in [52, 92]. In addition, ITER
cannot have type-I ELMs, therefore, investigations of the iso-
tope mass dependence for pedestals with no or small ELMs
are required, which were not investigated here.

Studying plasmas with different main ion species raises
many questions, but also yields crucial information which is
inaccessible in mono isotopic studies. This information should
not be interpreted as a free parameter and instead be a source
to advance our understanding of fusion plasmas.
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Appendix A. Analysis procedure

Profile diagnostics: the main profile diagnostics utilised for
this work are the high resolution Thomson scattering (HRTS)
[93] and charge exchange spectroscopy (CXRS) [94]. The
HRTS yields reliable electron density ne and temperature Te

profiles up to the separatrix with sufficient time resolution
to resolve ELM cycles. The core CXRS diagnostic measures
the ion temperature Ti and toroidal rotation frequency ωtor of
impurity ions and for selected cases also from the main ions.
The main impurity used for CXRS is neon, which is puffed in
small quantities during the flattop to enhance the measured CX
signal. Due to the ITER like wall ILW with Be and W plasma
facing components the intrinsic content of carbon is generally
too low to be useful for CXRS measurements. Due to a dedic-
ated edge CXRS system Ti and ωtor are available reliably up to
the pedestal top, information about pedestal gradients and sep-
aratrix values is only available under optimal conditions which
was not the case for the entire database discussed here.

Coordinate mapping: the profile data is mapped from real
space to flux coordinates using equilibrium reconstructions
with the EFIT code. This procedure can introduce signific-
ant uncertainties and even discrepancies, therefore, we tested
the mapping of equilibria with different levels of sophistica-
tion. The magnetics only reconstruction labelled EFIT typic-
ally underestimates the Shafranov shift of the plasma centre
due to the missing pressure constraints, which becomes par-
ticularly important for high βN plasmas with high βp. Also,
the reconstructed separatrix shape is found to be inconsistent
mainly below the midplane. This becomes evident in the data
of diagnostics which measure below the midplane up to the
separatrix like the HRTS where the profiles need to be shif-
ted up to several cm to be consistent with the expected sep-
aratrix temperatures of Te,sep = 100 eV. Taking the electron
pressure from HRTS measurements into account in an EFIT
reconstruction is called EFTP, this improves the consistency
of the equilibrium reconstruction significantly and necessary
profile shifts remain below 1 cm. The EFTP reconstruction is
available for all pulses and is therefore used for the coordin-
ate mapping of measurements throughout the paper. However,
the EFTP reconstruction is only based on the electron pres-
sure while Ti = Te is assumed and the fast-ion pressure is neg-
lected. To test the impact of this assumption we did EFIT++
reconstructions, which utilise an iterative workflow. We map
and fit the experimental profiles ne, Te, Ti using the mag-
netics only EFIT, then run Transp to determine the fast-ion
pressure which then gives the best possible approximation of
the total pressure profile. This is then used as input for the
equilibrium reconstruction which gives the improved equilib-
rium EFIT++. This new equilibrium is then used to map the
diagnostic data again. The results for a plasma with Ti > Te

and ∼20% of fast-ion content is shown in figure 52(a) and
illustrate that a significant discrepancy can arise in the core
when the profiles are compared on normalised poloidal flux
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Figure 52. Mapping of the Thomson scattering data onto flux coordinates ρpol (a) and ρtor (b) done with different equilibria for JPN99224.

coordinates with ρpol =
√
(ψ −ψaxis)/(ψsep −ψaxis) where ψ

is the poloidal flux and ψaxis and ψsep the respective values at
the magnetic axis and the separatrix. In figure 52(b) it is shown
that this discrepancy is avoided when the normalised toroidal
flux label ρtor =

√
(ϕ −ϕaxis)/(ϕsep −ϕaxis) is used instead,

where ϕ is the toroidal flux. Therefore, we will use the norm-
alised toroidal flux label ρtor for core profiles throughout the
paper and only plot comparisons on ρpol for the pedestal where
the potential discrepancy due to the missing fast-ion pressure
in the EFTP equilibrium is minimal. Note that the discrepancy
between EFTP and EFIT++ is expected to be most severe for
high fast-ion pressures, in the shown exampleWfast/Wth ∼ 0.2.

We utilise an additional type of equilibrium reconstruc-
tion which relies on MHDmarkers like the sawtooth inversion
radius or the position of a mode with known mode numbers.
These MHD markers are then used in an EFTP equilibrium
to constrain the q-profile and run with enhanced spatial res-
olution. An accurate q-profile is particularly important for
the gyrokinetic simulations discussed in section 7, therefore,
this type of equilibrium was used as input for the gyrokinetic
simulations.

ELM synchronisation: if not stated otherwise all shown pro-
files are ELM synchronised and the pre-ELM data is shown.
The ELM synchronisation is done relative to the rise of the
Be II line intensity measured in the divertor which is used
as ELM indicator. All profiles are sorted in time relative to
the next ELM and profiles which are within a 2–3ms time
window up to the ELM crash are selected as pre-ELM. The
time window will slightly vary depending on the ELM fre-
quency fELM, the length of the available stationary phase and
the availability of HRTS laser pulses relative to the ELMs.
When ELM frequencies are shown those are also determ-
ined using the Be II radiation where the frequency is determ-
ined via the mean of the time between two adjacent ELMs
fELM = 1/⟨∆tELM⟩, uncertainties are then determined as one
standard deviation of the ∆tELM distribution. This means a
small uncertainty of fELM corresponds to fairly regular ELMs,
while a large uncertainty stems from more irregular ELMs,

e.g. smaller ELMs in between more regularly occurring larger
ELMs.

Profile fitting: the temperature and density profiles are fitted
using a modified hyperbolic tangent function [95] which uses
a hyperbolic tangent to fit the pedestal and is connected to
a 3rd order polynomial in the core and 1st order polynomial
in the scrape-off-layer. On the magnetic axis, ∂f/∂ρtor = 0 is
used as boundary condition, where f is the fit function. The
angular frequency ω is fitted using a spline with free knot loc-
ations and ∂ω/∂ρtor = 0 on the magnetic axis, additionally,
curvature changes are penalised in the very centre ρtor < 0.2
where the data quality tends to degrade due to low impur-
ity content. Uncertainties on profile data are determined stat-
istically using the distribution of experimental data over the
stationary time intervals selected for analysis. No systematic
uncertainties, e.g. due to diagnostic calibration, are taken into
account. When determining the pedestal width and gradients
we will employ a bilinear fit [70] on only the edge data. For the
density, this method yields similar values to an approach with
modified hyperbolic tangent fit, for the temperature the values
can vary. The reason for this is the relatively gradual change
of the temperature inside of the steep gradient region which
causes the pedestal width to vary by a factor of 2 depending
on the regularisation imposed by the fit function and the radial
range of experimental data included in the fit. We fit the data
between ρpol = 0.70 and the foot of the pedestal which is typ-
ically at ρpol ≃ 1.01. The pedestal width ∆ is then defined as
the distance from the pedestal top to the separatrix.

Doppler reflectometry: the power measured with a reflec-
tometer using a Doppler backscattering technique can be a
proxy for the density fluctuation level ñ/n at the scatter-
ing layer in the plasma [96]. We are using the correlation
reflectometer [97] for this purpose by utilizing only the main
probing frequencies fprobe. This is the Doppler V-band with
frequencies of 48.8 . . .74.0 GHz in X-mode. One full sweep
takes 286ms covering 14 distinct frequencies in this range.
At the magnetic field of 1.7 T this corresponds to densities
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Figure 53. Measured power spectra by Doppler reflectometry for different probing frequencies.

of∼1.2 . . .3.0 · 1019 m−3 as determined with ray tracing. This
means at low densities we probe the plasma from inside the
pedestal top, over the steep gradient region nearly up to the
separatrix. Measured power spectra for different probing fre-
quencies are shown in figure 53. While we see a clear Doppler
shift when probing the plasma inside of the pedestal top, the
Doppler peak vanishes for fprobe corresponding to the steep
gradient region. Only a relatively symmetric spectrum remains
around zero frequency. This can be explained by the very
low turbulence levels in the steep gradient region which res-
ult in a very low backscattered signal and allows signals from
other sources to dominate the spectrum. The source for the
peak at zero frequency or zero rotation is most likely due to
normal incidence reflection from the plasma. Despite oper-
ating the reflectometer with the main microwave beam tilted
relatively to the flux surfaces to obtain backscattering there
can be components with normal incidents. This is either due
to a wide main lobe or due to side lobes and is commonly
observed for Doppler reflectometry [98]. Although these com-
ponents are typically attenuated by 10 dB or more below the
main lobe, the turbulence level is higher at the normal incid-
encewith k⊥ ∼ 0 . . .1 cm−1 compared to the expectedDoppler
k⊥ ∼ 10 . . .15 cm−1 by at least 10 dB. However, when a sig-
nificant backscattering signal exists as is the case at higher
frequencies the normal incidence signal can again vanish due
to frequency locking to the main Doppler shifted signal [98].
To characterise the spectral power we fit the spectra using a
Gaussian parametrisation for each time point and then aver-
age over the inter ELM phases for each frequency.

Appendix B. Pedestal transport model

The physics ingredients of the pedestal transport model used
in section 4.1 are

• A critical gradient model [99] determines the heat diffusivity
χ over the full radius up to the separatrix. However, the mass

dependency due to the ion Larmor radius is removed from
the model as in [2].

• A pedestal transport constraint reduces the heat diffusivity
when the local γE×B exceeds a critical shearing rate. A mass
dependence can be introduced in the diffusivity.

• The particle diffusivity is coupled to the ion heat diffusivity
over the full radius. The particle convection is assumed to
be neoclassical.

• A 1D neutral penetration model [100] calculates the particle
source taking the ion mass into account.

• An ELM cycle model is used which triggers a short (1ms)
phase of enhanced transport when the maximum in the
normalised pressure gradient max(α) with α=−4.02 ·
10−3R0(dp/dρtor)(q/Bt)

2 exceeds a predetermined critical
value αcrit.

The necessary coefficients and critical values are chosen with
existing studies in mind but ultimately arbitrarily to reproduce
physically reasonable profiles and then scanned successively
to document their impact. We distinguish between two gen-
eral applications of the model, the full model including ELM
cycles and a transport limited case where αcrit is chosen so
high that no ELMs are triggered. Note that results from trans-
port limited modelling often do not hold when ELMs are intro-
duced, however, they help to understand the impact of changes
in such a coupled system.

The most important ingredient in the model is the transport
mitigation above a critical shearing rate γE×B which allows
us to reproduce H-mode like profiles with steep gradients in
the edge. Note this results in a positive feedback loop between
γE×B which acts on the profiles by influencing the transport
and the profiles which change γE×B via the radial electric field
Er ∝ Ti (L−1

n +L−1
Ti ) where Ln and LTi are the gradient lengths

of ion density and temperature. Small changes in the profiles
can be enhanced by this feedback loop. This is also relevant
for the formation of the pedestal where the width is determ-
ined by neutral penetration. The local particle source results in
a local steepening of the density profile which acts as seed for
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Figure 54. Expected influence of neutral penetration on the density profile in transport equilibrium, when varying separatrix density (a),
neutral flux (b) or both (c).

Figure 55. Expected influence of neutral penetration on the pressure profile in transport equilibrium, when varying separatrix density (a),
neutral flux (b) or both (c).

the electric fieldwell which is responsible for the shearing rate.
The pedestal is then formed due to the feedback loop between
γE×B and the kinetic profiles. max(α) will reach an equilib-
rium αeq in the transport limited case because we impose a
radial smoothing of the diffusivity to prevent local singular-
ities. In the full ELM cycle case this would not be necessary
as the gradients are limited by the imposed αcrit. Then also
the pedestal width might be smaller because the pedestal will
not evolve into a steady state solution. αeq will depend on the
transport coefficients and the heat and particle sources.

Since we only simulate up to the separatrix we need to set
the separatrix values Te,sep, Ti,sep and nsep as boundary con-
dition. Consequently, the question arises of how to treat gas
fuelling in the model. Due to the direct influence of nsep on
γE×B it makes a huge difference whether nsep and the neut-
ral flux Γ are changed individually or together. In the model,
the neutral flux is introduced via neutrals n0[1015m−3] with
a fixed energy of 5 eV at the separatrix. The results of scans
in nsep and n0 are shown in figure 54 for the density and in
figure 55 for the pressure. Increasing nsep reduces γE×B and
will result in higher transport and consequently lower density
and pressure. Increasing n0 increases∇ne and therefore γE×B,
this reduces transport and lead to higher density and pressure.
Modifying both at the same time can increase the density at
constant pressure. This illustrates an important concept that
we will call fuelling efficiency n0/nsep. It describes the effi-
ciency of depositing particles within the plasma while keeping

nsep constant. The fuelling efficiency is different from general
fuelling where nsep and n0 change simultaneously. Improving
the fuelling efficiency will be beneficial for confinement while
normal fuelling can have a detrimental impact.

Due to the use of a neutral penetrationmodel we introduce a
mass dependence in the particle source. Lower ion masses will
have deeper neutral penetration. To mimic a potential mass
dependence in the heat and particle transport as well we add an
explicit mass dependence in the transport equation in the form
of χ ∝ Aµ. The exponent µ is a variable input where µ= 0.5
would correspond to a gyroBohmmass dependence, µ=−0.5
to an anti-gyroBohm mass dependence and µ= 0 would cor-
respond to no mass dependence.

The transport limited simulations discussed above are of
educational value as they illustrate basic nonlinear interactions
between the particle and heat transport channels. However,
those steady state solutions are likely not stable against
peeling-ballooning modes and when ELMs are the limiting
factor the results can change significantly.

First, we need to understand the interaction between αcrit

and αeq. For most transport analysis in the H-mode pedes-
tal one assumes a quasi-stationary situation, i.e. a transport
equilibrium is reached before an ELM is triggered, because
only then a power/particle balance analysis is viable. In our
terminology this corresponds to αcrit = αeq. In figure 56 the
temporal evolution of the temperature after an ELM crash is
plotted for different heating powers. In both cases, an ELM
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Figure 56. Evolution of temperature (a) and normalised temperature (b) after an ELM crash with αcrit = αeq at ρtor = 0.92 for different
heating power.

Figure 57. Evolution of density (a) and temperature (b) during an ELM cycle at ρtor = 0.92 for different αcrit and an αeq = 3.8.

Figure 58. ELM frequency as a function of αeq/αcrit.

is triggered for a quasi-stationary pedestal. In (a) the different
αeq due to the change in Pheat is visible. When T is normalised
to its pre-ELM value shown in (b) no variation in the ELM
recovery time is observed. This suggests ELMs triggered in
quasi-stationary conditions will have a frequency independent
of the heating power. For type-I ELMs fELM increases with
power [17, 101]. So a quasi-stationary pedestal does not show
the power dependence of fELM expected for type-I ELMs.

For the remainder of this section, we do not consider this
quasi-stationary case anymore, but instead a dynamic system.
This is done by imposing an αcrit with αcrit < αeq which will
result in dynamic ELM cycles. To illustrate the basic features
of these ELMy simulations we start with µ= 0 and sources
that yield αeq = 3.8 and vary αcrit below this upper bound. The

result of this αcrit scan is shown in figure 57, for lower αcrit the
pedestal density and temperature are naturally lower before
the crash, where the density varies slightly more than the
temperature, but n/T stays the same within 10%. Additionally,
the ELMs become smaller and more frequent. The reason for
the higher fELM stems from the non-linearity of the γE×B trans-
port model which is best visible in the temperature recovery
time traces. After the crash, the pedestal is near instantan-
eously refilled with energy from the core which helps to start
the feedback loop which slows down as max(α) approaches
the transport equilibrium αeq. The reason for the difference in
ELM size is not directly obvious, as the coefficients for the
enhanced transport during the 1ms ELM crash are the same
in all cases. This shows how the ELM frequency can change
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Figure 59. Evolution of density (a) and temperature (b) during an ELM cycle at ρtor = 0.92 for the same mass but different mass
dependence in the edge transport model and different fuelling efficiency.

despite constant heat and particle sources. In this picture, the
change of the ELM frequency with different heat and particle
sources is a result of αeq and αcrit changing at different rates.
In figure 58 the change of fELM with αeq/αcrit is shown for an
αcrit scan where αeq = 3.8. Similarly, for a dynamic pedestal
with αeq > αcrit and a constant αcrit, fELM will increase with
higher power, because αeq increases with heating power. So
the power dependence of type-I ELMs will be found as long
as ∂αeq/∂P> ∂αcrit/∂P. This is a strong indication that type-
I ELMy plasmas are stability limited with αeq > αcrit rather
than quasi-stationary with αeq = αcrit.

Since the transport model discussed here is based on
coupled heat and particle transport changing αcrit will not vary
the ratio n/T significantly. A way to vary n/T at constant αcrit

is via the particle sources or the fuelling efficiency n0/nsep.

A n0 variation with constant nsep is illustrated in figure 59.
While changing the diffusivities via the mass exponent µ again
only results in different fELM, a reduction of the neutral source
n0 will significantly impact n/T at constant pressure. A sim-
ilar effect can be achieved in a model that decouples heat and
particle transport based on the main ion mass. We have not
tested it here, but with D∝ Aν and χ ∝ Aµ with ν ̸= µ the
mass dependence of n0 can be incorporated into ν. Still, source
and transport driven changes should result in different pedestal
width characteristics as discussed in section 5.

Appendix C. Pulse list

The pulses used in this publication are listed in table 1.
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Table 1. Pulse numbers and time intervals used in this publication.

time Ip Bt PNBI PICRH Γ

JPN (s) (MA) (T) A (MW) (MW) (1022 s−1) δ βN

H

91358 5.0–8.5 1.4 1.7 1.0 10.4 0.0 0.9 0.22 1.4
91426 5.5–8.5 1.4 1.7 1.0 9.2 3.2 0.9 0.23 1.5
91552 5.5–8.5 1.4 1.7 1.0 9.3 5.5 3.6 0.22 1.4
91553 5.5–8.5 1.4 1.7 1.0 10.1 6.4 5.3 0.22 1.4
91557 5.5–8.5 1.4 1.7 1.0 10.1 0.0 1.7 0.21 1.0
97094 6.0–9.0 1.4 1.7 1.0 10.0 0.0 1.8 0.29 1.4
97094 11.0–13.5 1.4 1.7 1.0 10.0 0.0 1.8 0.22 1.2
97095 6.0–8.5 1.4 1.7 1.0 10.0 0.0 0.9 0.30 1.7
97095 11.0–13.5 1.4 1.7 1.0 9.8 0.0 0.9 0.22 1.5
97096 5.5–6.1 1.4 1.7 1.0 15.6 0.0 0.8 0.32 2.6
97096 8.5–11.5 1.4 1.7 1.0 16.3 0.0 0.8 0.32 2.4

D

87335 6.2–7.2 1.4 1.7 2.0 9.8 0.0 0.8 0.23 1.9
87338 5.0–8.5 1.4 1.7 2.0 6.3 0.0 0.9 0.22 1.5
87344 5.5–8.5 1.4 1.7 2.0 9.9 0.0 1.9 0.22 1.6
96830 4.8–6.2 1.4 1.7 2.0 13.3 0.0 0.9 0.27 2.5
96831 4.8–5.2 1.4 1.7 2.0 15.2 0.0 1.0 0.28 2.9
97035 12.0–14.0 1.4 1.7 2.0 10.1 0.0 1.3 0.21 1.7
97035 16.5–18.5 1.4 1.7 2.0 10.0 0.0 1.3 0.29 1.9
97036 12.0–13.5 1.4 1.7 2.0 10.0 0.0 0.8 0.22 1.9
97036 16.0–17.0 1.4 1.7 2.0 10.0 0.0 0.8 0.29 1.7
97510 5.5–6.7 1.4 1.7 2.0 13.6 0.0 1.0 0.31 2.7
97510 10.0–11.5 1.4 1.7 2.0 13.5 0.0 0.5 0.32 2.9
97512 5.0–5.4 1.4 1.7 2.0 13.4 0.0 1.8 0.27 2.8
97512 5.5–6.6 1.4 1.7 2.0 13.4 0.0 1.8 0.26 2.8
99484 5.0–6.7 1.4 1.7 2.0 10.4 0.0 1.0 0.25 2.1

DT

99485 11.5–13.5 1.4 1.7 2.3 10.0 0.0 1.1 0.21 1.9
99485 15.5–17.5 1.4 1.7 2.4 9.8 0.0 1.1 0.29 2.0
99486 10.5–11.5 1.4 1.7 2.4 10.0 0.0 0.9 0.22 2.2
99486 11.5–13.5 1.4 1.7 2.4 9.9 0.0 0.9 0.21 2.0
99486 15.5–17.5 1.4 1.7 2.5 9.9 0.0 0.9 0.29 2.1
99487 10.5–11.5 1.4 1.7 2.6 9.9 0.0 0.7 0.22 2.3
99487 11.5–13.5 1.4 1.7 2.6 9.9 0.0 0.7 0.22 2.1
99487 15.5–16.5 1.4 1.7 2.6 9.7 0.0 0.8 0.30 2.2
99808 10.8–11.5 1.5 1.7 2.5 10.1 0.0 0.7 0.23 2.3

T

98792 11.5–12.1 1.4 1.7 3.0 10.0 0.0 2.0 0.21 1.8
98794 11.5–12.2 1.4 1.7 3.0 9.8 0.0 1.4 0.21 1.8
98794 12.5–13.7 1.4 1.7 3.0 10.0 0.0 1.4 0.21 1.9
98794 14.9–16.0 1.4 1.7 3.0 9.9 0.0 1.4 0.30 2.2
98795 11.5–12.4 1.4 1.7 3.0 10.0 0.0 0.9 0.22 2.2
98795 12.7–13.5 1.4 1.7 3.0 10.0 0.0 0.9 0.21 2.0
98795 15.2–15.8 1.4 1.7 3.0 10.0 0.0 0.9 0.31 2.4
99224 4.5–5.0 1.4 1.7 3.0 9.6 0.0 1.4 0.24 2.2
99224 5.2–5.5 1.4 1.7 3.0 12.1 0.0 1.2 0.26 2.6
99224 5.5–5.9 1.4 1.7 3.0 12.1 0.0 1.2 0.27 3.0
99224 6.3–6.8 1.4 1.7 3.0 12.1 0.0 1.2 0.25 2.5
99973 4.7–7.3 1.4 1.7 3.0 10.6 0.0 1.1 0.25 2.1
100110 11.7–12.0 1.4 1.7 3.0 1.0 0.0 1.0 0.18 0.6
100110 12.5–14.0 1.4 1.7 3.0 2.0 0.0 1.0 0.19 0.8
100110 14.2–14.9 1.4 1.7 3.0 3.0 0.0 1.0 0.19 0.9
100177 11.7–13.5 1.4 1.7 3.0 9.9 0.0 1.7 0.21 1.8
100177 14.3–15.2 1.4 1.7 3.0 10.0 0.0 1.8 0.30 2.0
100186 10.5–11.5 1.4 1.7 3.0 3.0 0.0 0.9 0.19 0.9
100186 12.1–12.7 1.4 1.7 3.0 3.1 0.0 0.9 0.19 1.0
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