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Abstract
Discussion around the increasing use of AI in healthcare tends to focus on the tech-
nical aspects of the technology rather than the socio-technical issues associated with 
implementation. In this paper, we argue for the development of a sustained societal 
dialogue between stakeholders around the use of AI in healthcare. We contend that a 
more human-centred approach to AI implementation in healthcare is needed which is 
inclusive of the views of a range of stakeholders. We identify four key areas to support 
stakeholder involvement that would enhance the development, implementation, and 
evaluation of AI in healthcare leading to greater levels of trust. These are as follows: 
(1) aligning AI development practices with social values, (2) appropriate and propor-
tionate involvement of stakeholders, (3) understanding the importance of building trust 
in AI, (4) embedding stakeholder-driven governance to support these activities.
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Introduction 

Artificial intelligence (AI) systems are starting to have a profound effect on health-
care delivery and outcomes. It recognised that AI is not only reconfiguring relation-
ships between healthcare professionals and patients (Topol 2019a, 2019b; Adams 
et al. 2020; Yang et al. 2019; Young et al. 2021) but also the relationships between 
clinical professionals and the way clinical practice is approached. Most significantly, 
AI is transforming the way in which patients, themselves, engage in health promo-
tion, disease prevention, and monitoring activities (Feng et  al. 2021). We need to 
understand better how to work with, and fully integrate, this new reality in healthcare 
practice (Pai et al. 2014). The potential scope and scale of the implications of AI in 
healthcare, therefore, requires a full understanding not just of the technology, but 
also the complex socio-technical issues associated with successful implementation.

Currently, studies of “medical AI has been largely technology-centric with a 
focus on the capabilities and accuracy of AI models” (Andersen et. al. 2023). Along-
side the technical focus, there has been considerable attention on the development 
of ethical principles to act as guardrails to guide the development of AI technolo-
gies. This consists of general international documents (Corrêa et al. 2023) as well 
as the more specific guidance for health provided by the World Health Organisa-
tion (WHO 2021, 2024). However, we would argue that this is insufficient and more 
attention needs to be given to the socio-technical issues around the implementation 
of AI that are the key concerns of stakeholders—healthcare professionals, patients, 
members of the public, and the clinical researchers involved in the development and 
implementation of AI technologies in healthcare. We contend that a human-centred 
approach is essential to develop AI systems that “operate in ways that support and 
engender, for example, trust, fairness, or human control” (Andersen et  al. 2023). 
Central to a human-centred approach is stakeholder engagement and involvement. 
This should be regarded as a critical element of the governance structure that sup-
ports the development of AI in a healthcare setting.

We have identified four key considerations for meaningful stakeholder involve-
ment and the development of a more human-centred approach to the implementa-
tion of AI. This would encourage a greater alignment of AI technology development 
with human and societal values (Andersen et al. 2023). This could lead, hopefully, 
to the enhanced introduction of AI into clinical practice by facilitating enhanced 
understanding between all stakeholders leading to greater acceptance and trust of 
the use of AI in healthcare. These four considerations are as follows: (1) aligning AI 
development practices with social values, (2) appropriate and proportionate involve-
ment of stakeholders, (3) understanding the importance of building trust in AI, (4) 
embedding stakeholder-driven governance. In this short perspective paper, we out-
line each of these points in more detail with the aim of furthering the discussion 
around the implementation of stakeholder involvement as a key requirement as AI 
technologies become integrated into healthcare.
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Aligning AI Development Practices with Social Values

The rapid innovation of AI in healthcare has created little time to meaningfully 
investigate the impact of these technologies on patients and healthcare profes-
sionals. The pressure of implementation schedules and the way that innovation 
processes are focused on the technical challenges can often discourage reflection 
on the social impact of AI systems and how these need to be fully understood for 
the successful adoption of AI technology. For AI to work for all in healthcare, 
an “AI for good” mindset and approach assists in prioritising patient safety and 
minimising bias and inequalities. According to recent reports, these are protec-
tive values that developers and adopters of AI should underscore in AI design and 
development over and above profit-making values (WHO 2021; UNESCO 2022). 
The former are often major concerns for patients, public, and healthcare profes-
sionals about AI in healthcare (Banerjee et al. 2022; Richardson et al. 2021).

Key to bringing social values into AI decision-making is understanding what 
the concerns of stakeholders are, particularly those of patients who are at the 
heart of healthcare systems. Although there is a rich history of patient and pub-
lic involvement (PPI) in healthcare, particularly in the UK, this approach has not 
been adopted in the context of modern AI (Banerjee et al. 2022). Indeed, a criti-
cism of the way in which AI systems and the practices surrounding them have 
been developed to date is that those who will be most impacted by AI, such as 
patients, are rarely (and some groups never) engaged with through dialogue nor 
are they put at the centre of decision-making.

This is contrary to WHO Guidance on the Ethics and Governance of Artificial 
Intelligence that recommends that important decisions about healthcare are made 
not only by civil servants and industry actors, but also through public participa-
tion of a wide range of potential users and all direct and indirect stakeholders 
(WHO 2021, 2024). While the ethical landscape surrounding AI is becoming well 
defined, governance frameworks are currently insufficient. To enable healthcare 
to benefit from the implementation of AI, professionals, patients, and the general 
public need to be confident that AI systems are safe and secure, and that pro-
cesses are in place to mitigate against risks as well as legal and ethical concerns. 
This requires mechanisms that enable meaningful consideration of a wide range 
of stakeholder needs and concerns, and as well as clarity about when to involve 
them in decision-making across the development, implementation, and evaluation 
phases.

Exclusion from decision-making is a significant issue for people from diverse 
backgrounds in both Japan and the UK, where they are generally underserved 
and underrepresented in healthcare. The well-recognised danger with AI is that 
it can replicate and amplify the way that excluded groups are treated. Leaving 
the underserved out of decision-making can entrench epistemic exclusion, reaf-
firming negative stereotypes and discriminatory practices. The use of AI tech-
nology provides the opportunity to do things differently. Part of this is regard-
ing patients as team members integral to successful technology development and 
adoption, rather than as people who have things done to them. A move towards 
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the inclusion and participation of a wide range of patient’s voices in the develop-
ment of AI technologies is likely to greatly improve the design of the technology 
and potentially lead to optimal adoption and implementation.

It is not only patients who are affected by the focus on the technical capabilities 
and accuracy of AI models rather than the socio-technical issues. In cases where 
there has been consultation with healthcare professionals, there can be significant 
differences in who, when, and how people are consulted. For example, in one study 
it was found that clinicians were consulted “at various but inconsistent points during 
the design process, and most typically at later stages in the design cycle (82%, 19/24 
design studies)” (Tulk Jesso et al. 2022). If the notion that AI should be for all and 
used for good is adhered to, then a proactive approach is needed to improve accept-
ance and confidence among users and those impacted. Therefore, at a fundamental 
level, ways to incorporate stakeholder expectations and concerns should be made to 
inform decisions surrounding AI systems.

It is evident that the development and adoption of AI are not uniform, with con-
siderable differences within countries, but also between countries (Ali et al. 2023). 
We know from our own experiences in Japan and the UK that there are “islands 
of innovation,” where particular hospitals or universities might be excelling in AI 
implementation, but that is not uniform throughout the country. At this early stage of 
development and implementation of AI in healthcare, it is inevitable that we will see 
a concentration in institutions of excellence. However, in addition, the digital infra-
structure of health systems can be fragmented, with decisions about the provision 
of healthcare often being decided by the level of local resources. It is important to 
understand how these issues interact with individual and group factors or character-
istics, as they have the potential to increase the inequalities associated with access to 
healthcare. This requires more than simply interacting with stakeholders and involv-
ing them in the development and adoption of AI. There is a need to not only under-
stand the concerns of individuals but also the wider systemic factors that may lead 
to inequitable access to safe AI-powered or assisted healthcare. Understanding and 
addressing these bigger concerns makes clear the need for digital maturity among 
healthcare providers (Duncan et al. 2022) which in turn requires the consideration of 
the social impact of AI in different settings and the readiness for healthcare systems 
to mitigate risks and broaden the benefits of AI development and implementation for 
marginalised groups.

Appropriate and Proportionate Involvement of Stakeholders

While stakeholder inclusion is important, we contend that it should be carried out 
only with clearly articulated aims and employ engagement and involvement methods 
that are appropriate and proportionate to the task. Identifying who to include, when, 
and for what purpose should form part of any AI development and implementation 
plans in healthcare. Not every stakeholder will need to be, or want to be, involved in 
every decision, nor should they all be involved in all the decision-making along the 
translational pathway. For engagement and involvement to be appropriate, it must 
be suitable for the stakeholder to carry out the task, as they are directly affected or 
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have (or after training be able to acquire) the requisite knowledge and authority to 
make judgments about the issues of concern. It must also be proportionate, so that 
individuals are not asked to do things that are burdensome, and that the involvement 
does not create duplication or unnecessary oversight but adds value to the AI devel-
opment and translational pathway. Therefore, an assessment must be made about 
how, and when, to involve different stakeholders and what methods should be used.

To begin aligning social values with technical development and implementation, 
the question of how involvement and engagement should be approached depends 
on the socio-technical context, the needs of the AI project (Banerjee et  al. 2022), 
and the type of AI being used. The key questions all projects should ask are as fol-
lows: who needs to be involved for each decision and for which step of an AI’s life-
cycle and how underrepresented groups can be meaningfully included in each rel-
evant decision. Stakeholders and those impacted may also be engaged or involved in 
either passive or active ways. Both approaches have different purposes. For example, 
passive engagement can inform and raise awareness about uses of AI or the ethi-
cal and social impact issues, whereas active ways would try to capture attitudes and 
concerns of stakeholders, and a higher level of participation would involve the co-
design and coproduction of activities and outputs (Banerjee et al. 2022).

The potential of digital tools to be used for public engagement and involvement 
should be appropriate and proportionate in the healthcare context where AI is being 
implemented. Engagement and involvement can be synchronous, or can be spread 
out and be asynchronous, so that different types of groups are included in a timely 
manner for different purposes. For example, messaging platforms allow many dif-
ferent people to be involved in debates and online meeting software reduces the 
physical and time burden involved in face-to-face meetings (Hamakawa et al. 2021; 
Kogetsu and Kato 2022). Interactive Dynamic Consent platforms can enable ongo-
ing interaction and communication with patients and research participants over time 
according to the needs of the study (Schuler Scott 2022; Kaye et al. 2015).

However, once again, we advocate that this needs to be proportionate so that the 
intensity of engagement is appropriate, and that the best tools are used to facili-
tate this. For example, a relatively low intensity of engagement can be achieved by 
informative websites, interactive online Q&A sessions, or surveys. At a higher level 
of intensity, co-drafting position papers, discussion forums, and advocacy platforms 
focusing on AI in healthcare can be used to considerable effect both in real time 
and asynchronously to facilitate higher intensity engagement (Haas  Lyons 2017; 
Hughes 2020). Again, there should be clear strategies to involve people from diverse 
backgrounds.

As AI capabilities evolve, societal expectations will also change, as will the path-
ways through which individuals navigate healthcare and relations between individu-
als and systems (between patients, clinicians, other professionals, and digital sys-
tems). This requires a constant review of engagement and involvement strategies to 
make sure that the methodologies used are still fit for purpose. Alongside this, it is 
crucial that there is a review of the type and amount of information and the way that 
it is presented, so that it continues to be appropriate for the context and the stake-
holders involved (Theodorou et al. 2017).
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Understanding the Importance of Building Trust in AI

Researchers and engineers aim to ensure the reliability, efficacy, efficiency, and 
therefore trustworthiness of the AI technologies they develop. This is a funda-
mental starting point of technical design, but trustworthiness by such definitions 
does not mean that all stakeholders will trust AI healthcare technologies. Trust 
is a product of previous, current, and future relationships of different stakehold-
ers with the healthcare system; trust in the use of AI in healthcare will be deter-
mined according to the reliability, competence, and intentions enacted by poten-
tial applications and implementation environments (Starke et al 2022). Crucial to 
building trust is establishing good relationships between patients and healthcare 
professionals and delivering high quality patient care. If patients trust healthcare 
professionals and the healthcare system, they will be more likely to trust AI tech-
nology. Where trust in the healthcare system is low, the task of gaining trust in AI 
is even more demanding.

It is important that AI technologies are fit for purpose, meaning that the tech-
nology can achieve the expectations of patients and other users. With all the hype 
around AI, it is important for developers to recognise the limits of any new tech-
nology (Elish and Boyd 2018). Both healthcare professionals and patients need to 
have a clear idea of what can be achieved by implementing various AI technolo-
gies. This requires dialogue between developers and end users such as physicians 
and allied healthcare professionals. At the same time, it requires that there is suf-
ficient time for frontline healthcare professionals to explain the expectations of 
using a certain technology.

In the clinical setting, people want to know more about AI from trustworthy 
sources. If they have a high level of trust and confidence in healthcare systems, 
they will want the strong protections that surround healthcare data and clinical 
processes to be extended to AI. This will allow trust to be placed with others to 
make the right decisions for healthcare and society. In addition, acknowledging 
transparency, access to information, and patient involvement in decision-making 
are key facets of trust in the healthcare context not only in the UK and Japan, but 
many other countries. In clinical practice, patients want to know that AI systems 
are implemented with the strong support and understanding of healthcare pro-
fessionals. They want to be able to discuss concerns with them, and for there to 
always be a “human in the loop” (Middleton et al. 2022) checking AI data inputs 
and outputs as well as clinical recommendations.

This is reflective of the current status of AI implementation, whereby sys-
tems are predominantly presented as tools to assist physicians and other health-
care professionals. AI systems are expected to evolve over time to become a rou-
tine part of healthcare that will engender confidence in decision-making. In the 
interim, there is concern that the assistance of AI may erode clinical autonomy 
and deskill those making clinical decisions. There is also concern that AI systems 
might nudge, or encourage, clinicians to make decisions that would not otherwise 
be made, due to a lack of transparency or explainability around how decisions 
have been made (Katirai et al. 2023). There are also concerns that AI will reduce 
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patient autonomy and decision-making and erode the trust that currently exists 
between patients and healthcare professionals. To fully understand the complexi-
ties of maintaining trust in a healthcare system that implements AI requires con-
stant stakeholder involvement to understand the issues associated with the tech-
nology as these change over time.

Embedding Stakeholder‑Driven Governance

Considerable efforts have been made to develop ethical principles, legislation, 
guidelines, and standards (WHO 2021, 2024; UNESCO 2022) to scaffold the effec-
tive and ethical development of AI in healthcare. Although there are strong recom-
mendations for stakeholder involvement and engagement in many influential reports 
(WHO 2021; UNESCO 2022), this is not routinely put into practice. It does not 
help that such requirements are not enforced in law by nation-states. Therefore, an 
entirely different level of approach is needed to make AI use more human-centred 
and for this to be enforceable and accountable.

One suggestion that does not require the passing of legislation is the develop-
ment of a social charter at a national level in each country dealing specifically with 
AI usage in healthcare, in the similar way to the Patient and the Health Professional 
Responsible for Care (HCP) Constitutions of the National Health Service in the UK 
(Department of Health and Social Care 2023). Developing a dedicated social charter 
would ensure the relevant stakeholders share the benefits as well as responsibilities 
of these technologies. A possible charter would outline the rights and responsibili-
ties of both patients and healthcare professionals as well as incorporate pledges that 
would help to maintain standards. They would clarify the requirements for more 
open and stakeholder-driven governance and what that would look like in practice.

Such a charter should be a “living” document co-designed with all local stake-
holders impacted by changes to current healthcare delivery practices, enabling the 
transition to intelligent healthcare to be better aligned with the needs and desires 
of the wider society. In this way, it could reflect local concerns and interests. While 
stakeholder preferences will always be nuanced by local contexts, a national char-
ter would also need to recognise that the technological revolution powered by AI is 
also occurring on a global stage. It would have to reflect an awareness of differences 
in the interpretations of human rights between regions and avoid increasing exist-
ing disparities between high- and low-income countries. It should take into account 
the fact that AI solutions are predominantly created with data derived from highly 
developed countries but will be implemented in local contexts around the globe 
(Shaw et al. 2024).

Furthermore, rules nuanced to more local contexts are necessary. AI implementa-
tion brings influence on various levels—from an individual level to a society level. 
It will result in fundamental change of behaviours of patients and healthcare profes-
sionals, the nature of medical practice, and medical systems. To avoid confusion 
or antipathy as a result of these changes, it is necessary to regularly update stand-
ards, guidelines, and laws for medical practice that reflect the local context. These 
should be developed reflecting stakeholders’ values, perspectives, expectations, and 
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concerns and be known and understood by all. At the same time, it is important to 
conduct holistic assessments of how AI impacts issues of professionalism, profes-
sional skills, evidence-based best practice, and relationships between patients and 
professionals. Given the rapid pace of change, it is hard to predict fully how each of 
these areas will be impacted, hence the need for regular assessments that take into 
account different stakeholders’ perspectives. This potentially could lead to improve-
ments not only in the use of AI in healthcare, but also in healthcare itself.

Conclusion

For those who are at the cutting-edge of technological development, there is an 
understandable focus on whether the technology works or not, that is: is it trust-
worthy? However, when taking a broader societal approach, we need to consider 
the necessary elements that will lead to AI systems being “trusted.” To address this 
question, we need to pay more attention to a variety of human factors. We need to 
understand the concerns and expectations of different stakeholder groups about the 
use of AI in healthcare. As Banerjee et al. opine “In order to build trust in AI algo-
rithms, one needs to consider the complex socio-technological milieu in which tech-
nological solutions reside. Trust needs to be built not only in AI algorithms, but the 
training data, software, and complex environment in which humans are situated.” 
(Banerjee et al. 2022). Those with more input in decision-making or those who feel 
they have been consulted and kept informed may feel more inclined to trust the use 
of AI in healthcare (Steerling et al. 2023).

In short, what we are arguing here is that we need to make AI systems more 
human-centred. In particular, we need to take special care to involve people who may 
not normally be consulted but have a stake in the systems introduced. This applies 
as much to healthcare professionals as other stakeholder groups, such as patients and 
the public. Delineating which stakeholders will be informed, engaged, or involved 
and how that should occur in an appropriate and proportionate way should be part 
of early planning. Where needed, actively recruiting under-represented groups for 
direct involvement in development and implementation is important. Planning and 
delivering feedback to all stakeholders in the interests of transparency should also be 
part of the involvement process.

It should be stressed that what we are arguing for in this paper is not normal prac-
tice and will not organically occur. It requires commitment and action. We need to 
create strategies and build capacity for stakeholder inclusion within AI projects, that 
will ensure stakeholder concerns and expectations underpin, and drive activities and 
outputs. This requires investment to understand the socio-technical issues associated 
with implementation as well as the technological aspects of AI development. Given 
the huge investments in the field overall, we need some priority funding created as 
a part of all projects for the kind of stakeholder involvement suggested in this paper.

Establishing sustainable stakeholder platforms may reduce the burden in this 
endeavour. The creation of a platform, virtual or physical, that supports vari-
ous engagement and involvement activities and brings together key stakeholders 
interested in contributing and engaging in different local settings will enhance 
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recruitment and help build capacity. However, those who volunteer via a platform 
to engage with those rolling out different types of healthcare AI will represent 
only a few. There will always be a need for outreach work and the investment of 
time to ensure broader representation.

Creating spaces for inclusive dialogue with a broad range of stakeholders will 
address and re-centre our attention to issues of trust, safety, benefits, potential 
harm, security, and impact on agency. This could aid in the pursuit of equitable 
decision-making and the ethical underpinning of AI development and adoption. 
This will tip the balance away from focusing on making better algorithmic mod-
els to understanding the issues associated with implementation.

In this paper, we have identified four key areas to support stakeholder involve-
ment that would enhance the development, implementation, and evaluation of AI 
in healthcare leading to greater trust. To move towards a more human-centred 
approach, two things need to happen. There is a need for a leadership to ensure 
that national regulations, governance structures, hospital guidelines, etc. are 
underpinned by a stakeholder involvement approach and, where necessary, finan-
cial support needs to be provided for this to be achieved. The other is recognition 
and identification of the stakeholders who should be involved, including various 
healthcare professionals as well as patients and citizens. This involvement should 
not be carried out in a way that is tokenistic (Joyce et al. 2021). The collective 
efforts by all relevant people will result in a more human-centred AI and the pos-
sibility that the technology is trusted by those in the wider society and by future 
generations.

The expected outcomes from identifying stakeholders’ preferences for AI use 
in healthcare and establishing shared decision pathways will help to align com-
mon goals and harmonise ways of working that achieve social benefits. Over and 
above this, clear mechanisms through safety-orientated and human-centred gov-
ernance would generate trust and confidence in AI systems and create a bench-
mark for good practice and sustainable AI adoption.
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