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P. Guèye,14,17 T. J. Hague,4 J. O. Hansen,15 F. Hauenstein,22 W. Henry,23 D.W. Higinbotham,15 R. J. Holt,8,† C. Hyde,22

K. Itabashi,21 M. Kaneta,21 A. Karki,13 A. T. Katramatou,4 C. E. Keppel,15 P. M. King,24 L. Kurbany,1 T. Kutz,18

N. Lashley-Colthirst,14 W. B. Li,9 H. Liu,25 N. Liyanage,3 E. Long,1 A. Lovato,26,27,28 J. Mammei,29 P. Markowitz,16

R. E. McClellan,15 F. Meddi,20 D. Meekins,15 R. Michaels,15 M. Mihovilovič,30,31,32 A. Moyer,33 S. Nagao,21 D. Nguyen,3

M. Nycz,4 M. Olson,34 L. Ou,11 V. Owen,9 C. Palatchi,3 B. Pandey,14,‡ A. Papadopoulou,11 S. Park,18 T. Petkovic,6

S. Premathilake,3 V. Punjabi,35 R. D. Ransome,36 P. E. Reimer,8 J. Reinhold,16 S. Riordan,8 N. Rocco,37 V. M. Rodriguez,38

A. Schmidt,11 B. Schmookler,11 E. P. Segarra,11 A. Shahinyan,39 S. Širca,31,30 K. Slifer,1 P. Solvignon,1 T. Su,4

R. Suleiman,15 L. Tang,15 Y. Tian,40 W. Tireman,41 F. Tortorici,12 Y. Toyama,21 K. Uehara,21 G. M. Urciuoli,20 D. Votaw,17

J. Williamson,42 B. Wojtsekhowski,15 S. Wood,15 Z. H. Ye,43,8 J. Zhang,3 and X. Zheng3

(Jefferson Lab Hall A Collaboration)

1University of New Hampshire, Durham, New Hampshire 03824, USA
2Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA

3University of Virginia, Charlottesville, Virginia 22904, USA
4Kent State University, Kent, Ohio 44240, USA

5King Saud University, Riyadh 11451, Kingdom of Saudi Arabia
6University of Zagreb, Zagreb, Croatia

7California State University, Los Angeles, California 90032, USA
8Argonne National Laboratory, Lemont, Illinois 60439, USA

9William and Mary, Williamsburg, Virginia 23185, USA
10University of Tennessee, Knoxville, Tennessee 37966, USA

11Massachusetts Institute of Technology, Cambridge, Massachusetts 02139, USA
12INFN Sezione di Catania, Italy

13Mississippi State University, Mississippi State, Mississippi 39762, USA
14Hampton University, Hampton, Virginia 23669, USA

15Thomas Jefferson National Accelerator Facility, Newport News, Virginia 23606, USA
16Florida International University, Miami, Florida 33199, USA

17Michigan State University, East Lansing, Michigan 48824, USA
18Stony Brook, State University of New York, New York 11794, USA

19University of Connecticut, Storrs, Connecticut 06269, USA
20INFN, Rome, Italy

21Tohoku University, Sendai, Japan
22Old Dominion University, Norfolk, Virginia 23529, USA

23Temple University, Philadelphia, Pennsylvania 19122, USA
24Ohio University, Athens, Ohio 45701, USA

25Columbia University, New York, New York 10027, USA
26Physics Division, Argonne National Laboratory, Argonne, Illinois 60439, USA

27Computational Science Division, Argonne National Laboratory, Argonne, Illinois 60439, USA
28INFN-TIFPA Trento Institute for Fundamental Physics and Applications, 38123 Trento, Italy

29University of Manitoba, Winnipeg, MB R3T 2N2, Canada
30Jožef Stefan Institute, 1000 Ljubljana, Slovenia

31Faculty of Mathematics and Physics, University of Ljubljana, 1000 Ljubljana, Slovenia
32Institut für Kernphysik, Johannes Gutenberg-Universität Mainz, DE-55128 Mainz, Germany

33Christopher Newport University, Newport News, Virginia 23606, USA
34Saint Norbert College, De Pere, Wisconsin 54115, USA
35Norfolk State University, Norfolk, Virginia 23529, USA

36Rutgers University, New Brunswick, New Jersey 08854, USA
37Theoretical Physics Department, Fermi National Accelerator Laboratory, Batavia, Illinois 60510, USA

PHYSICAL REVIEW LETTERS 132, 162501 (2024)

0031-9007=24=132(16)=162501(7) 162501-1 Published by the American Physical Society

https://orcid.org/0000-0001-5920-6546


38División de Ciencias y Tecnología, Universidad Ana G. Méndez, Recinto de Cupey, San Juan 00926, Puerto Rico
39Yerevan Physics Institute, Yerevan, Armenia

40Syracuse University, Syracuse, New York 13244, USA
41Northern Michigan University, Marquette, Michigan 49855, USA

42University of Glasgow, Glasgow, G12 8QQ Scotland, United Kingdom
43Tsinghua University, Beijing, China

(Received 28 April 2023; revised 5 October 2023; accepted 21 February 2024; published 16 April 2024; corrected 10 June 2024)

The electromagnetic form factors of the proton and neutron encode information on the spatial structure
of their charge and magnetization distributions. While measurements of the proton are relatively
straightforward, the lack of a free neutron target makes measurements of the neutron’s electromagnetic
structure more challenging and more sensitive to experimental or model-dependent uncertainties. Various
experiments have attempted to extract the neutron form factors from scattering from the neutron in
deuterium, with different techniques providing different, and sometimes large, systematic uncertainties. We
present results from a novel measurement of the neutron magnetic form factor using quasielastic scattering
from the mirror nuclei 3H and 3He, where the nuclear effects are larger than for deuterium but expected to
largely cancel in the cross-section ratios. We extracted values of the neutron magnetic form factor for low-
to-modest momentum transfer, 0.6 < Q2 < 2.9 GeV2, where existing measurements give inconsistent
results. The precision andQ2 range of these data allow for a better understanding of the current world’s data
and suggest a path toward further improvement of our overall understanding of the neutron’s magnetic form
factor.

DOI: 10.1103/PhysRevLett.132.162501

The proton and neutron have dual roles as both the basic
building blocks of nuclei and as the lightest (nearly
degenerate) baryonic bound states of QCD. Studies of
their parton distribution functions provide information on
the momentum distribution of the quarks inside the
nucleon, while measurements of the nucleon electromag-
netic form factors connect to the quarks’ spatial distribu-
tions [1–3]. By combining measurements on the proton and
neutron, we can separate the contributions of up- and down-
quarks to their internal structure.
Because free neutrons decay with a 15-min lifetime,

measurements of neutron structure typically involve scat-
tering from neutrons bound in nuclei, most commonly in
the deuteron. For inclusive scattering, isolating the e-n
elastic cross section involves correcting for the larger
contribution from e-p scattering, as well as accounting
for effects such as binding and Fermi motion in the nucleus
[4]. Other measurements suppress the e-p contributions by
measuring the neutron in the final state 2Hðe; e0nÞ, which
requires a precise determination of the neutron detection
efficiency and correcting for possible charge-exchange
final-state interactions (FSI) where the struck proton
scatters from the spectator neutron, which is then detected.
More recently, polarized scattering from 3He was used to

extract Gn
M. These techniques and their limitations are

discussed in Ref. [5–7]. Figure 1 shows several extractions
of Gn

M, divided by the neutron magnetic moment, μn, and
the dipole fit, GDðQ2Þ ¼ 1=½1þQ2=ð0.71 GeV2Þ�2, a
simple fit to the approximateQ2 dependence of the nucleon
form factor. While some of the more model-dependent
extractions have been excluded, e.g., from low-Q2 inclusive

FIG. 1. Previous Gn
M extractions [8–10,13–17], uncertainties

include statistical and uncorrelated systematics, while the Lach-
niet result includes a band representing their correlated systematic
uncertainty. The plot also shows a recent fit (Ye) of world’s data
[18], plus curves for the hypercentral (De Sanctis) constituent
quark model [19] and a dispersion-theoretical analysis (Hammer)
from Ref. [20].
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scattering, there are still large disagreements at low Q2. For
some of the older measurements [8,9], questions have been
raised about the systematic uncertainties in these extrac-
tions [10–12], but even focusing on the more recent, high-
precision measurements, there are discrepancies among
different experiments for 0.5 < Q2 < 1 GeV2.
We present in this work a measurement of Gn

M using a
new technique, the comparison of quasielastic (QE) scat-
tering from the mirror nuclei 3H and 3He, that minimizes
systematic uncertainties and has small nuclear corrections.
In the simplest approximation, QE scattering from a
nucleus simply represents the sum of e-p and e-n elastic
scattering, corrected for smearing and binding in the
nucleus. Assuming nuclear corrections are similar for 3H
and 3He, the scattering cross section ratio is

R ¼ σ3H=σ3He ≈ RFree ¼ ðσep þ 2σenÞ=ð2σep þ σenÞ; ð1Þ

where Rfree is the ratio neglecting nuclear effects and
accounting only for the free e-N elastic cross section
contributions σep and σen. Thus, the 3H=3He cross section
ratio can be expressed in terms of the σen=σep ratio,
allowing for an extraction of σen, and thus Gn

M, given
our precise knowledge of σep. However, because σen=σep ≈
0.4 for these kinematics, a 1% measurement of the 3H=3He
cross section ratio yields a 3%–4% uncertainty on σen=σep.
This is possible because several experimental systematic
uncertainties cancel in taking the ratio σ3H=σ3He, and a
realistic cross section model can be used to estimate the
small correction difference between RFree and the exact
3H=3He cross section ratio.
The experiment was performed in Hall A at Jefferson

Lab (JLab) in 2018 as part of the tritium suite of experi-
ments [21]. We used electron beam energies of 2.222 and
4.323 GeV [22] and detected scattered electrons in two
high-resolution spectrometers (HRSs) [23]. The basic
components of the spectrometers are three superconducting
quadrupoles (Q) and one superconducting dipole (D) in a
QQDQ configuration. The quadrupoles focus the electrons,
while the dipole disperses the electrons so their momenta
can be measured.
After passing the magnets, the scattered electrons go

through two vertical drift chambers (VDCs) where infor-
mation on the position and angle of the particles is
recorded. They then pass through the trigger scintillator
planes, S0 and S2, and a Cherenkov detector filled with
CO2 between the trigger scintillator planes. Finally, the
preshower and shower lead glass blocks induce a cascade
of pair production and bremsstrahlung and the energy of the
particles can be measured. More detailed information about
the configuration for this experiment and relevant calibra-
tions can be found in Refs. [24–27]. Because the accep-
tance of the spectrometer is limited to �3.5% of the central
momentum, multiple HRS momentum settings were used

to more completely cover the QE peak. The kinematics,
number of settings, and extracted form factors are shown in
Table I.
The 3H, 3He, and 2H gas targets were contained in 25 cm

long aluminum cells [21,28]. Two 3H cells from the
Savannah river site were used, one for each run period
[24]. The 3He target thickness is 53.23� 0.53 mg=cm2,
while the two 3H cells had nominal thicknesses of 84.95�
0.28 and 84.79� 0.28 mg=cm2, before accounting for 3H
decay or target density modifications due to beam heating.
It was found that the second cell, used for the data taking at
4.323 GeV, had a ð4.12� 0.20Þ% 1H contamination [24].
To correct for this contamination, all settings with 1H elastic
data ware used to estimate the amount of contamination an
simulations were used to subtract the 1H contribution
from the 3H data. The 3H thickness was then reduced by
ð4.12� 0.20Þ% to correct for the presence of 1H [24]. A
correction was also applied to account for the reduction in
gas density seen by the beam as a result of target heating,
determined to be a 9.4% (6.0%) for 3H (3He) [29] at the
average beam current of the experiment. Finally, because
the tritium decays into 3He over time (up to 4.21% by the
end of the run period), the 3He contribution was subtracted,
based on the 3Hemeasurement, and the target thickness was
reduced to account for the tritium decay.
Cuts were applied to the reconstructed angle and

momentum of the scattered electrons to focus on the
high-acceptance regions of spectrometers. The small pion
contribution was removed by applying cuts to the
Cherenkov and shower counter detectors, yielding a neg-
ligible (< 0.1%) pion contribution [27]. To subtract the
large contribution from the target end caps, the reaction
vertex was selected to be �8 cm from the center of the
target and the small (< 1%) residual contribution from the
end caps was removed using data from an empty cell or
dummy target (two thicker Al foils at the position of the
target windows that were used when the rate was low), as
described in Ref. [24].

TABLE I. Kinematics including the number of settings used to
cover the QE peak, and the extracted form factor and uncertain-
ties (uncorrelated and correlated).

Label
E0

[GeV]
Theta
[deg]

Q2

[GeV2]
No. QE
settings Gn

M=ðμnGDÞ
L21 2.222 21.778 0.603 3 1.066� 0.017� 0.027
L24 2.222 23.891 0.703 3 1.049� 0.016� 0.026
L26 2.222 25.952 0.803 3 1.067� 0.017� 0.026
L28 2.222 28.001 0.905 3 1.052� 0.017� 0.025
L30 2.222 30.001 1.004 3 1.058� 0.017� 0.025
L17 4.323 17.006 1.360 2 1.039� 0.018� 0.025
R42 2.222 42.025 1.578 3 1.067� 0.028� 0.024
R24 4.323 24.016 2.313 2 1.068� 0.022� 0.025
R26 4.323 26.003 2.580 3 1.034� 0.023� 0.025
R28 4.323 28.004 2.843 2 1.021� 0.029� 0.025
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After applying cuts, the yield was normalized to the
effective integrated luminosity, which includes the target
length, the data acquisition live time, the trigger, tracking,
and particle identification efficiencies. The normalized
yield was binned as a function of energy transfer, ω,
and compared to a detailed simulation of the experiment.
The simulation generates events over the acceptance of the
spectrometer, weighted with a realistic cross section model
that starts with a model of the Born cross section and then
accounts for energy loss, multiple scattering, and radiative
corrections [30], as described in [31]. The events were then
propagated through a model of the HRS spectrometer to
account for the spectrometer acceptance.
For each bin in ω, we took the cross section model and

scaled it by the ratio of the normalized yield from the
experiment to the normalized yield from the simulation.
Assuming that the simulation accounts for all of the
corrections needed to go from the Born cross section to
the observed number of events, the only remaining uncer-
tainty in the simulation was the model cross section itself,
and this procedure adjusts the model on a bin-by-bin basis
to reproduce the data. In this procedure, any imperfections
in the simulation (radiative corrections, acceptance, etc.)
could modify the cross section, and we evaluated each of
the aspects of the simulation to account for these uncer-
tainties [27]. As discussed in the following sections, the
main observable we are interested in for the extraction of
Gn

M is the ratio of 3H and 3He cross sections, integrated over
the QE peak. The extracted cross sections have an esti-
mated point-to-point systematic uncertainty of 1.8%–2.8%
and a normalization uncertainty of roughly 3%. In taking
this ratio, many sources of uncertainty, including most of
the largest ones, cancel out and we are left with a much
smaller systematic uncertainty. We note that for the R42
setting, Q2 ≈ 1.6 GeV2, the cross sections for 3H, 3He, and
2H were all about 15% below our simple QE cross section
model. Because this was the largest angle, the spectrometer
saw the largest effective target length, and the fact that
target length acceptance was not sufficiently well recon-
structed for long targets in the Monte Carlo led to a reduced
cross section. This effect should cancel out in the ratios, and
we tested this by comparing the ratio with the standard cut
and with a �4 cm cut. The tighter cut raised the absolute
cross sections for all targets but had minimal impact on the
various cross section ratios (typically 0.5%). For the
extraction of the QE cross section ratio, we treat this
dataset consistently with all the others and apply an
additional 1% uncertainty in the ratio to account for the
possible target-dependent impact of the imperfect modeling
of the target length acceptance.
Figure 2 shows the 3H and 3He cross sections from

settings L24 and R24 with calculations based on Ref. [32].
The calculations that include FSI were used in the Gn

M
extraction. On the high ω side, we have subtracted the
inelastic contribution using the model of Ref. [33] but with

a modified meson-exchange contribution (MEC) (dis-
cussed below). Even where the subtraction is large, the
inelastic-subtracted result is in fairly good agreement with
the calculation, and because the subtraction is similar for
both targets, the impact of the inelastic subtraction on the
cross section is smaller when taking the ratio.
For the Gn

M extraction, we integrated over the QE peak
using only the statistical uncertainties, take the 3H=3He
ratio, and then apply the contribution of uncertainties that
do not cancel. The point-to-point systematic uncertainty is
∼0.75%, where the major sources are model and cut
dependence in the cross section extraction, radiative cor-
rections, inelastic and MEC subtraction, and 3He contami-
nation. The normalization uncertainty, common for all Q2

values, is 1.2%, dominated by the 1.08% target thickness
uncertainty. While two different 3H targets were used, the
uncertainty is dominated by our knowledge of the equation
of state and calibration of the pressure and temperature
measurements, which were identical for both run periods.

FIG. 2. Cross sections and statistical uncertainties for 3H and
3He compared to spectral-function calculations of Ref. [32] for
the L24 (0.703 GeV2) and R24 (2.313 GeV2) settings. The black
(gray) points are the measured total cross section, and the red
(orange) points are after subtraction of the inelastic contribution.
The vertical lines represent �1σ from the QE peak (see text for
details).
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We integrate over the central region of the peak for both
nuclei, and take the 3H=3He cross section ratio. We choose
an integration range of �1 standard deviation (as deter-
mined by a Gaussian fit to the calculations) to minimize our
sensitivity to any disagreement in the low-ω tail and to the
inelastic subtraction which is larger on the high-ω side. We
also apply a small offset in ω to the calculations for both
targets, so that the peak positions are consistent with the
data. This way we ensure that we are integrating around the
center of the QE peak for both data and simulation. This,
combined with the symmetric integration region around the
peak, minimizes sensitivity to any residual offset.
As noted earlier, the cross section ratio is approximately

RFree ¼ ð1þ 2σen=σepÞ=ð2þ σen=σepÞ, allowing for an
extraction of σen=σep. There is a small correction factor,
α, that accounts for the difference in nuclear effects and the
impact of integrating the QE peak over a finite range
(R ¼ αRFree). We use cross section calculations [32] to
determine α, the difference between this approximation and
the full QE cross section ratio, integrated over the central
part of the QE peak. The impact of off-shell effects is also
accounted for in the extraction of α from these calculations,
but they are a very small correction as the n=p cross section
ratio is much less modified by off-shell effects than the
individual cross sections.
To estimate the impact of changing the integration

region, we expand the high- or low-ω from 1 to 1.5σ. In
cases where there is insufficient data to expand the cut, or
where this includes data where the inelastic subtraction is
very large, we use a tighter cut instead to estimate the
dependence. We observe a typical variation of 0.3% in
σen=σep, corresponding to less than a 0.1% change to the
3H=3He ratio. We apply an additional 0.1% point-to-point
and 0.1% normalization uncertainty to the 3H=3He ratio to
account for the cut dependence.
The functional form of the MEC to the inelastic model

[33] was not intended to cover the low-ω side of the QE
peak, and gives an unrealistically large contribution,
especially at low Q2. To avoid a large oversubtraction,
we modified MEC contribution using different cutoff
functions that reduced the low-ω contributions, as
described in the Supplemental Material [34]. We compared
these results to subtractions using no MEC and calculations
[40] based on Ref. [41]. While the calculated MEC were
smaller than our modified parametrization, they yielded a
somewhat larger correction due to the difference in the
isospin structure. For the final results, we take the ratio
based on our intermediate truncated MEC parametrization
[34], applying a 100% uncertainty on the MEC subtraction,
which roughly covers the range of all of the methods
discussed here.
We extract σen by multiplying the extracted value of

σen=σep by the proton cross section from the parametriza-
tion of Ref. [42] that does not include corrections for

two-photon exchange (TPE), taking a 1% uncertainty on
the value of σep. We then apply TPE corrections to the
extracted σen, based on the calculations from Ref. [43]
(0.5% for these kinematics) to obtain σen in the Born
approximation. We subtract the contribution to the elastic
cross section from Gn

E (typically 5% of the total) using the
value and uncertainty of Gn

E from Ref. [18] to obtain Gn
M.

The extracted values of Gn
M are shown in Fig. 3, along

with a subset of previous measurements including the
highest precision data sets and measurements covering a
significantQ2 range. These are the datasets we use in the fit
described below, and datasets with only one or two points
and large uncertainties do not contribute significantly to the
fit. Our results are in good agreement with the Mainz
extractions [14,15], and somewhat higher than previous
JLab extractions from polarization [16] and cross section
ratio [17] extractions. However, given our correlated
uncertainty of approximately 2.4%, our results are only
2σ above these experiments.
An important question is whether or not these datasets

yield consistent results when taking into account all of the
uncertainties, in particular highly correlated uncertainties
that would allow full datasets to shift-up or -down. We note
that the previous extractions shown in Fig. 3 typically
include only statistical and uncorrelated systematic uncer-
tainties, though it is likely that several of these uncertainties
have a strongly correlated component. These could include
corrections associated with the proton and neutron detec-
tion efficiencies, detector acceptance, and radiative correc-
tions. Beyond experimental corrections, extracting Gn

M
from the cross section ratios or polarization observables
requires models for nuclear effects, knowledge of the
electron-proton cross section, final-state interactions, off-
shell effects, and hard TPE effects [43]. Based on an
examination of the dominant uncertainties in these works,

FIG. 3. Our new Gn
M results along with a subset of previous

measurements [14–17] (see text for details).
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we estimate that these experiments have correlated uncer-
tainties on their extracted values of Gn

M that vary between
1.4%–2.0%.
To examine the significance associated with these

correlated uncertainties, we perform a global fit after
applying a 1.5% normalization uncertainty on each of
the previous datasets, based on a rough estimate of their
correlated experimental and model-dependent uncertain-
ties. We fit Gn

M to a 4th order inverse polynomial,
neglecting the normalization uncertainties, and obtain χ2 ¼
74.7 for 46 degrees of freedom. If we allow the normali-
zation of each dataset to vary, with a χ2 penalty based on its
normalization uncertainty, the fit gives χ2 ¼ 47.0 for
46 degrees of freedom, bringing the datasets into good
agreement with normalizations shifts that are below 1σ,
except for the CLAS data set which is raised by 1.3σ.
When we account for the estimated normalization

uncertainties for the various datasets, we find that they
are in excellent agreement. While our normalization
uncertainty is somewhat larger than we estimated for the
previous measurements, the fact that our dataset has over-
lap with the Anklin, Kubon, Lachniet, and Anderson
extractions allow it to provide an improved cross-normali-
zation of the various datasets.
In conclusion, we have extracted Gn

M for Q2 values from
0.6–2.9 GeV2, with point-to-point uncertainties of 1.5%–
2% and an additional correlated uncertainty of approxi-
mately 2.4%. Part of the normalization uncertainty comes
from our subtraction of the MEC, so this extraction can be
improved with better understanding of the MECs. The
current uncertainties, combined with the Q2 coverage of
these data, allow us to better constrain the normalization of
various data sets. This led us to reexamine the correlated
uncertainties in previous datasets, and demonstrates that the
datasets are consistent within their uncertainties, taking our
estimate of 1.5% normalization uncertainty for the previous
measurements. This suggests that overall understanding of
Gn

M could be further improved with the inclusion of datasets
covering a large Q2 range, even with a significant nor-
malization uncertainty, or with the addition of a new highly
precise and accurate measurement, even with a very limited
Q2 range or single Q2 point.
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