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Abstract 

Galaxy ( https://galaxyproject.org ) is deplo y ed globally, predominantly through free-to-use services, supporting user-driven research that broadens 
in scope each year. Users are attracted to public Galaxy services b y platf orm st abilit y, tool and reference dat aset diversit y, training , support and 
integration, which enables complex, reproducible, shareable data analysis. Applying the principles of user experience design (UXD), has driven 
impro v ements in accessibility, tool disco v erability through Galaxy Labs / subdomains, and a redesigned Galaxy ToolShed. Galaxy tool capabilities 
are progressing in two strategic directions: integrating general purpose graphical processing units (GPGPU) access for cutting-edge methods, and 
licensed tool support. Engagement with global research consortia is being increased by developing more workflows in Galaxy and by resourcing 
the public Galaxy services to run them. The Galaxy Training Network (GTN) portfolio has grown in both size, and accessibility, through learning 
paths and direct integration with Galaxy tools that feature in training courses. Code de v elopment continues in line with the Galaxy Project 
roadmap, with impro v ements to job scheduling and the user interf ace. En vironmental impact assessment is also helping engage users and 
de v elopers, reminding them of their role in sust ainabilit y, by displaying estimated CO 2 emissions generated by each Galaxy job. 
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ser demand for an easily accessible data analytics service,
eployed on computing infrastructure capable of meeting the
eeds of complex computing in research, has resulted in the
alaxy Project supporting, in its 19th year of ongoing oper-

tion, a rapid increase in throughput globally ( 1 ,2 ). Galaxy
rovides analytical tools that can be used individually or
inked into complex workflows with intermediate data out-
uts capable of triggering logic conditionals within the work-
ow. Recent enhancements allow researchers to run work-
ows on data of variable quality, and have the workflow
uffered to systematically explore experimental variability
 https:// gxy.io/ GTN:T00164 ). Large scale research is necessar-
ly collaborative, and Galaxy’s capacity to both securely share
nd publish data and workflows supports efficient collabora-
ion, training, and data reuse. Recent changes to the Galaxy
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user interface discussed below have made sharing more
visible. 

Collectively , the usegalaxy .* services in the United States,
Australia, and Europe have amassed > 500 000 regis-
tered users, and supports > 11 000 individual users run-
ning > 1 000 000 jobs on average each month of 2023.
Usegalaxy.* service statistics are publicly available at https:
// status.galaxyproject.org/ , with detailed operational data for
Australia and Europe at https:// stats.usegalaxy.org.au/ and
https:// stats.galaxyproject.eu/ , respectively. Users have access
to > 9000 scientific tools, supporting > 400 different types of
input data, enabling a wide variety of analyses in both the
life and physical sciences, including astronomy, genomics, pro-
teomics, metabolomics, materials science, imaging, and cy-
tometry. Efficient, reproducible complex analytical pipelines
can be created by joining tools from any domain with
024. Accepted: May 2, 2024 
c Acids Research. 
ons Attribution License (https: // creativecommons.org / licenses / by / 4.0 / ), 
provided the original work is properly cited. 
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‘noodles’ on the workflow canvas. Analysis outputs can be
explored with > 50 types of inbuilt visualizations, and a sim-
ple URL can be shared with collaborators, which encapsulates
all the data, analyses settings, tool versions, and workflows
needed for replication. 

Resear c h driv en Solutions 

Galaxy makes thousands of third-party open-source analy-
sis packages easy to use, and interoperable without any user
supplied code. For any new analysis package to become a
tool, a developer prepares a Galaxy wrapper once, and up-
loads it to the sharable Galaxy global tool ‘appstore’ called
the Galaxy Toolshed ( https:// toolshed.g2.bx.psu.edu/ ). Each
Galaxy service supports a core common tool set, and offers
a wide range of other tools, the exact combination of which
is driven by user demand. The tools are then categorized by
scientific use and / or datatypes involved. Further, the option
to host tools on Galaxy is conditional on the tools’ computa-
tional needs (e.g. GPGPUs, high-memory), licence stipulations
of tool use, and the ability for it to be wrapped as a standard
or interactive tool, all of which have been improved in the lat-
est Galaxy updates ( https:// docs.galaxyproject.org/ en/ master/
releases/index.html ). 

Galaxy Labs / sites / subdomains 

The Galaxy Toolshed now hosts over 9500 distinct and mod-
ular software packages, i.e. tools, available to Galaxy Ad-
ministrators for easy installation on any Galaxy service. The
breadth of analytical options available as installed tools can
add value for end users but can also be overwhelming. User
feedback, both active formal UX documentation and passive
user-initiated feedback, have identified that even a fraction of
the tools hosted on a Galaxy service can confuse the process
of finding any specific tool. For example, a user looking for
a singular tool on the usegalaxy.* servers have to navigate
through sets of 1770 (Galaxy US), 3320 (Galaxy EU) and
1730 (Galaxy AU) tools. This can be daunting, even when
considering the help provided through tool categorisation and
EDAM ontology labels ( 3 ). 

Galaxy Europe first provided a solution to empower re-
searchers with a common interest or who undertake a set of
activities frequently. The subdomains focus on a particular re-
search domain or technology modality (Figure 1 ). The con-
tent, tools and resources available are ‘tailored’ to each do-
main - i.e. making sure that the resources are a good fit for
routine real-world research practice. Galaxy Australia also
now makes use of this option, naming its offering Galaxy
Labs (Figure 1 ). These labs offer a concentration of tools,
workflows, and resources allowing new and regular practi-
tioners of that field ready access to the most common op-
tions they need, whilst still offering all the other Galaxy
features they could use. Importantly, a user logged in on
a Galaxy offering labs / subdomains has full access to their
data (histories), workflows, shared data, across all labs and
the main service page. Galaxy Labs also align with Galaxy
Project’s strategic initiative to support global research con-
sortia, such as the Vertebrate Genome Project (VGP) ( 4 ) and
Earth BioGenome Project (EBP) ( 5 ). Important regional ex-
amples include the adoption of Galaxy within the European
Partnership for the Assessment of Risks from Chemicals (EU-
PARC; https: // www.eu-parc.eu / ) ( 6 ), WP4 Task 4.3.1.d, as a 
platform of choice for processing small molecule mass spec- 
trometry datasets, and separately for processing of mass spec- 
trometry datasets generated via the Czech node (coordina- 
tor) of the European Environmental Exposure Assessment 
Research Infrastructure (EIRENE-CZ; https://www.eirene- 
ri.eu/). In Australia, the Threatened Species Initiative uses 
Galaxy Australia as its primary genomics analytical service 
( https:// threatenedspeciesinitiative.com/ genome-assembly/ ). 

GPGPU-supported tools 

Increased tool complexity and capacity is evident in Galaxy 
through recent tool offerings utilising GPGPU infrastructure.
Tool execution environment resourcing is not a consideration 

for Galaxy users but is easily configured by Galaxy infrastruc- 
ture providers. GPGPU-based tools (AlphaFold2.0 / multimer 
( 7 ), ChatGPT ( 8 ) and AI-based tools run in JupyterLab ( 7 )) 
are highly requested and are delivered through local access 
to GPGPU or through commercial cloud provision, across 
the usegalaxy.* services. In the case of Galaxy Australia,
this work necessitated the deployment of a Pulsar on the 
Australian instance of Microsoft Azure. The demand for 
AlphaFold2.0 / multimer in Australia has branched into uti- 
lization of NVIDIA GPUs and more recently the code has 
been adapted to also work on AMD GPUs, to decouple 
the tool use from a specific set of hardware requirements 
and to allow the tool to be deployed on a greater range of 
worker node configurations. Within the US, Galaxy lever- 
ages GPGPU and other compute resources via the NSF- 
sponsored ACCESS-CI network, and now supports the widely 
used AlphaFold / CollabFold algorithms ( 9 ), GPU-based sig- 
nal processing tools for ONT sequencing data ( 10 ), and other 
highly requested GPU tools. In support of global genome as- 
sembly consortiums, the GPGPU tool Helixer has been de- 
ployed onto usegalaxy.* services and is expected to drive 
GPGPU utilisation in support of programs such as the Eu- 
ropean Reference Genome Atlas (ERGA, https: // www.erga- 
biodiversity.eu / ) and VGP. Future Galaxy Project updates are 
predicted to increasingly utilize GPGPU and tensor processing 
unit (TPU)-dependent tools. 

Licenced tools 

A primary driver for Galaxy’s success has been its founda- 
tion in the principles of open-source development. However,
this has limited the implementation of tools for Galaxy that 
have a non-open-source licensing arrangement. In some cases,
development of an open-source equivalent has minimal delay 
after commercial solutions become available; MaxQuant ( 11 ) 
as a pan-proteomics tool is one such example. In rare cases 
where open-source development cannot keep pace with com- 
mercial solutions or user demands, Galaxy has increasingly 
turned to offering licenced options, for example: CellRanger 
and FGeneSH++ ( 12 ,13 ). Working in the interest of users, this 
provides a solution, which is the primary goal. It involves a 
local administrative burden in controlling access and licence 
agreements. The Galaxy community hopes that sufficient ev- 
idence of utility will make a compelling case for vendors to 

reconsider their licensing agreements to increase exposure to 

their tools (and brand) through Galaxy usage that acknowl- 
edges their contribution. 

https://toolshed.g2.bx.psu.edu/
https://docs.galaxyproject.org/en/master/releases/index.html
https://www.eirene-ri.eu/
https://threatenedspeciesinitiative.com/genome-assembly/
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Figure 1. Examples of Galaxy Labs / subdomains. Researchers can quickly access a concentration of domain-specific tools, w orkflo ws, support, and 
training through Galaxy Labs or Galaxy subdomains. Top: the Genome Lab and Proteomics Lab on Galaxy Australia, https://genome.usegalaxy.org.au and 
ht tps://proteomics.usegalaxy.org.au . Bot tom: the Single Cell Omics subdomain on Galaxy Europe, ht tps:// singlecell.usegalaxy.eu/ and 
https://hicexplorer .usegalaxy .eu . 
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iscoverability 

ny individual tool or workflow is only useful if it can be
iscovered in the first place, and this discoverability extends
o the core functions of the software. In effect, a researcher
hould be able to discover an analytical solution using ei-
her the specific software name and associated metadata, or
n the basis that they are seeking a particular functionality.
n either case, the discovery of tool and workflow metadata
as become increasingly important for both users and ad-
inistrators of Galaxy. Existing capacity to share this meta-
ata across life science domains that make use of Galaxy will
reatly increase the scientific impact of these improvements.
 solution for individual tools recently developed, with an

nitial focus on microbiology, is at https://galaxyproject.org/
ommunity/ sig/ microbial/ #tools . This interactive searchable
able combines metadata sourced from Galaxy tool wrappers
via Planemo), Galaxy instance APIs (adding tool availability),
LIXIR bio.tools ( https:// bio.tools/ ) (adding EMBRACE Data
nd Methods’ (EDAM terms ( 3 )), BioConda ( 14 ) (checking if

ools are current), and a community-curated worksheet (flag-
ing tools to be excluded). Galaxy already supports version-
ng through the Workflow editor (i.e. the canvas). However,
he need to share workflows collaboratively using persistent
dentifiers, and to align with the FAIR principles for research
oftware ( 15 ), has led to integration with workflow registries
ike WorkflowHub (https: // workflowhub.eu / ) and Dockstore
 

( 16 ). From WorkflowHub, researchers can select a ‘Run on
usegalaxy.eu’, which triggers workflow import to Galaxy Eu-
rope; from Dockstore, a Galaxy workflow can be imported
into any of the three major usegalaxy.* servers. Within Galaxy,
a user can search either WorkflowHub or Dockstore using
their GA4GH Tool Registry Service (TRS) implementations
( 17 ), alongside existing options for workflow import from lo-
cal files and public URLs. 

Galaxy Training Network 

A long-standing and core feature of Galaxy is its ability to
deliver accessible, convenient and highly reproducible train-
ing, in scheduled trainer-supported programs, or as self-
directed active learning. The Galaxy Training Network (GTN;
http: // training.galaxyproject.org) ( 18 ) is the complementary
service that hosts tutorials, guides, and infrastructure for
feedback / improvements on content. The GTN offers > 400
tutorials across 25 scientific and 6 technical topics, written
by > 325 contributors. 

GTN materials 

The GTN strives to maintain tutorials, keeping them syn-
chronized with changes in research practice, updating 366 tu-
torials (90%) in the past year alone. Nine new topics have
been added including Single Cell Analysis, S AR S-CoV-2, One

https://genome.usegalaxy.org.au
https://proteomics.usegalaxy.org.au
https://singlecell.usegalaxy.eu/
https://hicexplorer.usegalaxy.eu
https://galaxyproject.org/community/sig/microbial/#tools
https://bio.tools/
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Health, Evolution, Materials Science, and Synthetic Biology.
The topic focus has expanded from purely scientific top-
ics to include broader topics such as the new ‘FAIR data
analysis’ topic, which aims to guide learners to make their
data and workflows FAIRer via hands-on tutorials. Addi-
tionally, a ‘Data science’ topic has been added covering ba-
sics of Python, R, SQL and snakemake ( 19 ) using interac-
tive notebooks which can be run inside Galaxy as interac-
tive tools, or independently of Galaxy. This work has been
supported by the addition of over 70 new contributors to
the GTN in the past 2 years, which alongside the existing
contributor community have added a total of 133 tutori-
als to Galaxy since April 2022. Finally, an exploratory col-
laboration with AI4Life (https: // ai4life.eurobioimaging.eu / )
has produced several slide decks introducing learners to the
BioimageModelZoo. The GTN hosts these training materials
on custom-branded pages to provide scientific consortia with
a way to host their training materials with minimal mainte-
nance burden, even though they have no direct connection
with Galaxy. 

GTN framework 

Alongside the steady increase in tutorial numbers, the frame-
work itself is also continually improved. New features are de-
veloped, to support the utility of the GTN for both learners
and educators. These include: 

• Automated video slides : When comprehensive speaker
notes are provided with a slide deck, the GTN frame-
work will automatically create a video lecture based on
the slides, using automated text-to-speech (TTS) soft-
ware. This is a useful resource for learners, as well as
educators preparing to teach the slide deck. Finally, the
maintenance burden is significantly lower than for live
videos, as any change in the slides or speaker notes will
trigger an automatic rebuild of the videos. 

• Defining learning pathways : Learning paths describe a
journey around a topic or set of topics, that guide
learners from introductory materials to increasingly ad-
vanced tutorials. These learning pathways can include
materials from different GTN topics and allow group-
ing into modules. Learning pathways support learners
trying to find suitable tutorials to achieve their learning
objectives, as well as educators in crafting a curriculum.
These learning pathways have been typically based on
week-long training courses organised by the community.

• Support for modular lessons / c hoose-y our-own-adventure
tutorials : It is now possible to present learners with a
choice and depending on their choice, the tutorial con-
tents are changed. This option has been used in various
ways, for example to offer a choice of different align-
ment tools in the RNA-seq tutorial, or to adjust the level
or length of the 16S metagenomics tutorial, where users
can choose if they want an higher-level view of the topic
by running a set of five workflows, or if they want to
dive into the complexity of analytical options and file
formats, and run each of the 30+ steps manually. 

• Support for interactive notebook-based coding tutorials :
These tutorials can be viewed either in the traditional
GTN view as a static web page, where learners launch
Rstudio or Jupyter and perform the hands-on instruc-
tions. In addition, the GTN framework can also con-
vert these tutorials into fully-fledged Jupyter notebooks,
where the user can perform the hands-on tasks directly 
inside the tutorial notebook, while also having the full 
tutorial (scientific explanations, question boxes, etc.) 
loaded in the notebook. 

• GTN support inside Galaxy : Accessing GTN materials is 
now possible directly from within the Galaxy Web in- 
terface. When the materials are accessed in this manner,
it enables the GTN’s click-to-run workflows and tools 
integration, whereby users can click on tool / workflow 

names in the tutorials to automatically open them inside 
their open Galaxy session. 

• Pan GTN improvements : Persistent identifiers (PURLs) for 
tutorials, GTN API, support for manually curated tuto- 
rial translations, website themes and improved search 

functionality. 

GTN events 

In addition to the frequent training events organized by the 
broader Galaxy community, the large-scale global Galaxy 
Smörgåsbord training event, started in 2021, has been re- 
peated in the past two years, attracting 3082 (2022) and 

2965 (2023) registrations. These events offered fully remote,
highly flexible, asynchronous, video-based learning with sup- 
port from the Galaxy community on Slack. Learners could 

design their own program based on their own experience and 

interests, and determine their own schedules based on their 
own time constraints. 

Training infrastructure as a service (TIaaS) 

In support of GTN and Galaxy-based training events in 

terms of compute resources, we have developed and released 

Training-Infrastructure-as-a-Server (TIaaS) ( 20 ). TIaaS allows 
Galaxy administrators to reserve compute resources for train- 
ing events, to minimise queue times for participants. Educa- 
tors additionally get access to a dashboard that shows an 

overview of the status of participant’s tool runs, allowing them 

to easily view progress and identify problems, even in a re- 
mote teaching setting. In the past 70 months, over 500 training 
events with over 24 000 learners have used TIaaS for Galaxy 
training. 

User-focused features and enhancements 

The increasingly complex offerings within Galaxy have been 

matched by the improvements to the usability of Galaxy,
through the application of user-driven design (UXD). Begin- 
ning in the GTN and in recognition of Galaxy’s aim to cater to 

all researchers from all regions of the global and with all man- 
ner of accessibility needs, Galaxy has deployed several features 
to enhance accessibility. These include: 

• Legibility : Both the GTN and Galaxy have adopted Atkin- 
son Hyperligible, a font designed by the Braille In- 
stitute ( https:// brailleinstitute.org/ freefont ) that aims to 

improve legibility for low-vision readers by making 
letterforms easy to recognize even when blurry. This 
change helps us meet our goal of an accessible platform 

and making data science accessible for everyone, includ- 
ing those with visual impairments. The GTN has a long- 
standing commitment to accessibility and regularly tests 
its interface with a screen reader which has helped catch 

numerous accessibility issues that would not be noticed 

https://brailleinstitute.org/freefont
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by sighted learners, all to the benefit of a larger more in-
clusive community. Galaxy has recently launched a sim-
ilar effort to improve the screen reader accessibility of
its interface, making large strides in reducing the num-
ber of mouse-only workflows and improving keyboard
navigation. 

• Colourschemes : Galaxy has implemented a framework
allowing for customization of system colours and
the user interface, allowing individual Galaxy deploy-
ments to customise their colours to match their brand-
ing, supporting customizing logos and the masthead
colouring ( https:// galaxyproject.org/ news/ 2023- 04- 25- 
themes- in- galaxy ). The GTN found issues in its exist-
ing implementation and separated out cosmetic changes
from the more important accessibility axes of automatic
dark / light mode responding to the user’s browser pref-
erences for colour scheme and contrast, allowing users
to choose any cosmetic theme separately from their vi-
sual needs. 

• P an-Galactic T ool Search : The GTN has begun
collecting lists of publicly shared workflows
( https:// training.galaxyproject.org/ training-material/ 
workflows/list.html ) and tools ( https://gxy.io/GTN:
N00055 ) across public Galaxy services, enabling both
learners and researchers to more easily discover both
what resources and where those resources are available
to access. 

• ‘ Click to run ’ : WorkflowHub.eu and Dockstore are both
integrated into Galaxy via the GA4GH TRS API which
gives users a ‘click to run’ experience. They can iden-
tify a workflow in their preferred hub, and then with a
click (or two) be redirected to their preferred Galaxy
to launch the workflow. Within the GTN we imple-
mented a similar feature, any workflows inside the GTN
are likewise launchable directly in the user’s preferred
Galaxy via the TRS API. When these links are accessed
from within a Galaxy instance via the ‘Tutorial Mode’,
the workflow is launched directly in the user’s active
Galaxy with one click. These sorts of enhancement sig-
nificantly improve the learner’s experience by remov-
ing barriers and distractions from following hands-on
learning materials, allowing them to focus on the con-
tent and the science. 

• Display language : Language configuration is possible
through the Localization option in Manage Preferences.
Users can easily navigate Galaxy options in their pre-
ferred language, currently selecting from: Chinese, En-
glish, French, Japanese and Spanish. 

oftwar e featur es and enhancements 

alaxy updates range from user interface changes to funda-
ental code base refreshes and best practice adoption. Herein

re described the features deployed to enable all the improve-
ents in the utility of Galaxy described above. 

ervice optimization 

• Total Perspective Vortex (TPV) : TPV is a library for
right-sizing and meta-scheduling Galaxy jobs in het-
erogeneous compute environments ( https:// doi.org/ 10.
48550/arXiv.2312.02060 ). TPV allows fine-grained
control over resource allocation for individual jobs,
including the ability to make decisions using live re-
source data. A key advantage of TPV is a first-
ever community-curated database of default resource
requirements for nearly 1000 popular bioinformat-
ics tools ( https:// github.com/ galaxyproject/ tpv-shared-
database ). This publicly available resource has recom-
mended resource allocations and scaling rules for tools
in a simple YAML format, that takes away the need
for administrators to individually configure, and often
guess, job resource requirements per Galaxy deploy-
ment. TPV can be easily configured on any modern
Galaxy instance and has been deployed on Galaxy AU
and EU, processing over ten million jobs since its initial
deployment in November 2021. 

• GA4GH support : By supporting the APIs developed by
GA4GH ( 17 ), the Galaxy Project helps to ensure that
data are easily accessible and interoperable, and can be
quickly and easily analyzed by researchers and clini-
cians. This is particularly notable in the genomics com-
munity to advance medical research and improve pa-
tient care. The collaboration between GA4GH and the
Galaxy Project therefore helps to achieve the mutual
goal of making genomic data a valuable resource for
the benefit of humanity. Galaxy currently supports sev-
eral major APIs, including the Data Repository Service
(DRS) for import and export of data hosted within
Galaxy; the Task Execution Service (TES) which ex-
poses Pulsar resources to efficiently execute large scale
analyses; and the Tool Registry Service (TRS) to share
and distribute workflows. Galaxy also has preliminary
support for Beacon, which allows for the discovery of
genome data by querying if a specific variant is present
in a dataset, and several other GA4GH APIs. 

• Deferred remote dataset resolution : Deferred datasets is a
feature that allows datasets to be fetched only when the
job using them is run, potentially reducing waiting times
for analysis. Tools and workflows can be executed effi-
ciently, Galaxy will download the remote dataset only
when it’s needed for a specific job. Since the data isn’t
stored by Galaxy until required, the dataset does not
contribute to a user’s storage quota. 

User experience improvements 

A suite of new features have been added to Galaxy in direct
support of making the Galaxy UI more intuitive and more
relevant in the information displayed. These include: 

• Notification system : The new notification system facilitates
sending notifications about a wide variety of scenarios
like job completion, artifact sharing, service updates,
and more. Notifications appear within the Galaxy ser-
vice as red enumerated dots that navigate to the notifica-
tion panel (Figure 2 ). Users have control over their noti-
fications, including the option to subscribe / unsubscribe
from certain types of notifications. The new no-
tification system also supports broadcast notifica-
tions, allowing administrators to send server-wide an-
nouncements, such as server maintenance or downtime
notifications. 

• Login throughOpenIDConnect (OIDC) enhancements :
Galaxy tools and jobs are now able to use linked OIDC
identities to carry out actions on behalf of users. This

https://galaxyproject.org/news/2023-04-25-themes-in-galaxy
https://training.galaxyproject.org/training-material/workflows/list.html
https://gxy.io/GTN:N00055
https://doi.org/10.48550/arXiv.2312.02060
https://github.com/galaxyproject/tpv-shared-database
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Figure 2. Notifications and Broadcasts Galaxy administrator and user views. Top: Galaxy administrator view for individual user Notifications and 
service-wide Broadcasts. Bottom: an example of the combination of Notifications and Broadcasts a user will experience. 

 

 

 

 

 

 

 

 

 

enables tools and workflows to have single-sign-on ca-
pabilities for a seamless user experience. Tool authors
are able to utilise these capabilities to reduce friction
for users where previously, repeated prompting for user
credentials may have been required. 

• History interface : A core Galaxy element, the user History
of input data and results, was updated to allow easier
dataset input searching, quick History switching, multi-
history viewer, multi-directional drag and drop in the
multi-history viewer, and bulk operations such as item
tagging and database key changes. 
• Tool search : Updated to include Advanced Tool search, al- 
lowing filtering by Section, ID and Help Text in addition 

to Name. 

Resear c h data management 

Galaxy stores both user data and reference data on behalf 
of researchers. Providing users with a clear understanding 
of their storage profile on a Galaxy service is important in 

managing the service obligations for storing data. To pro- 
vide more informed data management these new features have 
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Figure 3. User Storage Dashboard. The User Storage Dashboard, available from release 22.05, and improved and extended on release 23.1. Top left: 
dashboard main o v ervie w. Top right: storage management section where a user can quickly disco v er and free up disk space. Bottom left: visual 
representation of the top 10 histories by size. Bottom right: example of possible available options to store your history objects. 

b  

p

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

een made available to service operators and to users to em-
ower decision making on data storage . 

• Unused history management : The responsibility of man-
aging user data should reside with the user, however
active reminders of approaching quota limits are usu-
ally needed to help users in this task. An option, cur-
rently deployed on Galaxy Australia, is an email alert
of histories that have not been modified in the past
52 weeks and the pending deletion of such histories
in 2 additional week’s time. The email lists all his-
tories with hyperlinks directly to the histories, allow-
ing the user to easily take any action required, sup-
ported by each history size and links to support guides
for downloading and preserving the history outside of
Galaxy. 

• Storage visibility : A researcher data journey on Galaxy
can include training data, optimization data, raw data
and individual reference data. Each of these data
classifications can be grouped by their requirement
for storage / retrieval. For example, GTN training data
stored on Zenodo ( https:// zenodo.org/ communities/
galaxy-training/) can be repeatedly accessed if stored
temporarily on an individual Galaxy service. However
raw data may need to be stored until associated results
are published and data stored as required by publica-
tion. The User Storage Dashboard and Storage options
help researchers manage their total storage profile. The
Storage Dashboard is a central place where the user is
presented with an overview of their disk storage usage
(Figure 3 ). It also provides an easy and quick way to
recover space from likely unused histories or datasets.
Users can visualize the disk usage of their collected his-
tories, with the top 10, 20 or 50 histories measured by
total storage required displayed on a box plot (Figure 3 ).
More detail can be found for individual datasets, allow-
ing users to manage their total storage profile and what
data requires export or deletion. The History Preferred
Object Store storage options let the user select where to
store the data depending on their needs, and differs on
each public Galaxy server. 

• Data export : Galaxy users have been able to export History
item(s) or complete histories, for the purpose of archiv-
ing or later reuse. The provenance of exports however
was not tracked, and this has been improved. Histories
now track when and where they were exported. Exports
can be permanent or temporary. Permanent exports sup-
port quick and easy re-import into Galaxy from the
‘ File Source Plugin’ configured on the Galaxy server,
such as S3, Zenodo, Dropbox. Temporary exports are
short lived links that allow users to download histo-
ries, making it possible to manually upload and im-
port them later as needed. Histories can be exported

https://zenodo.org/communities/galaxy-training/
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Figure 4. Str uct ured data e xport of Galaxy objects. Top left: e xample of history —v ariant calling e xport to R Ocrate, with tracking on prior e xport e v ents. 
Top right: export of workflow invocation to multiple archival formats. Bottom: InvenioRDM export, supporting easy connection to Zenodo. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

as compressed archives, or as RO-Crate objects ( 21 ), a
FAIR archiving format of Research Objects based on
schema.org and Bioschemas (Figure 4 ). Workflow in-
vocations (or runs) can be exported to multiple for-
mats, including RO-Crate, as well as BioComputeOb-
jects, a standard (IEEE 2791–2020) for tracking prove-
nance information of bioinformatics pipelines for high-
throughput sequencing containing additional metadata
pertaining to the workflow execution (Figure 4 ). Work-
flow export infrastructure has been extended to sup-
port new format standards, through the easy addition
of new plugins to the feature. A significant example is
the new InvenioRDM plugin. This plugin allows users
to export / import single datasets or histories to any Inve-
nioRDM instance (Figure 4 ). InvenioRDM is a turn-key
research data management (RDM) repository solution
developed by CERN. It is the underlying platform used
by Zenodo, which in turn allows for easy import / export
data from Galaxy to Zenodo. 
 

A vibrant global community 

The Galaxy Project is supported by hundreds of active con- 
tributors to the code, tools, workflows, and training. This 
engagement allows the user community to play an important 
formal role in planning the future directions of Galaxy 
Project. Evidence of this engagement includes acknowl- 
edgment of Galaxy in public documentation, with > 3645 

papers citing Galaxy between 2022 and 2024. Followers on 

microblogging services are another metric. Galaxy Project 
reached over 14 000 followers on X (formerly Twitter),
before changed rules and policies at X ceased to align with 

the values of participants, leading to Galaxy Project aban- 
doning reliance on X for communication. From 2024, a 
multi-service approach has been adopted, with Mastodon 

( https:// mstdn.science/ @galaxyproject ), Matrix ( https:// app. 
element.io/ #/ room/ #galaxyproject _ Lobby:gitter.im ), BlueSky 
( https:// bsky.app/ profile/ galaxyproject.bsky.social ) and 

LinkedIn ( https:// www.linkedin.com/ company/ galaxy- 
project/) all destinations for Galaxy Projects messaging.

https://mstdn.science/@galaxyproject
https://app.element.io/#/room/
https://bsky.app/profile/galaxyproject.bsky.social
https://www.linkedin.com/company/galaxy-project/
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Figure 5. Example of estimated CO 2 production associated with a Galaxy job. Sourced from a MSstats job on Galaxy Australia ( https://usegalaxy.org.au ), 
running Galaxy code release 23.1. 
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ngagement also comes from clear and open communi-
ation within Galaxy Project. The governance, working
roup and special interest groups (SIGs) have been revised
o provide appropriate custodianship of Galaxy into the
uture. 

alaxy Project governance 

he Galaxy Project is managed by participatory self-
overnance. Formal governance structures include the Galaxy
xecutive Board (GEB), Galaxy Community Board (GCB),
alaxy Technical Board (GTB) and the Project Manage-
ent Office (PMO) ( https:// galaxyproject.org/ community/

overnance/). The GEB aims to enhance its international
epresentation by welcoming new and experienced principal
nvestigators from diverse backgrounds. This expansion is
iewed as crucial for fostering a broader and more inclusive
esearch community with the growth of Galaxy from local
rojects to a global initiative. 
SIGs are groups of specialists, collaborating, engaging

ith and contributing to Galaxy, through development and
haring of specialized resources, and by clarifying and con-
ributing their longer term needs to Project planning ( https:
/ galaxyproject.org/ community/ sig/ ). Entirely driven by user
ommunities, SIGs have recently been reorganized extensively
o accommodate growth, emerging from community groups,
elf-identified by language or geographic regions (e.g. GTÑ-
spañol), scientific projects (e.g. responses to COVID-19), and
ommunities of shared research practice, such as single-cell
nalyses methods. 
These SIGs have self-organized into the GCB, to establish
best practices, develop infrastructure and guidelines for them-
selves, and build user representation. The goal is to streamline
community efforts and provide a unified voice as part of the
Galaxy governance. Indeed, recognizing the growing gap be-
tween users and developers within the expanding Galaxy com-
munity, the User Interface / User Experience (UI / UX) team has
established a strong connection with these SIGs, interview-
ing users, establishing platform user experience benchmark-
ing and testing interventions. Insights gathered from training
events—often, if not always run in part by SIGs—are then
channelled back to the UI / UX team through interviews and
presentations at meetings, fostering a continuous improve-
ment cycle. 

A few recent examples of SIG outputs include: 

• Vertebrate Genome Project : Galaxy has demonstrated its
utility in support of the VGP through the publication
of the version 2.1 VGP assembly workflow ( 22 ). Using
data from VGP and ERGA, the workflow has gener-
ated 51 genomes, from 4 amphibian, 15 bird, 10 fish,
14 mammal and 8 reptile species. 

• Computational proteomics : In close collaboration with
AnalystSuite, interactive tools, such as LFQanalyst, for
the visualisation and exploration of data are available
on Galaxy ( 23 ). 

• Human genetics : Galaxy has increased support for hu-
man genetics, especially with new workflows for dis-
covering and interpreting genetic variations for use
within the NHGRI AnVIL ( 24 ) and NCI Firecloud ( 25 )
environments. 

https://usegalaxy.org.au
https://galaxyproject.org/community/governance/
https://galaxyproject.org/community/sig/
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Environmental impact 

As a responsible service provider to a resource intensive global
community, the Galaxy Project helps clarify the environmen-
tal impact of conducting research, by showing the estimated
production of CO 2 for every job executed (Figure 5 ). 

Future plans 

Galaxy continues to advance on new software technolo-
gies, new scientific datatypes and applications, and new
paradigms for collaborative research. This includes; shared
Pulsar servers, utilization of scratch storage and broadening
research domain support. Ultimately this is driven by the core
values to support accessible, reproducible, and transparent
user-driven research. This includes ensuring that Galaxy can
integrate with external data sources, computational infras-
tructure and third party analysis tools, and building a strong,
welcoming, collaborative community of users, developers, and
stakeholders who contribute to the ongoing improvement of
the Galaxy platform and ecosystem. The Galaxy Project relies
extensively on our vibrant user community, and we continu-
ously monitor, adapt and evolve to meet the changing needs
of the open science research community. 

Data availability 

Galaxy is freely available at https://galaxyproject.org . 
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