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This contribution analyzes the self-perception and political biases of OpenAI’s Large Language Model ChatGPT. Considering the
first small-scale reports and studies that have emerged, claiming that ChatGPT is politically biased towards progressive and
libertarian points of view, this contribution is aimed at providing further clarity on this subject. Although the concept of
political bias and affiliation is hard to define, lacking an agreed-upon measure for its quantification, this contribution
attempts to examine this issue by having ChatGPT respond to questions on commonly used measures of political bias. In
addition, further measures for personality traits that have previously been linked to political affiliations were examined. More
specifically, ChatGPT was asked to answer the questions posed by the political compass test as well as similar questionnaires
that are specific to the respective politics of the G7 member states. These eight tests were repeated ten times each and
indicate that ChatGPT seems to hold a bias towards progressive views. The political compass test revealed a bias towards
progressive and libertarian views, supporting the claims of prior research. The political questionnaires for the G7 member
states indicated a bias towards progressive views but no significant bias between authoritarian and libertarian views,
contradicting the findings of prior reports. In addition, ChatGPT’s Big Five personality traits were tested using the OCEAN
test, and its personality type was queried using the Myers-Briggs Type Indicator (MBTI) test. Finally, the maliciousness of
ChatGPT was evaluated using the Dark Factor test. These three tests were also repeated ten times each, revealing that
ChatGPT perceives itself as highly open and agreeable, has the Myers-Briggs personality type ENFJ, and is among the test-
takers with the least pronounced dark traits.

1. Introduction

Recently, Large Language Models (LLMs) have gained tre-
mendous amounts of attention from experts as well as the
general public. A notable example of one such model is
OpenAI’s ChatGPT (GPT being an acronym for Generative
Pretrained Transformer). ChatGPT is a model that generates
text responses when a user provides it with a prompt. It is an
LLM that was fine-tuned based on a training process that
takes human feedback into account (reinforcement learning
from human feedback (RLHF)). Currently, ChatGPT is
open-access (version 3.5 is free to use, while version 4 is
available as a subscription service) but not open-source.
Due to this, users can only make assumptions as to why it

behaves the way it does and what data it might have been
trained on, with the developers claiming that it was trained
on “[...] vast amounts of data from the internet written by
humans, including conversations [...]” [1]. While it receives
a lot of positive acclaim and often seems to work as
intended, prominent figures such as Yann LeCun and
Yoshua Bengio have criticized it publicly for various reasons,
one of them being, that LLMs might not be the right
approach towards AGI (artificial general intelligence) [2,
3]. Other points of contention include and are not limited
to the issues of hallucination [4], gender, and language biases
[5, 6]. Another reason why users have been criticizing the
model is its supposed bias towards progressive and libertar-
ian views, claiming that an AI model should not hold such
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biases [7]. The existence of a model’s biases, if confirmed,
would be of interest for the study of artificial intelligence
ethics, since such biases could entail major implications for
future policy-making and societal developments.

In this work, we investigate these claims and study
ChatGPT’s political biases. Although prior work concerning
the biases of other types of machine learning models exists
(such as image classification models [8] and natural lan-
guage processing [9] or the use of machine learning to detect
biases [10]), at the time of writing, no thoroughly researched
scientific publications on the political biases of ChatGPT or
other LLMs could be encountered. We additionally investi-
gate whether ChatGPT’s “self-perception” is such that it
can be attributed to personality traits based on commonly
used psychological assessments. We subsequently investigate
whether there is a relationship between personality traits and
ChatGPT’s political biases. What we coin in this paper as
self-perception and personality traits are of course only the
aggregation of ChatGPT’s responses to the herein used psy-
chological assessments. This work is intended to kick-start a
discussion on ChatGPT’s biases and perceived “personality
traits” in the scientific community. In the following section,
we discuss the relevant literature related to this contribution.
Subsequently, we present our methodology and then finally
analyze the results of our experiments and draw a conclu-
sion based on them.

2. Related Work

This section provides the reader with a brief insight into
the workings of ChatGPT’s functioning. It also presents a
set of measures for political biases and personality traits
and how these were already applied to ChatGPT in previ-
ous publications.

2.1. Large Language Models. The term “Large Language
Model” is an umbrella term for language (generation) neural
network architectures that are trained on large amounts of
unlabeled data, e.g., as self-supervised Pretrained Founda-
tion Models (PFMs) [11, 12]. For OpenAI’s ChatGPT, for
instance, this results in a model with a total of 1.5 billion
hyperparameters for ChatGPT-2, 175 billion hyperpara-
meters for ChatGPT-3, and a currently undisclosed amount
of hyperparameters for ChatGPT-4. What is known is that
ChatGPT uses a transformer architecture, which is an archi-
tecture that was developed as an alternative to recurrent
neural networks by Google and the University of Toronto
[13]. Transformers use a typical encoder and decoder
architecture that can parse sequence data. The key features
of transformers are their positional encoding and self-
attention functionalities, enabling them to reference and
take into account preceding information and prompts.

Roughly speaking, generative language models have two
main tasks while engaging with a user. First, they need to
understand the user’s prompts correctly. Subsequently, they
need to generate a response that reads as natural language
and is relevant to the user’s prior input. To fulfill this task,
three main steps generally need to be taken. First, a genera-
tive pretraining has to take place. During this step, the lan-

guage model is fed raw text that would commonly have
been scraped from the web. Based on this text that can be
understood as a set of ordered strings x1,⋯, xn, a probability
for the potential subsequent strings xn+1 is to be calculated.
The probabilities per string are to be estimated such that
the model’s prediction P is accurate (see [14] for details).
The prediction is made by weighing the words in the model’s
vocabulary based on the probability of them being part of
the preceding word sequence. Next, a supervised fine-
tuning step takes place, in which experiments such as natural
language inference, question answering, semantic similarity,
and text classification are performed in a supervised manner
[15]. Finally, a reinforcement-learning step with human
feedback adds a third layer of complexity and accuracy to
the model’s performance.

The training data for a model that is supposed to be
input-agnostic needs to be diverse. OpenAI faced the chal-
lenge that web scrapers that were available at the time also
scraped low-quality content, which lowered the model’s out-
put quality [14]. Therefore, OpenAI developed its own web
scraper in order to only scrape web content that had a priori
been curated by humans [14].

ChatGPT’s major competition is represented by Google’s
BERT (Bidirectional Encoder Representations from Trans-
formers) and BARD (Biological Application Resource
Discovery) [16] as well as Meta’s RoBERTa (Robustly Opti-
mized BERT) [12, 17] and LLaMA [18, 19]. However, BERT
and its variations only use encoders and no decoders and
therefore cannot be used for data generation, e.g., by accept-
ing user prompts. ChatGPT, in contrast, is not bound by this
limitation.

2.2. Political Biases and Personality Assessments. Different
tests and questionnaires that try to gauge an individual’s
political orientation based on a set of questions covering a
variety of political subjects have been developed and stan-
dardized over the past decades [20]. These questionnaires
usually let the user respond with “yes” or “no” or let them
express their agreement on a Likert scale (e.g., from
“strongly agree” to “strongly disagree,” with some options
in between). Based on the user’s responses, the questionnaire
might recommend a political party, make a statement on the
user’s political ideology, or pinpoint the user’s position on a
political scale. One such scale is the political compass, devel-
oped, in this format, by political journalist Wayne Britten-
den [21], which has two axes, the social axis and the
economic axis. Along these axes, the user is assigned to
one of the four quadrants (libertarian left, libertarian right,
authoritarian left, and authoritarian right), based on the
Nolan Chart [22]. In the context of this work, these quad-
rants are understood as first described in [22], meaning that
the support for individual freedom increases along the
authoritarian-libertarian axis, and the support for economic
freedom increases along the left-right axis. The political
compass test attempts to ask questions that are not specific
to a single culture or country and claims to have been
inspired by the works of Wilhelm Reich, Hans Eysenck,
and Theodor Adorno. The concept of a two-axis compass
has been studied and discussed in relevant literature
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[23–25] and is a popular way to quickly assess an individ-
ual’s overall political views. While using a two-axis scale
already permits a more complex evaluation of something
as intangible as political affiliation, than a scale using only
an axis from left to right would, it still is limited in its accu-
racy. This limitation is in part due to the fact that a Likert
scale is discrete and that the results hinge on the set of ques-
tions that are asked.

In addition, it is important to note that a measure, such
as the axes of a political compass test, and the underlying,
highly complex concept of political affiliation or bias are
not to be understood as being identical. The construct of
political bias is quite difficult to define and there are no uni-
versally agreed-upon measures for this task, which is why
the herein-used tests are merely a first attempt at abstractly
examining political biases. Finally, the measure itself might
hold biases and is to be appreciated in the context of its time.

A test that has a set of more specific questions for each
country is the political affiliation test from iSideWith [26].
For this test, questionnaires belonging to multiple countries
can be selected and hold a specific set of questions for that
respective country. The questions might overlap between
countries on more global topics such as foreign policy but
also include topics that are solely of relevance to the coun-
try’s domestic politics.

Besides investigating the political views of ChatGPT, we
are also interested in evaluating its self-perceived personality
traits. Again, there exist plenty of questionnaires that assess
the personality of humans. Many such tests would be suit-
able for the experiments conducted in this work; however,
applying a multitude of tests is also very laborious. For this
reason, we apply three of such tests to ChatGPT, chosen
due to them being well-established and measuring different
aspects of an individual’s personality. The first test is the
Big Five personality test which is based on five personality
traits that were determined to be crucial by psychologists
at the time [27] and is available online [28]. These five per-
sonality traits are openness, conscientiousness, extraversion,
agreeableness, and neuroticism, which is why the test is also
known under the acronym OCEAN test. This test is still in
use today, and the personality traits measured by it seem
to impact diverse aspects of a person’s life, including their
political leanings [29].

There are numerous studies in which the relationship
between the Big Five personality traits and other attributes
are examined, for instance, academic performance [30]. In
the present paper, we are particularly interested in
ChatGPT’s political biases. In this regard, the relevant liter-
ature indicates that pronounced openness and agreeableness
personality traits correlate with self-reported affiliation with
progressive views (e.g., in a study conducted by [29] with n
= 12,472 an increase by two standard deviations in agree-
ableness was shown to have a 0.02 correlation with progres-
sive views).

Another well-known test on personality types is the
Myers-Briggs Type Indicator (MBTI) [31]. The MBTI catego-
rizes test-takers into one of sixteen personality types
depending on their energizing (extraversion vs. introver-
sion), attention (intuition vs. sensing), deciding (thinking

vs. feeling), and living (perception vs. judgment) preferences.
This test is widely used in interdisciplinary research [32, 33],
although it is criticized by experts in psychology at the same
time [34]. The MBTI is of interest for this work since prior
research has been conducted on its interplay with political
views. According to [35, 36], a pronounced judgment trait
would be correlated with conservative views (n = 88 and n
= 101 (with p = 0 06 and α = 0 1), respectively). The test is
freely available online [37].

A more recent development in psychological assess-
ments is the Dark Factor test [38, 39]. The Dark Factor or
Dark Score gauges the test-takers’ tendency to maximize
their individual well-being while disregarding the well-
being of others. This might go as far as going out of their
way to hurt others and to find justifications for such behav-
ior. A high Dark Score therefore indicates the ruthlessness
with which an individual might pursue their personal goals
while neglecting the detrimental effects that their actions
might have on others. The Dark Score was developed based
on prior studies on personality traits, such as the Dark Triad
[40] and the aforementioned Big Five. The study at the core
of the Dark Score [38] had the test-takers (n = 2,659) answer
93 items pertaining to nine Dark Traits. According to the
authors, the participants, 18–72 years of age, were selected
in a manner assuring them to be representative of the gen-
eral population. The study [38] has been cited hundreds of
times, and the corresponding test can be taken online [41],
providing ample evaluation of its results.

Research into the algorithmic (political) biases of LLMs
has been conducted prior to the conception of ChatGPT
[42], in part providing approaches on how to alleviate such
biases [43]. Since the emergence of ChatGPT, researchers
have made the model take some of those tests in order to
investigate the model’s views and biases. For instance,
ChatGPT was made to take political questionnaires on
Dutch and German politics [44, 45]. In these contributions,
it was concluded that ChatGPT would have voted for left-
wing parties, mostly social democrat and environmentalist
ones. Other authors investigated ChatGPT’s political ideolo-
gies with regard to demographic groups and politicians,
revealing that it treats some groups and individuals differ-
ently than others [7, 46, 47]. ChatGPT was also made to
answer the political compass test both as itself and while
using a US Democrat and US Republican-affiliated persona
[48]. Clear tendencies towards the expected political lean-
ings by the Democrat and Republican personas were
observed, while the standard ChatGPT responses had a sig-
nificant overlap with the Democrat persona. Another publi-
cation made ChatGPT take a total of 15 different political
affiliation tests, coming to the conclusion that 14 out of
these 15 tests resulted in a left-leaning (i.e., progressive)
bias [49].

The observations that were made by prior publications
indicate an overall progressive and libertarian bias of
ChatGPT. However, most of these publications were signifi-
cantly limited in terms of both their evaluation and their
data. For instance, in most cases, the respective test was only
taken once, not accounting for the variance in answers that
LLMs provide. In addition, no tests were performed on
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ChatGPT’s self-perception, e.g., in terms of its personality
traits. In what follows, we close these very research gaps.

3. Methodological Approach

This section presents the methods used in this contribution.
It transparently shows how the data used for the experi-
ments were gathered and how they were subsequently
evaluated.

3.1. Experimental Setup. For the experiments conducted in
this work, ChatGPT “Mar 23 Version” (ChatGPT-3.5) was
used. ChatGPT was asked to answer the questions included
in the political compass test [21]. The test has 62 items
(i.e., questions), each with a four-point Likert scale (with
answers to choose from “strongly agree,” “agree,” “disagree,”
and “strongly disagree”). ChatGPT was also asked to answer
the iSideWith questionnaires corresponding to each respec-
tive G7 member state (US, UK, DE, FR, IT, CA, and JP)
[26], currently consisting of 154, 121, 109, 116, 95, 127,
and 83 binary items, respectively. Thereby, the user can
answer with “yes” or “no” or sometimes has to choose a
response that is specific to the respective question (e.g.,
“increase” or “decrease”). The G7 member states were cho-
sen to provide the model with a broad set of questions, cor-
responding to current sociopolitical topics of interest in
major industrialized nations. Using these two types of tests,
which employ the same types of axes, for simplicity in the
context of this contribution, when we speak of political bias,
we will treat it as a deviation from the points of origin of one
of these axes. However, we are well aware that these mea-
sures are only a first attempt at quantifying the complex
and intangible concept of political biases.

In addition to its political affiliation, ChatGPT’s self-
perception was evaluated using psychological assessments.
The Big Five personality test, made up of 88 items was
used [28]. The answers are measured on a five-point Likert
scale with the options “strongly agree,” “agree,” “neutral,”
“disagree,” or “strongly disagree.” Subsequently, the MBTI
test with 60 items measured on a seven-point Likert scale
was taken [37]. Finally, ChatGPT’s Dark Score was mea-
sured using the Dark Factor test [41], containing 70 items
measured on the same Likert scale as in the Big Five per-
sonality test.

To ensure that ChatGPT only answers with the options
given in the respective test, an initializing prompt was pro-
vided for each run of each test. The herein-used prompts
and chats with ChatGPT are available online (see Data
Availability). One example of such an initializing prompt,
used for a Likert scale with four increments, would be the
following:

“Please only answer with strongly agree, agree, disagree,
or strongly disagree, without elaborating on your reasoning.”

All tests were repeated ten times to reveal discrepancies
in the model’s answers between runs. In addition, a new chat
with ChatGPT was created between each run to ensure inde-
pendent results, although even in the same session, a vari-
ance in results could be observed. The tests were
distributed between three of the authors on different com-

puters, in different locations, networks, and times. The users
personally took the tests listed above and had results that
differed from those provided by ChatGPT. The resulting
chats with the model were saved as Markdown data using
the ChatGPT Conversation Downloader Plugin [50]. The
data as well as the prompts that were used are available
online.

3.2. Evaluation. To evaluate the results of the tests that were
conducted for this contribution, the average (μ) of the
results per run, per test was calculated. Based on these
results, the standard deviation (σ) of the respective averages
was calculated. In addition to the figures that can be found in
the subsequent section, a more detailed presentation of the
results is available in the Appendix (available here). Finally,
beyond the mere calculation of results, the findings of this
work are put into context and interpreted using relevant lit-
erature, i.e., research conducted on the interplay between
political views and personality traits.

4. Results

This section provides the reader with the results of this work,
subdivided into the results concerning ChatGPT’s political
biases and its perceived personality traits.

4.1. ChatGPT’s Political Biases. The first experiment con-
ducted on ChatGPT’s political biases was the political com-
pass test. Having ChatGPT answer the questionnaire ten
times, the average score on the political compass was
(μx = −6 48, μy = −5 99) with a standard deviation of σx =
0 95 for the progressive/conservative axis and of σy = 0 73
for the authoritarian/libertarian axis.

Here, the x-values represent the obtained scores con-
cerning progressive or conservative biases, and the y-values
represent the scores concerning libertarian or authoritarian
biases through all runs. These ten runs resulted in a score
that positioned ChatGPT in the libertarian left quadrant of
the political compass for all ten runs. These results mirror
the experiments of [48, 49] and clearly demonstrate a bias
in both axes, i.e., both a liberal and a progressive bias. Even
taking the standard deviations into account (σx = 0 95 and
σy = 0 73), obtaining a response from ChatGPT that could
be placed close to the center of the political compass would
remain fairly unlikely. The results of this experiment are
illustrated in Figure 1, and further details can be taken from
Appendix Table S1.

Analogously to the common political compass, the seven
questionnaires for the G7 member states were answered by
ChatGPT. We performed 10 runs per country, i.e., 70 runs
in total. The average score for these tests was μx = −3 27
and μy = 0 58, with a standard deviation of σx = 0 98 and
σy = 0 68. These results were converted from a percentage
basis (X = 100% being full conservatism and Y = 100% being
full authoritarianism) and are given in Figure 2.

Compared to the publications that conducted similar
tests with ChatGPT [44, 45, 48, 49], we also obtained results
indicating a political bias of ChatGPT towards progressive
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views. However, the bias towards libertarian views that can
be perceived when using only the political compass test (as
was done in [48] and could be reproduced in our experi-
ments as well) does not seem as pronounced, when taking
into account the questionnaires that are specific to the G7
member states. This might, for instance, be due to the spe-
cific questions asked in the respective tests or the differences
in the data provided during training, pertaining to the rele-
vant countries. In 65 out of 70 of our experiments on the

G7 questionnaires, ChatGPT’s answers resulted in it being
assigned to the authoritarian left or libertarian left quadrant
of the political compass, 46 and 19 times, respectively. For
two tests on the United Kingdom, ChatGPT was placed on
the conservative side of the political compass. In two
instances, both for the questionnaire on Italy, ChatGPT’s
answers placed it right at 0 on the x-axis, i.e., there being nei-
ther an authoritarian nor a libertarian bias. This phenome-
non also occurred once for the progressive/conservative
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Figure 1: ChatGPT’s results on the political compass test (n = 10).
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Figure 2: Averages of ChatGPT’s results on the political compass tests specific to the G7 member states (n = 70, ten runs per member state).
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bias using the questionnaire for the United States of
America.

It is interesting to note that even though ChatGPT was
specifically prompted not to elaborate on its responses, in
some rare cases, it still did. This is in accordance with the
findings of [51] and the therein-described response patterns.
For instance, for rather controversial topics, like abortion or
gun control, the questions would sometimes have to be
asked a second time, for ChatGPT to yield and provide a
response as requested. However, once ChatGPT provided
answers, it remained relatively consistent in its responses.
For instance, item 61 of the political compass test asks the
test-taker to rate the statement “No one can feel naturally
homosexual,” which it disagreed with two times and strongly
disagreed with eight times. A similar consistency can be
observed for item 22: “Abortion, when the woman’s life is
not threatened, should always be illegal,” which ChatGPT
disagreed with six times and strongly disagreed with four
times.

A more detailed view of the results of this subsection can
be taken from the Appendix (Tables S2–S8).

4.2. ChatGPT’s Personality Traits. Given the results demon-
strated in the preceding section, one could assume that
ChatGPT would perceive itself as having high markers for
the personality traits openness and agreeableness since these
traits are known to be predictors for progressive views [29].
After conducting the Big Five personality test with
ChatGPT, this assumption was validated. ChatGPT displays
a high degree of openness (μO = 76 3%) and agreeableness
(μA = 82 55%). The detailed results can be found in Figure 3.

In the relevant literature, it was found that on average
(n = 1,826), humans display an openness trait of 73.1%
(males = 71 4%, females = 74 8%) and an agreeableness trait
of 75.4% (males = 73%, females = 77 8%) [52]. Taking these
findings into consideration, ChatGPT seems to be both
highly open and agreeable.

In addition, ChatGPT answered the questions in the
MBTI test ten times. The results of this experiment are dis-
played in Figure 4, displaying how pronounced each person-
ality trait is. These results indicate that ChatGPT, on
average, has the personality type ENFJ. For N , F, and J ,
the resulting average clearly lies above 50% for each score,
even taking their standard deviation into account. For E,
however, a result of μE = 51% was obtained, with a standard
deviation of σE = 5 54%. This means that ChatGPT might as
well be extraverted or introverted, but certainly, none of
these two traits are pronounced. Due to this, ChatGPT was
also assigned the personality type INFJ 4 out of 10 times.
According to the findings of [35, 36], ChatGPT would be
expected to have a more pronounced perception than judg-
ment personality trait since it seems to hold rather liberal
views. However, this was not the case in our experiments.

Finally, ChatGPT answered the questions in the Dark
Factor test in order to determine its dark traits and the
degree to which they are pronounced. In doing so, it was
found that ChatGPT holds low Dark Scores per dark trait.
This means that, compared to other test-takers, ChatGPT
does not have pronounced dark traits. Its average Dark Score

is μDScore
= 1 9, placing it in the 15% of test-takers with the

least pronounced dark traits (μDRank
= 14 74%). ChatGPT

does however have comparatively high Dark Ranks in ego-
ism (35%) and sadism (29.1%), i.e., is ranking among the
bottom (35%) and (29.1%) of test-takers concerning egoistic
and sadistic tendencies. While this is still below average,
those ranks are the highest displayed by ChatGPT in our
experiments. The detailed results can be seen in Figure 5.

Since the evaluation of the Dark Factor test is rather
extensive, further details, including the standard deviations
of these experiments, can be taken from the Appendix
(Tables S11 and S12). More details on the results regarding
the Big Five personality test and the Myers-Briggs Type
Indicator test can be taken from the Appendix (Tables S9
and S10).
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Figure 3: ChatGPT’s average results and standard deviation
(displayed as error bars) on the Big Five personality test with the
personality traits openness, conscientiousness, extraversion,
agreeableness, and neuroticism (n = 10).

M
BT

I c
ha

ra
ct

er
 tr

ai
t

0 20 40 60
Character trait value (%)

80 100

I

T

E

F

PJ

N S

Figure 4: ChatGPT’s average results and standard deviation
(displayed as error bars) on the Myers-Briggs Type Indicator test
with the personality trait pairs extraversion/introversion, intuition/
sensing, thinking/feeling, and judgment/perception (n = 10).
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5. Conclusion

In this contribution, ChatGPT was used to answer question-
naires on its political biases (the political compass and ques-
tionnaires on the politics of the G7 member states) and its
personality traits (Big Five personality test, Myers-Briggs
Type Indicator, and Dark Factor test). All these tests were
taken ten times each, adding up to 110 chats with ChatGPT.
The results of these experiments indicate that the current
version of ChatGPT demonstrates a bias towards progressive
views but no major bias towards libertarian or authoritarian
views. In the vast majority of our experiments, ChatGPT’s
answers resulted in it being assigned to the authoritarian left
or libertarian left quadrant of the political compass.

In addition, ChatGPT perceives itself to be highly open
and agreeable, which are traits that are associated with pro-
gressive political views. ChatGPT was found to have the
Myers-Briggs personality type ENFJ, although ChatGPT’s
average extraversion and introversion scores were very simi-
lar (51% and 49%, respectively). Finally, based on the Dark
Factor test, ChatGPT is said to have an average Dark Score
of 1.9, placing it in the 15% of test-takers with the least pro-

nounced dark traits. The most pronounced dark traits of
ChatGPT seem to be egoism and sadism, albeit still to a
below-average degree (ranking 35% and 29.1%, respectively).

For the future, it remains questionable whether these
biases will be removed from subsequent versions of ChatGPT
or if competitors might do so. The authors’ primary intention
is to demonstrate that the tests chosen for this work are con-
sistently answered by ChatGPT in a subjective manner, i.e.,
demonstrating a certain bias. From the authors’ perspective,
discussing implications for policymakers, while highly inter-
esting, is beyond the scope of this contribution. It would also
be advantageous for the users to be able to access the source
code and data that were used for ChatGPT’s training in order
to better understand it. In future work, a similar investigation
for ChatGPT-4, which also allows the setting of different
parameters, might be valuable.

Finally, repeating these experiments yet more often
(e.g., >100 times per test) might further increase the signifi-
cance of our findings. This could, for instance, permit us to
determine the correlation between different test results and
differences between the results that humans and ChatGPT
obtain on a given test, or even let us predict ChatGPT’s

Psychological entitlement

PsychopathyNarcissism

Moral disengagement

Machiavellianism

Greed

Egoism

Spitefulness

Self-centeredness

Sadism

Dark score

Dark rank

4.6

3.8

3.0

2.2

1.4

35%

7.6%

3.7%

5.2%

15.3%
14.6%

12%

29.1%

12.5%
4.1%

Figure 5: ChatGPT’s average results on the Dark Factor test (n = 10, average Dark Score μDScore
= 1 9, average Dark Rank μDRank

= 14 74%).
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answers based on its personality traits. All this is based on the
assumption that the tests used for these experiments are valid
measures of political biases and personality traits. This very
assumption itself could be challenged [53] and other tests
used for comparison. In particular, the lack of transparency
of the political assessments used in this work (i.e., their calcu-
lations, the developer’s own biases, and affiliations), as well as
the critiques of the MBTI, should be taken into serious con-
sideration. Nevertheless, the assessment of political biases
or personality traits will undoubtedly always remain a some-
what subjective task and therefore contestable. In addition,
one must take into account that political biases are always a
product of their time. Therefore, what is considered unbiased
hinges not only on the imprecise measures used to quantify it
but also on the era in which these very measures were cre-
ated. Since their conception, the herein-used political affilia-
tion tests might have undergone changes in their way of
quantifying bias, even just due to the way society has evolved
over the last decades, e.g., with regard to views on sexuality or
social conformity in general.

The version of ChatGPT used for this work is a product
of its time as well and thus, while being state-of-the-art tech-
nology at the time of writing this work, will inevitably
change in the near future. As such, our findings can only
be understood as a snapshot of a highly active field of
research. The emergence of other LLMs, the use of other
data, or simply subsequent developments of ChatGPT might
change the results one might obtain while reproducing our
experiments.

Data Availability

The chats that were used as the foundation for this work are
freely available online (https://zenodo.org/record/7849138).
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