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Abstract
The aerospace industry utilizes nickel-based super-alloys due to its high level of strength and corrosion resistance. To 
evaluate milling strategies regarding tool wear, the prediction of forces during these cutting operations is essential. This 
comprises the determination of the undeformed chip thickness. Due to the complex interdependencies of tool engagements, 
the determination of these thicknesses is challenging. A geometric physically-based simulation system was extended by a 
novel time-discrete envelope model to increase the precision of the calculated undeformed chip thicknesses. In order to take 
tool wear into account, digitized topographies of cutting inserts in different states of tool wear were modelled.
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1  Introduction

Nickel-based super-alloys are widely used in the energy 
and aerospace industry. Difficult-to-cut materials, like 
Inconel 718, are characterized by a high strength and cor-
rosion resistance, even at high temperatures, which make 
them especially popular in these sectors [1, 2]. However, 
the machining of such materials is difficult as the material 
tends to cause high process forces and high tool wear [3]. 
One possibilty to improve the productivity and the tool life 
is the utilization of alternative path strategies, e.g., trochoi-
dal milling [4, 5], which exhibit more favorable wear pro-
gressions than linear path milling strategies [6]. Regarding 
the complex engagement situation in trochoidal milling and 
optimization of the process, a simulation-based analysis is 

required, especially when the consideration of tool wear is 
of special interest. Therefore, models for turning and drill-
ing were presented in several studies that take tool wear into 
account by using finite element analysis [7, 8].

While simulation systems have been used to predict 
force evolution for milling processes or evaluate the 
dynamic process behavior [9, 10], the developed models 
are restricted to specific cases for which they have been 
calibrated. An essential process characteristic is the result-
ing chip thickness during machining, which can be used 
to predict process forces. Especially for the analysis of 
process stability and tool wear, a precise prognosis of the 
occurring chip thicknesses is needed [11–13]. The deter-
mination of so called undeformed chip thicknesses during 
cutting operations has been subject to various abstractions 
to ensure feasibility in regard to simulations of whole 
processes [14]. Empirical models can be used, based on 
assumptions derived from orthogonal cutting operations 
and their prevalent chip thickness [15]. These models can 
be applied to a discretized tool model to result in a global 
process force calculated for each time step. The prediction 
of chip thicknesses during milling operations based on the 
Constructive-Solid-Geometry technique [10] can also be 
used, when neglecting effects of tool wear or variations of 
the cutting edge. Other approaches considered tool wear 
by modifying force model parameter values for each tool 
wear state  [16, 17] or extending the force model with an 
additional wear-dependent parameter [18]. The calculation 
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of process forces for trochoidal milling strategies have 
been investigated using numerical models, which derived 
parameter values specifically for trochoidal path strategies 
[19, 20], since the transferability of force parameter values 
from linear strategies to trochoidal milling could not be 
achieved [21]. However, tool wear was not considered in 
these studies. Due to the complex engagement situation 
of trochoidal paths and the wear-dependent change of the 
shapes of cutting tools, the prediction of process forces 
is limited with previous methods, when considering tool 
wear-specifically to trochoidal milling strategies. In this 
investigation, a new modeling approach is presented, which 
utilizes different states of tool wear derived from trochoidal 
milling strategies to increase the precision of the calculated 
process forces in an existing geometric physically-based 
simulation system. Instead of using wear-specific process 
force parameter values, the topography of the tool is taken 
into account, allowing for a calibration based on linear path 
strategy experiments. A time-discrete envelope model is 
applied to predict process forces for linear path and tro-
choidal path strategies in Inconel 718 using a novel tool 
model. The new model is based on the consideration of 
individual cutting segments in combination with a discrete 
workpiece representation.

2 � Materials and methods

In this section, the experimental setup and the measuring 
equipment used is described. In addition, the method for 
digitizing cutting insert is explained in detail.

2.1 � Experimental setup

In order to detect different tool wear stages and their effect 
on process forces, milling experiments were conducted on 
a five-axis machining center, Deckel Maho DMU50 eVolu-
tion. The spindle speed is limited to n = 18, 000 1∕min with 
a maximum feed rate for each axis of vf = 20, 000mm∕min . 
Due to the high torque absorption of T = 130Nm the machine 
is suitable for the machining of nickel-based superalloys [22].

The experiments were carried out using milling tools 
with carbide cutting inserts and a nominal tool diameter of 
d = 16mm . The inserts had a corner radius of r = 0.8mm . 
To increase tool life, inserts with a multilayer PVD-AlTiCrN 

coating were used (Sandvik Coromant R390-11 T3 08M-
PM 1130) in combination with lubricant coolant. The 
workpiece material consisted of the forged nickel-based 
superalloy Inconel 718 (2.4668) (Table 1). The experimen-
tal setup consisted of several components. For the experi-
mental setup, a three-component dynamometer of the 
type Kistler 9139 was mounted on the machine table via 
an adapter plate to measure the process forces. The data 
was recorded using a measuring amplifier with a sampling 
frequency of 20 kHz. The workpiece with dimensions of 
38 × 107 × 65mm3 was fixed on the dynamometer with a 
clamping device. The experimental setup is shown in Fig. 1. 
To record different wear states during the tests, a digitiza-
tion of the cutting insert was conducted at an early stage 
(material removal of Vw,0 = 0mm3 ) and a steady state stage 
( Vw,1 = 2140mm3 ). In addition, a late stage with a material 
removal of Vw,2 = 5350mm3 was digitized, representing a 
defined end of tool life (Sect. 2.3). For this investigation, 
the state of a new and a worn cutting insert was chosen for 
further evaluation.

2.2 � Calibration experiments

In order to determine force parameter values for the pro-
posed force model, calibration tests using linear path mill-
ing experiments were carried out using two different wear 
states ( Vw,1 and Vw,2 ). Within these force measurement tests, 
linear paths were machined. For the initialization of the pro-
cess force model, new cutting inserts were utilized. For the 

Table 1   Chemical composition of Inconel 718 (2.4668) specified in wt% according to the manufacturer

C Si Mn P S Cr Mo Ni

0.039 0.05 0.05 0.012 0.0003 17.67 2.98 54.32

Co Cu Nb Ti Fe Al B Ta

0.40 0.04 5.41 0.930 17.50 0.49 0.0028 0.006

Fig. 1   Experimental setup for a linear milling path
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consideration of tool wear, a cutting insert in a late stage 
was chosen, showing an increase of process forces during 
cutting. For these tests, a cutting velocity of vc = 30m/min 
with a tooth feed of fz = 0.12mm was used and a depth of 
cut of ap = 1mm and width of cut of ae = 1mm was chosen. 
The experiments were conducted using a trochoidal path 
strategy with a cutting velocity of vc = 40m/min  and a feed 
per tooth of  fz = 0.1mm while maintaining the same depth 
of cut of ap = 1mm and width of cut of ae = 1mm . The 
process parameter values were chosen based on previous 
investigations [6].

2.3 � Digitization of tool inserts

For the determination of the tool model, digitizations of 
the considered cutting inserts were required. To achieve 
comparable measurements within the conducted test 
series, an accurate positioning with high repeatability is 
important. Therefore, a negative imprint of the inserts used 
was created using imprint mass to avoid the removal of 
cutting inserts within the test series. In addition to the 
experimental setup, a holder device with replaceable ele-
ments was designed. These replaceable elements, in the 
following referred to as imprint holders, were produced 
with a 3D printer. The holder device was mounted on 
the machine table, allowing for an easy replacement of 
imprint holders. Figure 2 illustrates the process of acquir-
ing an imprint of the cutting insert (a) and the result (b), 
which represents the digitized insert. The replicated part 
and a microscopic image of the cutting insert is shown in 

Fig. 2c. By using this approach, a negative of the cutting 
insert could be built directly on the machining center and 
different states of wear could be recorded. The digitiza-
tion of the imprints was conducted with the optical 3D 
measurement system Alicona Infinite Focus G5. The two 
selected wear states are shown in Fig. 3.

3 � Calculation of trochoidal paths

The motion of the trochoidal path can be described as a 
superposition of a circular motion with a linear movement 
of the tool. In literature, different approaches for the cal-
culation of trochoidal path were compared, e.g., a circular 
and trochoidal model by Rauch et al. [23] or the epicycloi-
dal model by Salehi et al. [24]. In this paper, the calcula-
tion of X- and Y-coordinates of the tool center point along 
the path is given by

with a tool diameter D = 16mm , the step over 
So = 1mm and the path angle � . B can be calculated with 
B = (Sw − D)∕2 , where Sw is the slot width of 50mm . The 
movement of the cutting edges is realized by the rotational 
axis of the tool spindle. The use of trochoidal path strategies 
results in a complex engagement situation which leads to 
variable undeformed chip thicknesses. While linear machin-
ing (Fig. 4a) creates constant maximum chip thicknesses, the 
use of trochoidal paths (Fig. 4c) generates varying maximum 
chip thicknesses along the path. In Fig. 4b a comparison of 
both strategies shows a reduction of the resulting maximum 
chip thicknesses through the process.

(1)
xc = B ⋅ cos(�),

yc = B ⋅ sin(�) +
So ⋅ �

2�
,

Fig. 2   Illustration of a the imprinting process using an imprint holder 
(highlighted orange) placed in the holder device, b the negative 
imprint and c and the resulting digitized cutting edge

Fig. 3   Measurement of the digitized cutting inserts. a A new cutting 
insert ( Vw,0 ) and b a worn cutting insert ( Vw,2 ), c with shape devia-
tions of up to 40 μm due to tool wear
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4 � Extension of a geometric physically‑based 
simulation system

In order to predict process forces during cutting opera-
tions, a geometric physically-based simulation system 
[9] was extended with a new tool model. The simulation 
system utilizes a time-step discretization of NC programs 
to calculate the TCP for cutting tools. For a given set of 
process parameter values, the NC program is subdivided 
into discrete time steps, which correspond to engagement 
situations along the given tool path. Instead of directly 
using the TCP to position a tool model, an interpolation 
along the trajectory of the cutting edge is applied [11, 
25]. This is necessary due to the superposition of TCP 
and tool rotation. For each of these time steps, the swept 
envelope volume regarding the flank face shape of the 
tool was calculated. The swept volume was generated by 
connecting corresponding points of the flank face along 
the movement path of the cutting edge for two consecu-
tive time steps (Fig. 5). The tool model is based on a 
structured grid which allows for an accessible assign-
ment of isolated cutting segments along the tool [26]. The 
structured grid can be implemented as a triangular mesh, 
which enables numerically stable intersection tests with 
discrete workpiece representations [27]. The workpiece 
is modelled by using three perpendicular dexelboards, 
each with a defined spatial precision. The respective 
dexelboards are modeled using line segments arranged 
over a two dimensional grid, representing the volume 
of the workpiece [28]. Using these discrete models, the 
uncut chip thickness was approximated by calculating the 
discretized removed material intervals of the workpiece 
for every simulation step. These removed intervals were 
sub-sampled to discrete interval points, which were then 
projected to the corresponding cutting segments of the 
cutting edge to determine the uncut chip thicknesses per 
cutting segment (Fig. 5b).

4.1 � Consideration of tool topography and wear 
effects

The representation of swept envelope volumes based on 
structured grid models enables the encoding of topography 
information of the flank face. As described in Sect. 2.3, the 
cutting inserts were digitized resulting in triangle meshes 
with approximately 100,000 triangles each. To only take the 
flank face into account, all non-visible triangles were culled 
by projecting each face in cutting direction. Based on the 
remaining vertices, a radial basis function with a cubic norm 
[29] was used to interpret the resulting scattered data for the 
construction of structured grid representations.
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Since only limited regions of the cutting tool are engaged 
during the material removal process, the considered radial 
and axial depth of cut determine the engagements through-
out the process. In this investigation, a width of 0.2 mm 
along the outer edge of the cutting insert was selected for 
further evaluation (Fig. 6a). Given these two contours along 
the cutting edge, a number of sampling points are distributed 
equidistantly to allocate a homogeneous distribution of cut-
ting segments with individual widths ws for each segment, 
referred to as �-discretization (Fig. 6a). Each of these seg-
ments are considered as distinct cutting edge segments. To 
incorporate the topographic features along the flank face, 
each segment is then extended with a number of sampling 
points in inward direction, referred to as �-discretization 
resulting in sub-segments. This structured grid approxima-
tion allows each sub-segment to be uniquely addressed with 
the indices � and �.

For evaluation, two different metrics were used to quan-
tify each sub-segment. When projecting all sub-segments 
to the reference plane defined by the axial and radial tool 
directions (i.e. in cutting direction vc ), the local distance 
�proj of each sub-segment to the outer edge can be com-
puted. Additionally, the distance of each sub-segment 
�para to the outer edge corresponding to the parametric 
representation of the shape of the segment is calculated 
(Fig. 7b). Since using only the projection in cutting direc-
tion would result in a distorted representation of the cut-
ting edge (Fig. 7), a surrogate function based on the para-
metric representation is subdivided equidistantly to allow 
for a homogeneous discretization even along the corner 
radius and occuring abrasive tool wear. These computed 
point locations are used for the sampling of their pro-
jected height values by utilizing a radial basis function, 
which results in a structured grid mapping of the micro- 
and mesoscopic shape of the cutting edge (Fig. 6b). This 
approach enables the usage of arbitrary precision in radial 

and axial direction while ensuring a distinct assignment of 
each cutting segment and sub-segment when calculating 
chip thicknesses during the cutting process. This includes 
even very low chip thicknesses, which are associated to 
ploughing effects.

4.2 � Calculation of process forces

While the calculation of process forces using empirical 
models in combination with undeformed chip thicknesses 
has been widely used [9, 11, 20], the determination of force 
directions based on topographic information is a novel 
approach. By using a structured grid discretization, the 
force directions can be calculated for each cutting segment 
separately with respect to topographic features of the con-
sidered tool. To compensate for phenomenological effects 
like friction or ploughing, especially the topographic shape 
near the cutting edge is considered as well to contribute to 
the process forces. Using the normal direction of the facets 
in the structured grid, each sub-segment i defines a local cut-
ting direction di

c
 for i ∈ � (Fig. 7a). Based on the calculated 

chip thicknesses h for each simulation step, these directions 
are weighted to approximate the effective force direction. 
The weighting factors are approximated by the local width 
wj = �

j
para − �

(j−1)
para  of each sub-segment for j ∈ [1, �h] where 

�h equals the highest index of a sub-segment in contact with 

1.0
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Fig. 6   Generation of sampling points. a Equidistant sampling of 
outer and inner contour with sampling points. b Resulting structural 
grid sampled from the radial basis function using determined control 
points

Fig. 7   Illustration of the calculation of the force direction dc . a Close-
up view of a structured grid representation including an uncut chip 
(green). b Depiction of the weighting factor wi for sub-segments 
based on the parametric distances �j

para up to the highest sub-section 
denoted as �4
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the chip. The effective force direction de can then be com-
puted as

By weighting the directions, this approach also applies a 
geometric smoothing, which in turn compensates for devia-
tions of normal vectors between sub-segments caused by 
sampling errors during digitization. The calculation using 
the aforementioned directions results in increased passive 
forces for very low chip thicknesses, whereas higher chip 
thicknesses show significant force amplitudes in cutting 
direction.

In order to incorporate characteristics in the area of the 
ploughing and separation zone, the calculated chip thickness 
is analyzed. By identifying all cutting sub-segments, which 
are at an angle above � = 80◦ to the cutting direction vc , a 
surrogate ploughing chip thickness hs can be defined with 
hs < h . By using the maximum projected distance �i

proj
 of 

these sub-segments, the width of the surrogate chip thick-
ness hs can be approximated, adding a supplementary force 
to the overall process forces.

This approximation of the effective direction regarding a 
given chip thickness h and the supplementary chip thickness 
hs is then used to extend an empirical force model, result-
ing in

for each cutting segment i ∈ � , where kc,   kn and m are 
empirical coefficients for the given tool-workpiece mate-
rial combination. The normal direction dn equals the radial 
direction of the segment. The sum of all cutting segments 
results in the overall process force for a discrete time step.

For the digitized tool in a steady state (Vw,1) , the coef-
ficients kc, kn and m were determined using regression 
analysis of calculated and measured process force signals 
during partial face milling experiments with an L-BFGS-B 
optimization scheme [30]. In this particular case, regression 
resulted in parameter values kc = 1926.08 ,  kn = 502.64 and 
m = 0.28 . To account for the deviations of process forces, 
a runout of 0.017 mm was applied. The simulated process 
forces show good accordance to measured process forces 
for the tool in the new state (Fig. 8a) with assumption of the 
runout error. When using the topography of the worn cut-
ting-insert (Vw,2) with the same process force parameter val-
ues, the process forces show comparable changes of ampli-
tudes in X- and Y-direction, whereby an increase of forces in 
Z-direction is not reproduced (Fig. 8b). The difference in the 
length of the force signals are caused by slight differences 
in the runout errors of the worn inserts. Additionally, the 
cutting inserts could exhibit small variations regarding tool 

(2)de =
da

||da||
with da =

�h∑

j=0

wjd
j
c
.

(3)Fi = wsh
(1−m)

(
kcd

i
e
+ knd

i
n

)
+ wskcv

i
c
h(1−m)
s

wear, which would result in differences in force character-
istics. The overall shape and magnitude of forces, however, 
show a good agreement to measured process forces.

5 � Evaluation

For the validation of the presented simulation approach, two 
force measurements of single arcs of a trochoidal milling 
path were selected from the milling experiments (Sect. 2). 
The first measurement is a single trochoidal path corre-
sponding to a steady state stage of the cutting insert to vali-
date the new cutting edge state after a material removal of 
approximately Vw = 1000mm3 . The second measurement 
was selected after machining of 135 paths with a material 
removal of approximately Vw = 6500mm3 , showing notice-
able changes in force amplitudes (Fig. 9b). A comparable 
runout error can be observed, which corresponds to the pre-
vious considered worn state. The process forces showed an 
increase of force amplitudes of up to 30N. For these meas-
urements, the first half of the arc (Fig. 9a 1  ) was simulated 
in five exemplary regions along the path using the novel 
empirical force model taking topographic information into 
account (Fig. 10).

For the calculation of process forces, the modeled struc-
tured grids for a new and worn cutting inserts were used 
(Sect. 4.1). The runout was set to ROradial = 0.013 mm and 
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Fig. 8   Comparison of measured and calculated process forces for two 
consecutive tooth engagements using a the model of a new cutting 
insert with determined coefficients, b the model of a worn cutting 
insert, taking topographic changes into account
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ROaxial = 0.005 mm, according to measurements conducted 
before milling experiments. The time discretization was set 
to 600 steps per tool rotation, resulting in a time-step of 
�t = 0.124 ms. The discretization of the dexel grids was 
set to 0.005 mm in each direction, while the cut intervals 
were sub-sampled to 0.001 mm each to increase the chip 
sampling accuracy. The force coefficient values were set to 
kc = 1926.08,  kn = 502.64 and m = 0.28 as concluded in the 
initialization experiments (Sect. 4.2).

The calculated forces for the cutting insert in a new 
state show a good correspondence regarding the overall 
force progression for a trochoidal path (Fig. 10a) in X- 
and Y-direction. Process forces in Z-direction, however, 
were underestimated, which corresponds to the observed 
behaviour during initialization tests. Looking at two exem-
plary tooth engagements (Fig. 11a), a slight underestima-
tion of the resulting contact length for the second tooth 
can be identified. This can be caused by small variations 
between cutting edges and minor differences in runout 
throughout the process. Overall, an equally good corre-
spondence can be seen between measured and simulated 
process forces. Especially the differences of approx. 45 N 
in Z-direction are primarily seen at the beginning of the 
engagement. After initial contact, the force level is show-
ing a good agreement. For the worn state of a cutting 
insert, a similar pattern in the overall force progression 
can be observed (Fig. 10b). While the force amplitudes 
show a good agreement for booth teeth (Fig. 11b), a slight 
deviation in X- and Y-direction, especially for the first 
tooth is noticeable after initial contact. These differences 
are caused by dynamic effects, as the force measurements 
are subjected to the transfer behaviour of the dynamom-
eter. These variations can be observed between two tooth 
engagements (see Fig. 9b 2  ). The second tooth exhibits 
a shorter contact length, presumed to be a deviation in 
runout error. The process forces in Z-direction are equally 
underestimated compared to the differences during the 

Fig. 9   Measured forces in X-, Y- and Z-direction for two different 
wear states. a Overview of one trochoidal arc. b Zoom on the differ-
ence of force amplitudes between two wear states
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initialization experiment (Sect. 4.2). In summary, it can 
be concluded that an increase in the process forces due 
to a topographical change caused by tool wear could be 
reproduced successfully. 

6 � Conclusions and outlook

In this work, an extension of a time-domain simulation 
system was presented which enables the usage of digitized 
cutting edges for the prediction of process forces. With 
this extension, shape- and wear-specific information of cut-
ting tools can be considered by structured grids. This was 
shown for cutting inserts, which were worn during milling 
of Inconel 718. The predicted process forces were deter-
mined with the extended process force model. Since runout 
can have a significant impact on the distribution of process 
forces when using multi-insert tools, the measured runout 
was applied for both tool wear states. For both wear states, 
a good accordance in linear path milling experiments could 
be achieved with one set of parameter values. Even when 
using non-linear strategies like in trochoidal milling experi-
ments, which show high variance regarding chip thickness 
and engagement situations, the force prediction were still in 
good agreement with measured forces for both wear states. 
This methodology allowed wear-specific changes in process 
forces to be modeled without having to adjust force coef-
ficients throughout the process. Slight deviations due to the 
occurrence of dynamic effects were neglected, as they did 
not play a decisive role in this investigation.

In future work, further investigations of model initializa-
tion will be conducted to ensure an increased approximation 
quality of process forces for cutting operations regarding 
different tool wear states, especially regarding the process 
forces occuring in Z-direction. An adaptive compensation 
of the runout error will be investigated to account for dif-
ferences in contact length when using modular tool holders 
for cutting inserts.
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