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Abstract: Dialect classification is a long-standing issue in Chinese dialectology.
Although various theories of Chinese dialect regions have been proposed, most have
been limited by similar methodological issues, especially due to their reliance on the
subjective analysis of dialect maps both individually and in the aggregate, as well as
their focus on phonology over syntax and vocabulary. Consequently, we know
relatively little about the geolinguistic underpinnings of Chinese dialect variation.
Following a review of previous research in this area, this article presents a theory of
Chinese dialect regions based on the first large-scale quantitative analysis of the data
from the Linguistic Atlas of Chinese Dialects, which was collected between 2000 and
2008, providing the most up-to-date picture of the full Chinese dialect landscape. We
identify and map a hierarchy of 10 major Chinese dialect regions, challenging
traditional accounts. In addition, we propose a new theory of Chinese dialect for-
mation to account for our findings.

Keywords: Chinese dialects; dialectology; dialectometry; geolinguistics; typology

1 Introduction

Chinese is a group of language varieties that forms the Sinitic branch of the Sino-
Tibetan family. It is the mother tongue of 1.2 billion people, approximately 16 % of the
World’s population. Understanding the geographic structure of Chinese dialects and
the relationships between these dialects is important because it allows us to better
understand the history of Sinitic languages, which is crucial for resolving questions
about the formation of the linguistic landscape in eastern Eurasia, as well as pro-
cesses of language variation and change more generally.
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Table 1: Middle Chinese phonology as a description framework of Chinese dialects.

Dialects Rhymes in Middle Chinese

*u *B *v
A a
B a y
C £ 8 B y

Linguistic studies of Chinese dialects have flourished for over a century in China,
with a focus on extensive fieldwork, historical phonology, and the classification of
dialect areas. Modern Chinese dialectologists have primarily carried out their work
following the paradigm introduced by Karlgren (1915), who applied European-style
historical linguistics principles to Chinese dialects, concentrating on historical
phonology. Karlgren (1915) proposed a hypothesis, generally accepted by Chinese
dialectologists today, that most Chinese dialects developed from Middle Chinese. The
exception is Min, which shows independent developments from Old Chinese and
preserves many ancient characteristics. Min is generally considered the most con-
servative Chinese dialect.

The analysis of historical phonology is complicated, however, by the fact that the
Chinese writing system is ideographic, precluding the direct analysis of pronunciation
based on historical documents. Fortunately, the phonology of Middle Chinese was
recorded by the Qieyun, a rhyme dictionary first published in 601 CE, followed by
several revised and expanded editions, presenting a compromise between northern
and southern pronunciations from the late Northern and Southern Dynasties period
(420-589 CE) (Norman 1988). Specifically, the Qieyun provides information about
which words share the same phonological categories, allowing for the phonetic values
of Middle Chinese’s phonological categories to be reconstructed through the
comparative analysis of cognates in Chinese dialects. Moreover, Middle Chinese
phonology is used as a framework for the study and description of various modern
Chinese dialects. This framework is a useful and concise way to describe the phono-
logical correspondences between Chinese dialects and provides a basis for recon-
structing the historical development of Middle Chinese into modern Chinese dialects.
For example, as illustrated in Table 1, three rhymes (represented by a, B, y) in Middle
Chinese are fully merged in dialect A, and partially merged in dialect B, while rhyme a
is split into two classes conditioned by the initial categories in dialect C (g, 6).

For a long time, Chinese dialectologists have been enthusiastic about discussing
the relationship between dialects by observing which dialects share sound changes

1 The onset is realized by consonants and the rhyme is usually composed of a vowel as its nucleus
and a consonant as its coda. Tone is the suprasegmental phoneme.
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based on this paradigm. However, this paradigm places too much emphasis on
phonology, neglects vocabulary and syntax, and emphasizes a diachronic rather
than a synchronic perspective. As a result, our understanding of Chinese dialects is
limited, although, in recent years, growing variationist and syntactic research on
Chinese dialects have begun to complement work in traditional dialectology (Huang
2018; Liu 2020; Sheng 2014; Shi 2016).

In addition to research on historical phonology, dialect classification is a long-
standing issue in Chinese dialect research, of considerable interest to contemporary
Chinese dialectologists. This tradition dates back to Yang Xiong (53 BCE-18 CE), a
famous literary scholar during the Han dynasty (206 BCE-220 CE), who spent 27 years
surveying the dialects of China, collecting about 9,000 dialect characters before
editing the first Chinese dialect dictionary Fangyan (Ding 1991; Li 2003). This dic-
tionary did not record the precise location of informants or divide China into dialect
regions, but it listed a series of linguistic alternations and the cultural regions where
the variants of these alternations were used, much like modern dialect atlases. We
can only infer the dialect areas at that time based on these records. Even after the
introduction of modern methods for linguistic analysis in China, this traditional
challenge has continued to attract the attention of Chinese dialectologists. Dozens of
articles have been published, and various schemes have been proposed. Tang (2018)
provides a brief introduction to the academic history of this subject. The number of
major dialect areas varies from 3 to 10. The most influential three schemes are shown
in Figure 1, while the relationship between these dialect areas is summarized in
Table 2. The colored areas in Figure 1 correspond to regions where Chinese dialects
predominate, whereas the blank areas correspond to regions where non-Sinitic
languages predominate. The colors and the capitalized names indicate dialect groups
in these maps, while the main cities in each region are labeled in lowercase.

Yuan (2001: 22)* proposed a scheme dividing Chinese dialects into seven groups.
This scheme summarizes the views of previous scholars. Although the criteria are
quite vague (“taking the history of dialect formation and development into consid-
eration, including geography”), this system forms the basis of many other schemes.
Alternatively, Li (1987) divided Chinese dialects into ten groups, which might be the
most authoritative and widely accepted scheme in the past 30 years.? In this system,
the Jin dialect, mainly located in Shanxi province, is separated from Mandarin, while

2 Yuan’s (2001) scheme was first proposed in 1980.

3 Li’s (1987) scheme has established a hierarchical taxonomy of Chinese dialects, which includes
groups, subgroups, mini-groups, and points. For example, Wu is a top-level group divided into the
Taihu, Taizhou, Wuzhou, Chuqu, Xuanzhou and Oujiang subgroups. The Taihu subgroup is then
divided into the Piling, Suhujia, Tiaoxi, Hangzhou, Linshao, and Yongjiang mini-groups. Finally, the
individual localities under the mini-group are called points. In this study, we mainly focus on top-
level groups.
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Yuan's scheme

Li's scheme

Norman’s scheme
Figure 1: The most influential three schemes of the identification of Chinese dialect areas.

the Hui dialect in the south of Anhui and the Pinghua dialect, mainly spoken in
Guangxi, are regarded as independent groups. Although Li (1987) lists the phono-
logical characteristics of each dialect area he identified, the criteria for defining these
dialect areas have never been specified. Finally, Norman (1988) proposed a three-way
division. His proposal is different from the other schemes in various ways. First, his
goal was not to demarcate the traditional dialect regions individually, but rather to
propose ten diagnostic features as a framework for classification along a dialect
continuum: the dialects that satisfy all the conditions are in the northern group, the
dialects that satisfy some of the conditions are in the central group, and the dialects

Table 2: Correspondence among three schemes.

Scholar 1 2 3 4 5 6 7 8 9 10
Yuan (2001: 22) Mandarin Wu Xiang Gan Min Hakka Yue
Li (1987) Jin  Mandarin  Hui Wu Xiang Gan Min Hakka Yue Ping

Norman (1988: 181-183)  Northern Group  Central Group Southern Group
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that satisfy none of the conditions are in the southern group. Second, he considered
phonological, lexical, and syntactic variation, unlike other studies, which focused
solely on phonological variation. Finally, the criteria he used to define the three
groups are clear and consistent, rather than being justified in an ad hoc manner. Still,
Norman’s method does not eliminate selection bias: the process of feature selection
already implies what the results will be, and ten diagnostic features are far too few to
capture the full complexity of Chinese dialects.

In addition to disagreements between these schemes, four fundamental issues
related to the distribution of Chinese dialect regions remain unresolved. To discuss
these issues, it is necessary to refer to various place names, major river systems, and
mountain ranges. Figure 2 therefore presents a map of China with the relevant
features marked for the convenience of the reader. On the map of China, which

NG-HANGZHOU Can

HUAIHE River

YANGTZE River

B Longitudinal Barrier

) . L
T ey o (
FO S PEARLRIVER Y+

Figure 2: Toponymy and place names in China.
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includes provincial capitals and boundaries, we have marked the main rivers and
mountains that play a vital role in forming Chinese dialects. The dark blue line
indicates the main natural rivers, and the arrows indicate the Yellow River, the
Huaihe River, the Yangtze River, and the Pearl River. The light blue line indicates the
Beijing-Hangzhou Canal, which was dug in the Sui Dynasty (581-619 CE) to connect
Beijing and Hangzhou, as well as other cities along the line. It is a crucial waterway
transport channel in East China. The red triangle indicates major mountain ranges,
which appear to be closely related to the formation of Chinese dialects: Taihang
Mountain, Liliang Mountain, Qinling Mountain, and the mountain ranges we call
“longitudinal barriers”. To the east of Taihang Mountain is the vast North China
Plain. There are also mountainous lands that run north and south between Taihang
and Luliang Mountains. The Qinling Mountains and the Huaihe River mentioned
above form the climate and cultural boundary between the south and the north of
China. The “longitudinal barrier” in the southeast constitutes a north-south
geographical barrier from the Huangshan and Tianmu Mountains to the Yushan
and Wuyi Mountains. This physical barrier also appears to play a significant role in
the formation of Chinese dialects. In addition, we mark the place names that will be
mentioned in our analysis, which are mainly distributed in East and North China.

The first issue concerns the degree of dialect differences. Generally speaking, the
differences among Chinese dialects are considerable, similar to the Romance lan-
guage family in Europe (Norman 1988). Most scholars believe that Mandarin’s in-
ternal differences are minimal, while the non-Mandarin dialects of Chinese exhibit
large internal differences (Li and Xiang 2009: 114; Wang and Wang 2004; Xu 1991;
Yuan 1960). However, recent linguistic analysis has shown that internal differences
in Mandarin are not as small as initially thought (Szeto and Yurayong 2021; Zavyalova
and Astrakhan 1998). For example, Szeto et al. (2018) explore the diversity of 21
typological features of 42 varieties of Mandarin using the phylogenetic program
NeighborNet. The network diagrams show that a north-south divide in Mandarin and
the southern group of Mandarin has a higher degree of diversity than the northern
group. The results suggest that the typological profiles of Mandarin dialects are prone
to contact-induced change and are far from homogeneous. In fact, the amount of
internal differences in Mandarin may well be considerable. Without an objective
analysis based on a standardized approach to measurement, we cannot know for
certain.

The second issue is the identification of Jin, Hui, Pinghua, and some other di-
alects that have been subject to disputes over their status, including the Xianghua,
Tuhua, Shehua, and Danzhou dialects. The Jin dialects were traditionally included
within Mandarin Chinese; however, Li (1985) considered Jin as a separate top-level
dialect group, based on the criterion that Jin preserved the entering tone as a
separate category as opposed to most Mandarin dialects, although other scholars
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disagree because the entering tone is seen as an insufficient diagnostic feature,
preserved by some other Mandarin dialects as well, especially the Jianghuai dialects
(Ding 1998; Wang 1998). Whether the Hui dialect constitutes an independent dialect
areais also a point of disagreement. Li (1987) supported its separation, whereas other
scholars have pointed out that Hui shares many features with Wu and that it is
characterized by relatively high heterogeneity (Zhao 2008). In addition, Pinghua was
initially classified as a variety of Yue until it was separated by Li (1987). Furthermore,
Pinghua is divided into a northern part around Guilin and a southern part around
Nanning. Some scholars have argued that southern Pinghua should belong to Yue
(Liu 1995; Zhan 2002), and northern Pinghua to Tuhua (southern Hunan) (Xie 2001).
Alternatively, Wei (1999) proposed that northern Pinghua should be merged with
Xiang, while Liu (1995) proposed that it should be treated separately as a top-level
dialect group. Research on Xianghua and Tuhua (Northern Guangdong) is scarce: Li
(1987) identified them in his atlas, but their attribution is unclear. Wang (1982) first
discovered the Xianghua dialect and believed that it had some phonological char-
acteristics similar to Min and Hakka, while Chang (1992) noted that Xianghua shares
some phonological features with Min and the southern Wu dialect, as well as other
sources. The attribution of Shehua is also unclear. There are opposing theories about
Shehua that some experts believe is the inherent minority language of She people in
Jingning (Zhejiang) and Ningde (Fujian) (Lei and Lei 2007; You 2002; You et al. 2005),
whereas other scholars believe it is a Sinitic language, but not a dialect of Hakka (Fu
2001; Wu 2004; Zhao 2004). Alternatively, Nakanishi (2010) claimed that Shehua
belongs to Hakka by the criterion of shared innovation in phonology established
through systematic basic vocabulary comparison. Finally, the nature of the Danzhou
dialect is controversial because of its mixed characteristics. Ding (1986) argued that
word pronunciations originated from two different sources, with literary readings
coming from Yue and colloquial readings coming from Hakka and Gan.*

The third issue involves the relationships between these dialect groups. Initially,
there was a tendency to view dialect groups as more or less independent of each
other, each group being related to an approximately similar degree. The relation-
ships between adjacent dialect groups first attracted the attention of Luo (1950) and
Sagart (1988), who proposed that Gan and Hakka were closely related. However, Liu
(2002) found that Gan, Hakka, and Yue shared common phonological changes and
argued that they should thus be regarded as a single dialect area, further speculating
that this dialect area branched off due to immigration from the north during the Song
dynasty (960-1279 CE). Nevertheless, Norman (1989) proposed that Min and Hakka

4 Many Chinese dialects have two pronunciations for the same morpheme. One pronunciation
usually originates from the dialect itself, which usually appears in colloquial speech; the other comes
from the cognate of the authoritative dialect in history, which usually appears in literature.
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share common phonological and lexical characteristics, reflecting a deep relation-
ship. Furthermore, Deng and Wang (2003) demonstrated that Min and Hakka have
the same non-Sinitic substratum by comparing basic words. In addition, di-
alectologists have discovered that the geographically non-adjacent Wu and Xiang
dialects have common features, both preserving the voiced stops, fricatives, and
affricates of Middle Chinese (Chen 2006; Yuan 2001). These researchers further
inferred that the entire Yangtze River Basin was one dialect region historically, later
blocked by immigrants from the north (Hashimoto 1978: 18; Zhang 1999). Quantita-
tive research on this issue was carried out quite early (Cheng 1982, 1998; Deng and
Wang 2009; List et al. 2014, 2015; Lu 1992; Wang and Shen 1992). These pioneering
studies are highly significant, as they adopted a relatively objective method to
analyze the relationship between dialects; however, their datasets were compara-
tively small, with a small number of variables and locations, limiting their conclu-
sions, and precluding dialect mapping and the fine-grained analysis of geographic
patterns and processes.

Finally, the fourth issue concerns the historical formation of Chinese dialects:
what model can explain the historical processes that produced the geographical
variation in Chinese dialects that we observe today? Research in this area is still
lacking, mainly drawing on external historical evidence to infer historical linguistic
processes. There are two opposing models of the historical process of Chinese dialect
formation, which we refer to as the Horizontal and Vertical Transmission Models.
The Horizontal Transmission Model assumes that all Chinese dialects are historically
derived directly from Mandarin — either from the migration of Mandarin speakers or
contact with Mandarin speakers (Shen 2016). The direction of immigration over
history is mainly from the north to the southeast (Ge 1997), not only because of the
military threat from northern nomads but also because the south was more livable
and prosperous after the Middle Ages. The capital’s dialect developed as the lingua
franca, while the literary form of the language, which has always been highly
prestigious, has evolved over time. Moreover, China has a long-established civil-
service examination system that selects officials based on their ability to write in this
literary language, resulting in people from across China studying this variety, which
naturally affected their mother tongues (i.e., the local dialects). Furthermore, the
ancient political centers are mostly in the Mandarin area. To model the geographic
structure of Chinese dialects, Chen (2013) proposed a scenario that was compatible
with the wave theory. Mandarin is seen as a continuous source of innovation, and its
features spread out to the southeast. This theory explains why the dialects along the
southeast coast of the mainland preserved many ancient features, while the central
group (Wu, Xiang, Gan, and Hui) exhibit more transitional patterns.

This is currently the theory accepted by most Chinese scholars (Chen 2013; Wang
2014). Alternatively, the Vertical Transmission Model assumes that the history of
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Chinese dialects involves increasing internal diversification over time, with the
Chinese language splitting up repeatedly into smaller and smaller dialects, produc-
ing a family-tree-like structure, with minimal contact between branches. Scholars
who endorse this view advocate discarding Karlgren (1915)’s paradigm and recon-
structing the linguistic history from the bottom up (Akitani and Handel 2012). In
general, the testing grounds for these theories are Min, South Wu, and Yue. Overall,
both models try to explain the development of Chinese dialect via a unitary mech-
anism. However, although both models align to a degree with our intuitions, they
have not been assessed directly based on empirical research.

Previous studies have provided many constructive opinions on these four issues,
but there are also substantial disagreements in the literature. Furthermore, this
research has been limited because it has been based on limited empirical data —
usually a relatively small number of features carefully selected by hand, often driven
by theoretical considerations as opposed to the systematic observation of linguistic
variation. Some viewpoints that have been widely accepted have not yet been sub-
jected to systematic evaluation free from subjective presuppositions.

To address these challenges and expand our understanding of Chinese dialects,
in this article we quantitatively examine aggregated dialect variation in Chinese for
the first time. This article aims to identify the basic geographic structure of Chinese
dialects based on a computational dialectometric approach to data analysis (Wieling
and Nerbonne 2015), drawing on original atlas data and explaining the result from
the perspective of dialect formation. Specifically, we draw upon unsupervised ap-
proaches to machine learning, including multidimensional scaling and fuzzy
C-means clustering, to identify Chinese dialect regions based on a very large and
diverse feature set without any pre-selection. Specifically, in the rest of this article,
we pursue seven research questions:

(1) Does linguistic variation in Chinese exhibit a geographic signal?
(i) If there is a geographic signal, what are the underlying regional patterns?
(iii) To what extent are these regional patterns consistent with a dialect continuum
scenario, and to what extent are they consistent with a dialect area scenario?
(iv) What dialect areas are attested? What dialect areas identified in traditional
schemes correspond to the dialect areas we identify?
(v) What are the hierarchical relationships among dialect areas?
(vi) What are the main factors that explain regional variation in Chinese? What is
the linguistic significance of these factors?
(vi)) What can we learn about the historical processes underlying Chinese dialect
regions based on their synchronic geographic structure? How can we model
these historical processes?
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The rest of this article is organized as follows. In Section 2, we present our methods,
including introducing the data from the LACD. In Section 3, we present our results,
focusing on mapping regional dialect variation from aggregated perspective. Based
on these maps, we propose a new theory of Chinese dialect regions. We then compare
our theory to existing theories of Chinese dialect regions and consider how our
results can inform debates involving the status of specific regional dialects. Finally,
in Section 4, we discuss the significance of our methods and results.

2 Methods

In this study, we analyze Chinese dialect variation by applying state-of-the-art
methods from dialectometry. Dialectometry is the quantitative branch of dialec-
tology, analyzing regional/spatial variation within languages using statistical anal-
ysis and data visualization techniques, including a wide range of methods for
mapping (Nerbonne and Kretzschmar 2013). The field arose in the 1970s, dating back
to Séguy (1973), and has continued to develop (Goebl 1982; Grieve 2016; Heeringa et al.
2009; Nerbonne and Kretzschmar 2003; Wieling and Nerbonne 2015). Dialectometry
places special emphasis on the use of multivariate methods for exploratory data
analysis to uncover hidden geographic structures in datasets consisting of large
numbers of linguistic variables measured over large numbers of geographic loca-
tions (i.e., collections of dialect maps), based both on dialect atlas data and natural
language corpora (Wieling and Nerbonne 2015).

2.1 Data source

Our data source is the Linguistic Atlas of Chinese Dialects (LACD; Cao 2008). Data was
collected for LACD between 2000 and 2008, focusing on NORMs (nonmobile, older,
rural males) as informants. It is the most authoritative atlas of Chinese dialects,
covering 930 localities on a national scale, containing maps for 510 linguistic alter-
nations across three volumes that focus on three levels of linguistic analysis:
phonology (205 maps), lexicon (203 maps), and grammar (102 maps).

In each of these maps, variants of one alternation were classified into different types
and subtypes by the cartographer according to specific linguistic criteria. Different colors
of symbols on the map mark differences in type, while the shape of symbols marks
differences in the subtype. For example, Figure 3 presents the first map in the grammar
volume of LACD, showing variation in the use of the first-person singular pronoun
(W0 7). The first type in Figure 3, which is marked in black, is the variant where the
morpheme is the same as the standard variant, although pronunciation may differ. In
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this case, no subtypes are recognized. The second type marked in yellow and the third
type marked in red represent forms with different suffixes, while the fourth type
marked in blue represents forms with a prefix. Finally, the fifth type marked in green
represents forms with other roots. In addition, various subtypes are distinguished based
on the symbols. The classification of word forms used by LACD is usually based on the
word’s root (morpheme) rather than its phonetic form. Marking morphemes using
Chinese characters is more convenient and economical than using complex phonetic
word forms because Chinese characters are logographic. Notably, some localities use
more than one variant to express the same concept or achieve the same function. In
these cases, the first form is generally the variant that shows a more restricted regional
distribution, whereas the second form is generally the more common variant. In this
case, the second form is placed after the first form and separated by a tilde. It is worth
noting that several maps such as No. 36 and No. 37 of grammar volume reflect an
unreasonable taxonomy due to this binary taxonomic system, where complex variants
are divided into types and subtypes, resulting in variants classified as the same subtype
having different attributes, which should be further divided.

It is also important to note that the locations in LACD in the Mandarin area are
much sparser than those in the non-Mandarin area, as can be seen in Figure 3. In the
non-Mandarin area, we have at least one sampling point per county, whereas, in the
Mandarin area, one sampling point per prefecture-level city cannot even be guar-
anteed. This variation in sampling reflects preconceived notions about the nature of
Chinese dialect variation: variation within Mandarin is thought to be much less
substantial than variation within non-Mandarin dialects, and so it was assumed that
there was no need to survey the Mandarin area as densely. We take this variation in
sampling density into account when interpreting our results.

The appendix of LACD provides informant and fieldworker information for 930
localities. More importantly, it supplies the status of every locality based on Li’s (1987)
taxonomic system. However, the appendix merely presents two levels, group and
subgroup, and the Shehua, Tuhua, Xianghua, and Danzhou dialects, whose status is not
clear, are treated as a single group, without subgroups. The similarities and differences
between the traditional schemes and this article’s results are described and discussed
based on the traditional taxonomy and labels are supplied in the appendix.

2.2 Data extraction

Our dataset was extracted from LACD and consists of a data matrix with 930 locations
in rows and 510 linguistic variables in columns. Codes label the taxonomic rela-
tionship of variants for each linguistic variable in terms of types and subtypes, as
reflected in the legend of each LACD map. Specifically, the types, which are
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represented by colors in LACD, were converted to the capital Latin alphabet (A-Z),
and the subtypes, which were marked by different symbols in the same color in
LACD, were converted to numbers (1, 2, 3 ... the). For example, the variants marked
as Al and A2 belong to the same type but different subtypes, while both belong to a
different type altogether than B1. Additional variants were divided by # mark. For
example, a code “A1#B2” shows two variants of different types. Due to the unrea-
sonable taxonomy of maps 36 and 37 in the grammar volume, we reclassified these
variants into three levels: type, subtype, and mini-type according to the consistent
taxonomic principle of the map, and the mini-types were converted into lowercase
Latin letters (a-z). The distance calculation was based on these codes.

2.3 Distance calculation

Because LACD’s taxonomic system is categorical, it is not accessible for calculating
edit distance based on phonetic forms. Edit distance, also called Levenshtein dis-
tance, calculates the minimum number of single-character edits (insertions, de-
letions, or substitutions) required to change one word into another (Levenshtein
1965). Instead, we have developed a method that we call “Weighted Jaccard Distance”
(W]D) to measure distances based on the LACD dataset. Jaccard distance is a measure
of dissimilarity between two sample sets. It ranges from 0 to 1: the closer to 1, the
more dissimilar the two data, and vice versa (Levandowsky and Winter 1971). Jaccard
distance is commonly applied to authorship analysis (e.g., Grant 2012). Here, we
calculated Weighted Jaccard Distance based on the taxonomic system of each map, so
that types are assigned more weight than subtypes, and first forms are allocated
more weight than second forms. Our process for calculatin the distance between
locations based on a set of dialect maps consists of three steps: we first calculate the
distance between variants, then between locations for individual linguistic variables,
and finally between locations for many linguistic variables.

Specifically, we use Formula 1 to calculate the distance between any two variants
(DVy. We assign weights to the type (W, = 1), subtype (W, = 0.5), and mini-type
(W, = 0.25) to reflect the amount of differences between variants, as identified by the
LACD, where types reflect more important differences than subtypes, and where
subtypes reflect more important differences than mini-types (We discuss how We set
these weights in more detail in Section 2.4).

DV =W, COD; + Wy - CODg +W,, - CODy, (4]

Specifically, for any two variants, COD, is the co-difference function for types, COD; is
the co-difference function for subtypes, and COD,, is for mini-types, where COD,
returns 1 when the two variants have different taxonomic codes for type and 0 when
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they have the same codes. The value of CODy is conditional on COD;: If COD, =1, then
COD; = 0, regardless of whether the taxonomic codes for subtypes are the same or
not; if COD, = 0, then COD; = 1 when the taxonomic codes for the subtypes are
different, otherwise COD; = 0. Similarly, the value of COD,, is conditional on COD, and
CODq: if COD, =1 and COD; = 0, then COD,, = 0, regardless of whether the taxonomic
codes for mini-types are the same or not; if COD, = 0 and COD; = 1, then COD,, = 0,
regardless of whether the taxonomic codes for mini-types are the same or not; if
COD, = 0 and CODs = 0, then COD,, = 1, when the taxonomic codes for the mini-types
are different, otherwise COD,, = 0. In other words, if the type of two variants is
different, there is no need to compare their subtypes and mini-types, as the two
variants must be completely distinct, but if the type of the two variants is the same, it
is necessary to check if there are differences in the subtype and mini-type. In a
similar way, if the type of two variants is the same and the subtype is different, there
is no need to compare their min-types, as the two variants must be distinct at a
subtype level; if both the type and the subtype are same, it is necessary to check if
there are differences in the mini-type.

Next, Formula 2 calculates the distance between the value of a variable v between
locations j and k (DV]Vk). In cases where both locations are associated with a single
variant, Formula 2 is reduced to Formula 1; however, because locations are often
associated with multiple variants, it is necessary to calculate a distance based on this
additional information. This is why Formula 2 is necessary. For example, if both
locations j and k have two variants (first form and second form), the first and second
forms of the two locations are matched separately, and the distance is calculated
separately using Formula 1. Alternatively, if location j has two variants for variable v,
and location k has only one, the code matching between j and k will be one-to-many.
Our method is to assume that the first and second variants of location k are the same.
We can then match the code of each variant between the two localities and calculate
the distance between them separately based on Formula 1. The distance between
location j and k on variable v (DV]\’k) is the weighted average of the distances between
each variant. In this study, the weight of the first variant (W) is 1, and the second
variant is half (W, = 0.5). If there is a third variant, its weight is half of the second
variant (W3 = 0.25), and so on. Usually, the number of variants for a variable will not
exceed 3 (n < 3).

W, -DVi+ Wy -DV2 4 ... oo +W, - DV?
bt S Z”fW‘ " (i=12,...n) @
1 i

Our approach to assigning weights to multiple responses is consistent with Goebl’s
Weighted Identity Value (Goebl 1984). His basic idea is that the similarity in rare
lexemes contributes more strongly to the overall similarity between two local di-
alects than similarity in common lexemes. The first form in LACD is usually the

DV} =
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regional rare form, and the second form is a more common variant. In other words,
LACD arranges the word forms in ascending order in multiple responses according to
the degree of commonness. We assign the weight values of multiple responses
decreasingly, which means that variants whose regional distributions are more
constrained contribute more strongly to the overall similarity than common ones.

Finally, Formula 3 calculates the aggregated distance between location j and k
(DVy) for a set of linguistic variables. Specifically, this aggregated measure of dis-
tance (DVy) is the mean value for the distances of p variables (in this study, p = 510)
and it ranges from 0 to 1.

p v
v=1 D ij

p

The results of this distance calculation are stored as a square distance matrix with
930 x 930 localities, consisting of two symmetrical halves, and shows the totality of the
pairwise distances between the 930 localities. The diagonal and the upper-half values
in the distance matrix are irrelevant. The number of the unique distance values is
930*(930-1)/2 = 431,985. Further analysis is based on this distance matrix: the similarity
value (SVj) can easily be calculated by subtracting DVj, from 1 (see Formula 4).

DV = (p = 510) ©)

SVik =1-DV @

2.4 Weight selection

Notably, the weights in this study (see equations 1 and 2) were selected to be as simple
as possible and to reflect the underlying coding presented in the LACD. However, we
also carried out a series of calculations to deepen our understanding of the effect of
varying these weights. Specifically, we calculated weighted Jaccard distances with
extreme weight combinations in four situations:

(i) Situation A: the weight of type is 1, and the weight of subtype and mini-type is 0,
which means we only take the different types into account and ignore the
difference in subtype and mini-type; the weight of the first response is 1, and the
weight of other responses is 0, which means we only take the first response into
account and neglect the others;

(i) Situation B: the weight of type, subtype, and mini-type are all equal to 1, which
means that we consider them to be equally important; the weight of the first
response is 1, and the weight of other responses is 0

(iii) Situation C:the weight of type is 1, and the weight of subtype and mini-type are 0;
the weight of all the responses is 1

(iv) Situation D: the weight of type, subtype, and mini-type are all equal to 1; and the
weight of all the responses is 1
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Table 3: The Pearson correlation coefficient among Jaccard distances with extreme weight
assignment.?

Situation A B C D
A 1.00

B 0.98 1.00

C 0.99 0.98 1.00

D 0.98 0.99 0.98 1.00

Only 2 decimals are included.

We then conducted a correlation analysis (Pearson’s r) between the weighted Jaccard
distances in four solutions to test the effect of the different weighting schemes. If the
weighted Jaccard distances in most extreme situations above are highly correlated,
we can conclude that the weighted Jaccard distances are not sensitive to the weight
values we assign.

Table 3 shows the Pearson correlation coefficient among Jaccard distances with
extreme weight assignment. We can see that they are all strongly positively corre-
lated. The differences among the four solutions are negligible: weighted Jaccard
distance is not sensitive to the weight assignment. Relatively speaking, the weight of
taxonomic levels has a more impact on distance measurement than that of multiple
responses. This result is not surprising. For example, Jeszenszky et al. (2019) plotted a
histogram of variant occurrences in a variant category in Japanese dialects, which
has a long tail, similar to a Zipf-curve (Kretzschmar 2012). This revealed that, in this
dataset, the majority of responses in location j and k that fall into a certain variant
category are actually the same variant. Therefore, we can see why the weighted
Jaccard distance is not sensitive to the weight assignment. Given the results of weight
test we carried out above, even the extreme weight combinations made little impact
on the results, let alone the moderate weight assignment we adopted in Section 2.3.

2.5 Statistical analysis

The resulting distance matrix was then subjected to two state-of-the-art dialecto-
metric analysis techniques: Multidimensional Scaling (MDS) and Fuzzy C-means
Clustering (FCM).

MDS is a data reduction method that generates a preselected number of di-
mensions that aims to preserve the information in the distance matrix as accurately
as possible (Cox and Cox 2001). MDS is often used in dialectometry to identify un-
derlying dialect patterns in the aggregate, based on large numbers of linguistic
variables (Grieve 2014; Heeringa and Nerbonne 2001; Nerbonne and Kleiweg 2003).
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Each dimension extracted by the MDS represents an underlying pattern. In this
study, three dimensions are extracted by metric MDS to meet the needs of RGB
mapping.

Alternatively, Cluster Analysis is a family of related methods that are used for
grouping observations into clusters based on a distance matrix. Although clustering
is commonly used in dialectometry to group locations so as to identify dialect regions,
Nerbonne et al. (2011) argued that there are stability problems when applying
standard clustering algorithms such as hierarchical clustering using Ward’s method
(Ward 1963) to identify dialect areas, demonstrating that both bootstrapping clus-
tering and fuzzy clustering could generate stable clusters. The basic advantage of
fuzzy clustering in dialectometry is that it does not force locations into hard clusters,
but rather allows locations to belong to two or more clusters, specifying the strength
of the association between each location and each cluster. The locations contained
within the core area of a dialect region are assigned high cluster membership values,
which then decrease gradually through any transition areas. In addition, dialect
areas can overlap because fuzzy clustering can identify locations that are strongly
associated with multiple clusters. Furthermore, by running a series of fuzzy cluster
analyses that extract an increasingly large number of clusters, we can assess
whether Chinese dialect regions exhibit hierarchical structure, i.e., by considering
cluster stability across analyses, rather than assuming hierarchical structure, as
would be the case if we directly applied hierarchical cluster analysis, as is often the
case in dialectometry. This is especially important given debates over the hierar-
chical nature of Chinese dialect regions, as discussed in the introduction to this
article. In this study, we therefore use a form of fuzzy clustering called FCM to
identify dialect areas. FCM was developed by Dunn (1973) and improved by Bezdek
(1981), and has previously been applied in dialectometry to identify dialect regions
with fuzzy boundaries (e.g., Grieve 2016). To conduct an FCM, it is necessary to specify
the number of clusters (C value). However, rather than select a specific number of
clusters, we consider the results of FCMs for different numbers of clusters within
reasonable limits, specifically between two and ten clusters, and then present an
overall interpretation informed by the full set of results, including to establish hi-
erarchical relationships between dialect areas.

2.6 Visualization

Both MDS and FCM return values for each location, which we visualize as choropleth
maps. The three dimensions of MDS are visualized individually and then merged into
a single RGB map (Nerbonne et al. 1999), which assigns each location a color defined
by the three RGB color parameters based on the three dimension scores for that
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location. RGB mapping is a useful tool for displaying the full results of MDS on a single
map, which crucially facilitates cluster detection. RGB mapping is achieved by
scaling the scores for each dimension before mapping based on formula (5), where
SD(k=1,2, ... ... 930) is the scaled value for location k on the Dimension, Dy is the
score of the Dimension for each location, and max (D;) and min (Dy) are the Max and
Min values of the scores for the Dimensions across all 930 locations.

_ Dy - min (Dk)
" max (Dy) — min (Dy)

Dy ©)
The scaled scores for the first dimension are then linked to the red RGB parameter,
the second to green, and the third to blue, and the resulting RGB value is mapped at
that location. Locations strongly associated with one dimension will be colored in
one of these three colors, whereas locations strongly associated with multiple di-
mensions will be colored based on a mixture of these three colors.

Similarly, the FCM clusters are mapped by associating each fuzzy cluster with a
color. We use two different visualization methods. First, we generate FCM maps with
sharp boundaries (which we call Type I FCM maps), which assign each location to the
highest scoring cluster. This approach does not take full advantage of the technique,
but it produces clear cluster maps that can be compared to previous theories of
Chinese dialect regions in a straightforward manner. Second, we generate FCM maps
with transitions (which we call Type II FCM maps), which color each location based
on the strength of its cluster membership, allowing for core, marginal, and weak
regions of dialect areas to be mapped. Our Type Il FCM maps are similar to heatmaps:
intense colors are associated with core regions, moderate colors with marginal re-
gions, and white with weak regions. The cluster that a location belongs to and the
strength of that association depends on its cluster membership values, given specific
cutoff values, which we have set. Specifically, we first filter locations with low cluster
values less than or equal to 0.2. If only one cluster value is left, we treat that location
as belonging to that cluster’s core region; if multiple cluster values are left, and one of
them is higher than the others by more than 0.3, we treat that location as belonging to
the marginal regions of this cluster; if none of the cluster values are higher than the
others by more than 0.3, we treat these locations are being only weakly associated
with all dialect region, i.e., characterized by a mixture of characteristics from mul-
tiple dialects.

Finally, to visualize the attribution of point data as a colored polygon, we
generate a Voronoi diagram (Aurenhammer 1991) based on each location’s latitude
and longitude. A Voronoi diagram partitions a plane with a certain amount of points
into convex polygons such that each polygon contains exactly one generating point,
and every point in a given polygon is closer to its generating point than any other. In
geography, the Voronoi diagram is often used for fast interpolation and analysis of
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the affected area of a geographic entity. Voronoi diagrams are also often used in
dialectometry. However, it is worth noting that the Voronoi diagram is just used as a
convenient visualization process in this study. Lakes depopulated land, and some
non-Sinitic-speaking areas will be automatically allocated to nearby Chinese dialect
measurement points. This does not mean that the entire region speaks Chinese
dialects.

3 Results
3.1 MDS maps

Based on the complete dataset, consisting of 510 linguistic variables measured across
930 locations, MDS was used to extract the three main dimensions of regional
variation following the procedure described in Section 2. The Goodness of Fit (GOF) of
the MDS is 0.40. This is a moderate and acceptable value. It is not surprising that this
value is not substantially higher, as we would not expect that all dialects in the
Chinese language would be represented fully by three aggregated general di-
mensions of regional variation. Nevertheless, this level of fit is in line with previous
research in dialectometry on other languages (e.g., see Grieve 2014), and represents a
very substantial amount of regional variation, especially as we are analyzing such a
complex and diverse dataset that consists of a large number of linguistics variables
representing three levels of linguistic analysis measured across a large number of
locations, sampled for across a large geographical region.

Figure 4 maps the MDS scores for the three dimensions individually. The first
dimension shows a broad northwest-to-southeast pattern, creating a tripartite di-
vision, with the red area coinciding roughly with the Mandarin area, and the blue
area encompassing the Southern Group in the southeast. This map is, to a certain
extent, compatible with the scheme proposed by Norman (1988) (compare with
Figure 1). However, Norman (1988) regarded the Central Group as a region itself — a
vast transitional area between the Northern and Southern groups. Alternatively, our
first dimension identifies distinct northern (Mandarin) and southern (non-Manda-
rin) regions separated by a transition zone, marked in white on the map, forming a
continuum between these two regions, as opposed to a distinct region itself. The first
dimension corresponds to multiple large-scale migratory events in the history of
China. In the history of Chinese migration, there are roughly two kinds of migrations:
voluntary movement caused by wars, famine, and population expansion, and sys-
tematic migration triggered by political, military, and economic programs. All
migration has primarily been north to south, with migration in other directions
being rare (Zhou and Lo 1991; Zhou and You 2006: 39-41). It therefore appears that the
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Figure 4: MDS maps in three Dimension.
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first dimension reflects historical migration patterns. Early immigrants’ ancient
language features were preserved to a greater degree in the south, whereas in the
north, which is the source of immigration, innovation is more common. Based on the
analysis of many linguistic features, Norman (1997) pointed out that the northern
Chinese dialect underwent tremendous changes between the 10th and 13th centuries.
A new Mandarin dialect formed around today’s Beijing and then spread west and
south, pushing the original old Mandarin dialect into the Central Plains to the south.
Moreover, this old form of Mandarin remained in the mountains of Shanxi, the so-
called Jin dialect. We can see this effect in our map. For example, Mandarin located
east of the Taihang Mountains (we call it Northeast Mandarin in the FCM map below)
is redder than northwestern Mandarin and southern Mandarin. The red and blue
poles of this first Dimension of Chinese dialect variation, therefore, represent the
effect of innovation and conservation on Chinese dialects.

The second dimension highlights the vital role of important river systems in
forming regional dialects. The dialects south of the Yangtze River are divided by the
second dimension into two major types: dialects in the Yangtze River Basin are
marked in blue and the other dialects outside the basin are marked in red. The
former is centered on the Wu dialects in southern Jiangsu and northern Zhejiang,
while the latter is centered on the Min dialect of Fujian Province. Most of the
northern dialects and the southern dialects outside Fujian are not highlighted by this
dimension. This dimension therefore clearly reflects regional variation created by
the waterways of the south.

The third dimension reflects the effect of substantial mountain ranges on
shaping the eastern and western branches of the southern group, with Yue and Min
at cores of these two branches. It is clear that the white longitudinal barrier
(in southern Anhui, western Zhejiang, and western Fujian) corresponds to a series of
mountains (Tianmu, Huangshan, Yushan, and Wuyi), which separate the red and
blue areas. In addition, the variation observed in Taiwan’s Chinese dialect reflects
the settlement patterns of mainland immigrants. The Min dialect across most of the
island is red, reflecting the language brought to Taiwan by Fujian immigrants, while
the blue in the northwest reflects the language of Hakka immigrants.

Overall, the variation we observe in Chinese dialects therefore appears to be due
to the complex interaction of multiple factors, including sustained southbound
migration over time and the effects of both waterways and mountain barriers, which
encourage and discourage the spread of linguistic innovation and the divergence of
Chinese dialects over time. Together these factors have shaped geographic variation
in the Chinese language, leading to the complex picture of contemporary Chinese
dialect regions that we observe today.
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Figure 5: RGB map.

3.2 RGB map

In addition to mapping each dimension individually, in Figure 5 we present a single
RGB map, which combines all three dimensions. This map clearly shows that the
Chinese dialect landscape is highly complex, consisting neither of a single dialect
continuum nor a collection of distinct dialect areas separated by sharp borders.
Instead, it includes clear dialect areas of relative homogeneity and varying sizes
separated by both relatively sharp borders and areas of more gradual transition.
Broadly speaking, six regions are apparent in the RGB map, all of which can be
discussed in terms of traditional dialect classifications: North Mandarin (dark blue),
South Mandarin (light blue), Wu (yellow-green), the eastern branch of the Southern
Group (red) (i.e., Min), the western branch of the Southern Group (pink) (including Yue,
Hakka, and Pinghua), and a mixed region we call the Central region around Hunan,
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Hubei, and Jiangxi, whose status is unclear. The Central region appears to be a vast
transition zone located at the junction of the four main dialect regions in south-central
China, characterized by mixed attributes drawn from different dialects, corresponding
roughly to the Xiang, Gan, and Hui-speaking regions. There appears to be considerable
dialect contact and mixing in this region. Overall, this map clearly reflects the effects of
migration, Yangtze waterways, and mountain barriers on the development of Chinese
dialects, as identified by the three individual dimensions upon which this aggregated
map is based. This map, as well as the maps for the individual dimensions, also suggest
that Chinese dialect regions exhibit a hierarchical relationship. We explore this pos-
sibility further in the next section through cluster analysis.

3.2.1 FCM maps

In addition to mapping dimensions of regional variation based on the MDS analysis,
we also conducted an FCM analysis and mapped these results to directly identify
Chinese dialect areas. FCM maps showing hard clusters (Type I FCM maps) and
corresponding FCM maps showing fuzzy clusters (Type II FCM maps) are presented
in Figure 6 for between 2 and 10 clusters. The two types of maps have different
advantages and we, therefore, interpret them together. The Type I FCM maps facil-
itate the comparison of our results with standard theories of Chinese dialect regions,
which map dialect regions with hard borders. Alternatively, the Type II FCM maps
allow for a more precise picture of regional variation to be observed, identifying
core, marginal and weak areas for each cluster, as well as regions of heterogeneity,
where clusters mix, indicating areas of transition and overlap. Our discussion of
these results considers the FCM maps from three perspectives: (i) contrasting
our overall analysis with existing theories of Chinese dialect regions, (ii) summari-
zing the hierarchy of regions to describe the relationship between clusters, and
(iii) discussing these results in light of debates about specific regions and dialects.

3.2.2 Comparison with existing theories

Given previous research, we focus first on our 3, 7, and 10 cluster maps, comparing
these analyses to Norman’s (1988), Yuan’s (2001), and Li’s (1987) theories of Chinese
dialect regions, respectively (see Figure 1).

When we divide Chinese dialects into 3 clusters, the overall dialect landscape we
identify largely agrees with Norman’s (1988) scheme. The red (Mandarin), orange
(Central Group), and blue (Southern Group) regions of our Type I 3-cluster map
correspond broadly to his North, Central, and South Groups. Notably, Norman de-
scribes the Central Group as a transition area between his North Group and South
Group. We find some evidence in support of this claim, but overall we find the
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Figure 6: FCM maps.

Central Group is more closely related to the South Group. Our Type II 3-cluster map
identifies a relatively strong border between the Central Group and the Mandarin
region to the north, whereas it identifies more of a transition area between the
Central Group and the South Group. This difference in transitions can also be seen in
the map for the first dimension of the MDS analysis (see Figure 4). Furthermore, our
2-cluster maps group most of this central region with the Southern Dialects, although
the strength of cluster membership is relatively weak, and a limited number of
locations on the northern edge of the Central Group are clustered with the Mandarin
region to the north, offering evidence of a relatively small transition area.
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Figure 6: Continued.

Alternatively, the FCM maps for 7 clusters diverge considerably from Yuan’s
(2001) scheme, except that our Wu and Min dialect regions roughly align with his
scheme. Most notably, as opposed to Yuan, who identifies a monolithic Mandarin
dialect area, we divide Mandarin into north and south regions following the Qinling-
Huaihe line, a significant division in climate, agriculture, and culture between
China’s north and south. This is especially notable, because the density of locations in
LACD is much sparser in the Mandarin region compared to the southeast; if sampling
in the Mandarin region were denser, we would expect to identify even more
diversity, which is indeed what we find when we extract additional clusters. This
general result is important as it challenges all standard theories of Chinese dialect
regions, which assume the Mandarin region is largely homogeneous. In addition, we
do not identify Xiang and Gan dialect regions, but rather divide the Central Group
into northern and southern branches. The Type II FCM map shows that these



962 —— Huangetal DE GRUYTER MOUTON

FCM Type I FCM Type I

clusters=8

|——
|———

|—

Central dialect (north branch)
Central dialect (south branch)
Wu dialect
Southern group (east branch)
Southern group (west branch)
Weak areas

clusters=9

[ —

|| weakareas
Figure 6: Continued.

branches of the Central Dialect, which are characterized by weak and variable
cluster membership, appear to reflect the weakening of the Central Dialect through
contact with Mandarin, as opposed to stable sub-regions. In particular, our North
Branch appears to identify the part of the Central Dialect region that is being most
severely eroded by Mandarin — a buffering zone between these two major branches
of Chinese dialects.” This interpretation is also consistent with our RGB map
(see Figure 5), which identifies considerable heterogeneity in this region. In addition,

5 Notably, the Central Dialect North Branch (in brown) identified by the 8-cluster analysis, which
splits Northern Mandarin into Northeastern and Northwestern sub-regions, has somewhat different
borders than in the 7- and 9-cluster analyses, which are more similar to each other. We believe this
instability across clusterings likely reflects the effect of contact with Mandarin, making this area
difficult to cluster as a distinct dialect region.
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we split Yuan’s Hakka region into three parts, which we group with adjacent clusters:
Hakka in Guangdong and Guangxi are subsumed by Yue, Hakka in southern Jiangxi is
subsumed by the southern branch of the Central Dialect, and Hakka in the west of
Fujian constitutes a transition area between these three surrounding regions.

Similarly, the FCM maps for 10 clusters present a very different picture from the
analysis presented in Li (1987), aside from his treatment of the Min dialect, which aligns
with our results. Most notably, in our analysis, North Mandarin is split into eastern and
western branches by the Taihang Mountains, while Jin is not identified as a separate
region and is instead grouped with Northwest Mandarin. Our analysis also identifies a
“diffusion ring” pattern for North Mandarin: the pink area in the North China Plain is the
diffusion center, and the vast red area in the northwest of China and the red areas at the
south and east edge of the North China Plain together constitute the periphery, reflecting
the spread of innovations from the core, which have not yet been adopted on the edges of
this region. This interpretation is supported by considerable evidence. Norman (1997)
found that Northwest Mandarin, as spoken in the area west of the Taihang Mountains,
today retains many early Mandarin characteristics, while the more innovative form of
New Mandarin, as spoken around Beijing, spread southward. In addition, our own Type
ITFCM map for 10 clusters shows that the areas along the Beijing-Hangzhou Grand Canal,
which has been a bustling North-South waterway for the past 1,500 years, are core or
marginal regions of Northeast Mandarin, whereas the areas far away from this
important waterway are weak areas. This result suggests that the innovations around
Beijing spread along the Grand Canal and firstly leveled the riparian areas, while the
areas further away from the canal were relatively less affected by these innovations. It is
also notable that we identify the Heilongjiang, Jilin, and Liaoning provinces, as well as
northern Xinjiang, as part of this core area. This result can be directly explained by
migration patterns: New Mandarin speakers moved to the northeast provinces during
the Qing Dynasty and the Republican period (1860-1931), while skilled workers from
across China, who spoke a wide range of dialects, moved to northern Xinjiang after 1949,
their collective dialect eventually settling on a form of New Mandarin.

In addition to these differences in the north, our analysis in the south also differs
considerably from the scheme proposed by Li. Specifically, we do not identify distinct
Xiang and Gan dialect regions, in line with our 7-cluster analysis. Furthermore, although
we do identify a single Wu dialect area in our analyses for fewer clusters, at this stage, we
identify more internal structure than Li, as we find a sharp boundary between North
and South W, even in our Type I FCM map.’ It is also notable that we do not identify Hui

6 The exception is Hangzhou, which we find to be a transition area between Mandarin and Wu. The
status of the Hangzhou dialect has always been controversial because of its complex historical process:
due to the southern invasion of the northern nomads, Hangzhou became the capital of the Southern
Song Dynasty (1127-1279) and accepted a large number of immigrants from Mandarin areas.
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and Pinghua dialect regions. Rather, we classify half of Li’s Hui dialect region with the
South Branch of our Central Dialect, while the rest of this region is of unclear status.
Similarly, we divide Li’s Pinghua dialect region, grouping it with Yue in the south, and
primarily with Hakka in the north, although this area is very heterogeneous, with
localities also classified as being part of the South Branch of our Central Dialect. Finally,
we identify Hakka as a distinct region with western Fujian at its core.

3.2.3 Hierarchy of regions

Based on these FCM dialect maps, which identify dialect regions at different reso-
lutions, we next produced a single hierarchy of Chinese dialect regions, as shown in
Figure 7 as a tree diagram.” For example, because our 2-cluster analysis draws a basic
distinction between Mandarin and the Southeast Dialects, this division is

CHINESE DIALECTS

Clusters=2 Mandarin Southeast Dialects

Clusters=3 Central Group Southern Group

Clusters=4 Southern Group Southern Group
(West Branch) (East Branch)

Clusters=5 North Mandarin  South Mandarin

Clusters=6 Central Dialect Wu

Clusters=7 Central Dialect Central Dialect

(North Branch) (South Branch)

Clusters=8  Northeast M. Northwest M.

Clusters=9 North W South Wu

Clusters=10 Northeast M. Northwest M. South M. Central Dialect Central Dialect North Wu South Wu Hakka Yue Min
(North Branch) (South Branch)

Figure 7: The hierarchical relationship among dialect regions.

7 In Figure 7, “M” is an abbreviation for “Mandarin”.
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represented by the first branching in Figure 7. Next, because our 3-cluster analysis
splits the Southeast dialects into the Central Group and the Southern Group, this is
the second branching in Figure 7. Notably, there was no guarantee our analyses for
different numbers of clusters would be consistent: a region that forms a single cluster
in a more parsimonious analysis may be split apart and grouped with other regions
when additional clusters are extracted, undermining a tree-based representation.
There are, in fact, some instances of such inconsistencies in our maps. For example,
although the Central Group we identify in our 3-cluster analysis primarily contains
locations classified in our 2-cluster analysis as part of the Southeastern Dialects, it
also contains a small number of locations that were classified as part of the Mandarin
region to the north. Overall, however, our cluster maps are largely consistent with
each other: in general, as we identify additional clusters, we divide existing clusters
into sub-regions, although a few localities may switch clusters, as in this example.
The vast majority of locations are clustered consistently across analyses. We take the
consistency of our results as evidence of the robustness of our analyses and of the
appropriateness of broadly representing the relationship between Chinese dialect
regions hierarchically, although, as we discuss in more detail below, we also
acknowledge that there is also contact between dialects in different branches of this
hierarchy.

Overall, our theory of Chinese dialect regions first separates Mandarin from the
Southeastern Dialects, before then splitting up the Southeastern Dialects, dis-
tinguishing between the Central Group and the Southern Group, and then dividing
the Southern Group into eastern and western branches, creating 4 main dialect
regions. Next, we divide Mandarin into northern and southern sub-regions, a
distinction we believe has been substantially underestimated in previous research.
We then divide the Central Group into Wu and the Central Dialects, giving six main
dialect regions, which align closely with our RGB map (Figure 5), offering additional
evidence of the robustness of our results and our model of Chinese dialects. Overall,
we believe this 6 dialect system represents a good snapshot of the major Chinese
dialect regions, especially because distinctions lower in this hierarchy become more
complex. For example, the RGB map identifies considerable variability within the
Central Dialects, which is partitioned by the next division in our tree, splitting the
Central Dialects into northern and southern branches, giving the system of seven
dialect regions discussed in detail in the previous section. Next, we divide Northern
Mandarin into northwestern and northeastern sub-regions and we divide Wu into
northern and southern sub-regions. Notably, at this stage, Yue and Hakka have not
yet been identified as distinct dialects, even though we have already divided Man-
darin into 3 sub-regions, offering further evidence that the degree of internal dif-
ferences within Mandarin is considerably greater than has previously been
assumed. Similarly, the division between South Wu and North Wu is notable, as this
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takes place in our model before we split the West Branch of the Southern Group into
Yue and Hakka, which is the final division in our analysis, giving 10 total dialect
regions, as discussed in the last section.

We believe this hierarchy presents a clear, accurate, contemporary, and inter-
pretable theory of Chinese dialect regions. Ultimately, Figure 7, therefore, represents
the primary general descriptive finding of this study, a synthesis of our full quan-
titative analysis of the data from LACD. These 10 regions could be further divided
through additional clustering, but we believe this level of resolution provides an
insightful overview of the hierarchical relationship between modern Chinese dialect
regions based on the data we analyzed. Furthermore, the consistency of clusterings
would begin to degrade if we identified further dialect regions; even the identifi-
cation of the Hakka dialect region in the final tier of this dialect tree is somewhat
problematic, as it combines localities classified higher in the tree as being members
of the Central Dialects (South Branch), the Southern Group (East Branch), and the
Southern Group (West Branch). Presumably, this degradation reflects the impor-
tance of contact as we zoom in, complicating hierarchical theories of dialect regions
at higher resolutions.

Figure 8 presents a final full-sized map of modern Chinese dialect regions that
summarizes our overall results. This map is mainly based on the results of the cluster
analyses for 6 and 10 clusters. We chose to focus on these two analyses, because the

LEGEND

Ambiguous Areas (mainly Hakka)

Figure 8: The geographic structure of Chinese dialects.
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6-cluster analysis is most in line with our MDS analysis and in our opinion provides
an especially meaningful overall summary of the primary dialect regions and the
most robust geographical patterns identified in this study, while the 10-cluster
analysis provides the maximum level of detail that we have uncovered. In this map,
different colors are used to highlight 5 primary dialect regions: Mandarin (which is
divided into North and South sub-regions by the 6-cluster analysis) in blue, Wu in
purple, Yue in pink, the Central Dialect in yellow, and Min in Green, with the more
ambiguous areas (mainly Hakka), presumably created primarily by dialect contact
marked in grey. Variation in shading is used to represent sub-regions within these
primary dialect regions.

First, it should be noted that the full-sized map is only a conceptual map based on
the results of the full dialectometric study on 930 measuring points. Our goal here is
to produce a single overall map that reflects the basic geographic structure of Chi-
nese dialects that we have identified in this study. However, it is not entirely accurate
in terms of specific geographic details due to the limited number of sampling points
in the linguistic atlas, especially in the northwestern region where the sampling
points are sparse. Second, the map is only intended to represent regional patterns in
Chinese dialects and may therefore be inaccurate in terms of representing bound-
aries between Chinese dialects and non-Sinitic languages, which is outside the scope
of this article.

3.2.4 Debates around specific regions and dialects

Finally, we consider four important debates about the status of specific regions and
dialects in Chinese dialectology, as described in the introduction, which we have not
yet had an opportunity to discuss in light of our results.

First, there has been debate over the relationship between Tuhua, Shehua and
Hakka. In our analysis, Tuhua is found to be highly heterogeneous, divided into two
groups: Tuhua as spoken in northern Guangdong is part of the Hakka dialect region,
while Tuhua as spoken in southern Hunan is part of the Central Dialect (South
Group), which are two altogether different branches of the Southeastern Dialects.
Alternatively, Shehua as spoken both in Jingning (Zhejiang) and Ningde (Fujian) are
grouped with Hakka. These results strongly support Coblin’s (2019) theory about the
relationship between Hakka, Shehua, and Tuhua. In his theory, all three diverged
from a proto-language named “Early South Central Highland Chinese”, although
modern Hakka and Shehua developed from a common ancestor called Common
She-Hakka, whereas Tuhua in northern Guangdong is considered to be a form of
paleo-Hakka. However, our results further reveal that modern Tuhua as spoken in
southern Hunan shares many characteristics with other nearby dialects in the South
Branch of the Central Dialect, presumably due to contact over time.
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Table 4: The attribution of Hakka in five regions.
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Clusters

7

8

9

10

Western Fujian

Central Dialect
(South Branch)

Central Dialect
(South Branch)

Central Dialect
(South Branch)

Hakka

Southwestern Central Dialect Central Dialect Central Dialect  Central Dialect
Jiangxi (South Branch) (South Branch) (South Branch)  (South Branch)
Scattered areas Weak area Weak area between Central Dialect  Central Dialect
in Hunan between Central  Central Dialect South (South Branch)  (South Branch)
Dialect South and and North Branch
North Branch
Northeastern West Branch of West Branch of West Branch of  Yue, weak area
Guangdong Southern Group  Southern Group Southern Group between Central
Dialect (South
Branch) and Yue
Northwestern ~ West Branch of Weak area between West Branch of  Yue
Taiwan Southern Group  Central Dialect (South Southern Group

Branch) and West Branch
of Southern Group

Second, the Hakka dialect, which is the last region identified in our analysis, is
diffuse, stretching across a relatively wide region with no clear core and including
several discontinuous localities. Notably, this dialect is found across five distinct
regions, including western Fujian, southwestern Jiangxi, northeastern Guangdong,
scattered areas of Hunan, and northwestern Taiwan. Furthermore, as noted above,
although we identify a distinct Hakka dialect region at 10 clusters, the localities it
encompasses belong to different regions higher in our tree, as summarized in
Table 4. For example, Hakka, as spoken in both Fujian, Jiangxi, and Hunan, belongs to
the south branch of the Central Dialects. Alternatively, Hakka as spoken in Guang-
dong and Taiwan is grouped with Yue in the Southern Group (West Branch) until
Hakka splits off as an independent cluster. Overall, Hakka can therefore be divided
roughly in two, one variety more closely related to the South Branch of the Central
Dialect and one more closely related to Yue, as presented in Table 4 and as can be
seen in Figure 6. Overall, Hakka appears to be a transition area between these
dialects.

Third, another interesting phenomenon that deserves our attention involves
Xianghua, which is scattered in the isolated mountain areas in western Hunan. All
Xianghua is classified as part of south Wu in this study. Based on this evidence, we
propose that an ancient dialect area existed in the Yangtze River Basin. Later, waves
of immigrants from Jiangxi, Hunan, and other regions to the north, leveled the
original ancient dialect and formed the buffering belts we now call the Central
Dialects. However, Xianghua as spoken in the isolated mountainous area in western
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Hunan was spared from the impact of immigration, which is why Xianghua is
classified with south Wu.

Finally, the status of the Danzhou dialect in Hainan is unclear. In our study, the
Danzhou dialect is classified into Hakka in the Type I FCM map, but is revealed to be a
weak area in the Type II FCM map, where it has only a 32 % association with Hakka,
12 % with Min, 9.9 % with Yue, and 7.3 % with the South Branch of the Central Dialect.
This result roughly supports Ding’s (1986) judgment. However, Ding did not mention
that the Danzhou dialect has such a high Min dialect component, presumably
because his judgments were mainly based on phonology and did not fully consider
the source of vocabulary borrowed from surrounding Min dialects.

4 Discussion

In this study, we have presented the first large-scale quantitative analysis of Chinese
dialect regions at a national level, as well as the first analysis of the complete dataset
from the Linguistic Atlas of Chinese Dialects. This is the most recent and authoritative
dialect survey of Chinese, including 510 phonological, lexical, and grammatical
alternation variables measured across 930 locations. By drawing on state-of-the-art
methods from dialectometry, we have identified broad and interpretable patterns of
regional dialect variation in this dataset, both supporting and challenging previous
theories of Chinese dialect regions, while providing an empirical basis for further
research in the field. In particular, we have identified three main dimensions of
Chinese dialect variation — which reflect the importance of migration, waterways,
and mountain ranges on the formation of Chinese dialects. In addition, we have
identified ten main Chinese dialect regions, and we have presented a theory of the
hierarchical relationships between these regions. We have also discussed how our
results elucidate various debates about the status of specific Chinese dialect regions.
In this section, we conclude this article by synthesizing these results and considering
how they inform our understanding of broad theoretical issues in Chinese dialec-
tology and the evolution of the Chinese language.

Our most basic contribution is to have shown that Chinese dialect variation is far
more pervasive and intricate than has generally been assumed. For example, up until
now, our understanding of internal differences in Mandarin has been based mainly on
the subjective analysis of phonological variation, but our aggregated statistical analysis
of a wide range of variables from across levels of linguistic analysis provides a more
comprehensive and objective picture of the distances between dialects, showing that
Mandarin is in fact characterized by considerable internal variation. Given long-
standing assumptions about the homogeneity of Mandarin, it is clear that fieldwork in
this region has been insufficient. Fortunately, this situation is currently improving
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with the survey of Northwest Mandarin currently underway as well as other regional
atlas projects (Li 2021; Xing 2020). Similarly, early researchers used the regional cul-
tural labels “Wu” and “Hakka” to identify what they saw as homogeneous dialect
regions. The internal consistency of these regions has rarely been questioned, as both
areas have relatively robust and unified cultural identities, but such perceptions
depend in part on comprehensive knowledge of these areas, which is affected
considerably by covert linguistic attitudes and other extra-linguistic factors such as
cultural identity (Schiippert and Gooskens 2010). Our data-driven analysis, however,
shows that there is a clear and sharp boundary between Wu dialects in the north and
south, while Hakka as spoken in Fujian, Guangdong, and Jiangxi is highly variable,
presumably due to substantial contact with various adjacent dialect regions.

Relatedly, we have found clear evidence of hierarchical structure in Chinese
dialects. Often Chinese dialects have been assumed to be equally distinct from each
other, with dialectologists identifying a set number of regions, without describing the
relationships between these regions. We, however, have proposed a full hierarchical
theory of Chinese dialect regions, splitting the Chinese language into dialect regions
at various levels of resolution based on linguistic distances. Furthermore, we have
argued that these distinctions reflect the pressures of a range of physical and cultural
factors overtime on the Chinese language, highlighting the effects of human and
physical geography, in particular, giving us the hierarchy of dialect regions we
observe today. However, in addition to these hierarchical relationships, Chinese
dialects also appear to interact laterally through contact, as dialect regions push up
against each other, often from different branches of this hierarchy. For example, we
can observe the effect of contact with Mandarin in the North Branch of the Central
Dialect. Overall, we, therefore, find that Chinese dialect regions are highly complex,
reflecting the influence of a wide range of different factors.

Alternatively, we have shown that some traditional dialects, which have long
captured the attention of Chinese dialectologists, are less distinctive than have been
assumed. Most notably, we do not find strong evidence for the traditional Jin, Hui,
and Pinghua dialect regions. If we divided our data more finely, tweaked the
parameters of our statistical analysis, or focused on subsets of our linguistic feature
set, we might well uncover some evidence to support their existence. Geolinguistic
variation is highly complex, allowing for a wide range of different regions to be
identified in the same dataset based on different criteria. Our goal, however, has
been to map the primary patterns of Chinese dialect variation based on a robust
aggregated analysis of the complete LACD, the most extensive available dataset for
Chinese dialects. We believe theories of dialect regions should be based on data-
driven research that considers comparable data collected from across the region of
interest, not assumptions about the nature of language use in one location, even if
those assumptions are based on careful fieldwork. We are therefore confident that
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the overall picture of Chinese dialect regions we have presented is accurate and
insightful, reflecting the broad patterns of regional variation instantiated in LACD,
and consequently highlighting the most important regional distinctions in the
Chinese language. Crucially, we feel this is the best approach for providing a basis for
understanding the underlying geographical and historical processes that generated
these patterns.

In particular, as discussed in the introduction, there are two main theories
concerning the historical formation of Chinese dialect regions, each highlighting a
different type of relationship. The first and more widely accepted theory is associated
with the horizontal transmission, where Chinese dialect regions are primarily
explained as being the result of Mandarin speakers and their linguistic innovations
spreading from the north to the southeast. This process is used to explain not only the
original spread of the Chinese language across China, brought by the Han people as
they migrated from the north into the southeast where non-Sinitic languages were
originally spoken, but also further division of these southeastern dialects, through
new waves of Mandarin-speaking migrants and sustained cultural influence from
the north. The second theory is associated with vertical transmission, where Chinese
dialect regions are primarily explained as being the result of internal diversification
over time. Our analysis, however, shows that the historical formation of Chinese
dialect regions likely arises from the interaction of both these sources of language
change. Most notably, we have identified clear hierarchical patterns in the Southeast,
consisting of sub-regions within sub-regions, as shown especially through the series
of cluster analyses we performed. On the whole, this structure cannot be easily
explained through contact with Mandarin; rather, it appears to be due primarily to
internal innovation and diversification. Similarly, we also observe a hierarchical
structure within Mandarin, which has long been underestimated. These results
clearly challenge standard theories of Chinese dialect region formation. However,
we also find clear evidence of horizontal transfer, especially from Mandarin to the
Central Dialect, which is characterized by considerable internal variability and less
stable borders than most other Southeastern dialects. Similarly, we can see that
Northeastern Mandarin is a center of linguistic innovation, especially within the
Mandarin region itself. Ultimately, we therefore propose that the historical forma-
tion of Chinese dialect regions is more complex than has previously been assumed, a
product of both vertical and horizontal transmission, constrained and promoted by
both the physical and cultural geography of China.

5 Conclusions

To conclude, in this article we have presented the first large-scale dialectometric
analysis of Chinese dialect survey data, uncovering hidden structure in regional
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variation in Chinese, including proposing new theories of modern Chinese dialect
regions and of the historical formation of Chinese dialect regions. Our results both
support and challenge standard views in Chinese dialectology, providing a quanti-
tative basis for future research in Chinese dialectology, as well as for cross-linguistic
typological analysis. This study also highlights the importance of adopting a quan-
titative and data-driven approach to dialectology. Geolinguistic data is voluminous,
high-dimensional, and spatially related, and it is therefore challenging to effectively
and efficiently detect and understand relationships and patterns in dialect data.
Crucially, extending our scientific understanding of geolinguistic phenomenon must
generally rely on the discovery, interpretation, and presentation of multivariate
spatial patterns. Dialectometry is a powerful tool that integrates computational,
visual, and cartographic methods together to detect and visualize multivariate
spatial patterns. It bridges our linguistic knowledges with data-driven, quantitative
research and provides us a new way to evaluate previous theories and explore new
issues objectively, as we have demonstrated for the Chinese language in this study,
leading to new and important insights about regional variation in one of the most
important languages in the world.

Data availability: The data underlying this study can be downloaded at https:/
zenodo.org/records/10697975.
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