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ABSTRACT

For quantum technologies to develop in the future, we need to create and manipulate systems
of increasing complexity. Consequently, a number of challenges must be overcome when
it comes to controlling, calibrating, and validating quantum states and their dynamics.

There is no doubt that a quantum computer will be the only way to simulate large-scale quantum
systems fully; however, classical characterisation and optimisation methods will continue to play
a critical role in the process. In this thesis, we look at one such adaptive method of characterising
the dynamics of a quantum system. We provide theoretical and experimental results on the study
of {T1, T∗

2 , T2} for a single qubit. We also provide results for the case of multiparameter estimation
and finish the discussion on adaptive estimation with an experiment on frequency estimation via
Ramsey measurement.

Spin-based quantum emitters have shown great promise to be the ideal platforms for quan-
tum applications, particularly quantum networking. However, most of these suffer from large
inhomogeneous broadening and emit outside the telecom band. In the second part of this thesis,
we look at optical, electronic and charge state properties of vanadium (V) defect in SiC with the
goal of its use in quantum networking applications owing to O-band emission and ultra-narrow
inhomogeneous broadening.
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INTRODUCTION

1.1 Towards quantum-enhanced technologies

As computing systems are nearing the limits of Moore’s law [1], with smaller and smaller compo-

nents, it is becoming more and more important to think about the quantum limits of computation

and information processing. This limit opens the possibility to explore how quantum effects

could be used to develop completely new information processing protocols that exploit purely

non-classical effects such as quantum coherence and entanglement for enhanced performance.

Examples are the development of quantum computing platforms that reduce algorithm complex-

ity (e.g. in factoring numbers [2] compared to their classical counterparts) or protocols to enhance

the security of communication channels [3]. Quantum systems can also be harnessed as sensors

of physical quantities, exploiting either the improved spatial resolution resulting from the use

of single particles, atoms [4] or miniaturised circuits [5] or the enhanced sensitivity enabled by

quantum entanglement in multi-particle systems [6, 7].

This thesis will focus on quantum technology implementations based on individual electronic

and nuclear spins. In Chap. 4 and Chap. 5 of this thesis, we describe the work done on the use

of Bayesian learning techniques to achieve a faster and more robust estimation of decoherence

timescales and frequency for a single qubit, leading to enhancement in the sensitivity of a

quantum sensor. In Chap. 6 We discuss optical, electronic and charge state studies of a telecom-

ready emitter in SiC with potential use as quantum nodes for quantum networking applications.
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CHAPTER 1. INTRODUCTION

FIGURE 1.1. An example of a real-world quantum network structure. (a) Sketch showing a
potential future quantum network that will have entangled quantum nodes. (b) A quantum
network with a one-dimensional structure. (c) A two-dimensional quantum network. (d) Examples
of several types of physical platforms that can be used to create quantum memories. These
quantum memories, represented by cubes, can be placed in the nodes represented by balls in (a),
(b), and (c). Figure adapted from [8].

1.1.1 Quantum networks

We may see a revolution in how we think about communication security in the near future if we

can demonstrate a wide-range quantum network [9, 10]. Quantum networks comprise several

quantum systems interconnected by single-photon links [9, 10]. The quantum network distributes

quantum states between users by means of those single optical photons. Quantum processing

systems in such a network are used to generate, process and store quantum information locally.

In comparison, the quantum channels connecting these quantum systems can distribute entangle-

ment across the network and transport the quantum state from site to site with high fidelity. This

architecture is promising for developing distributed quantum computing, where the interfacing

of smaller, higher-performance quantum processing units through lossy/noisy links enables the
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scaling up of a larger platform [11].

Quantum networks are also important for sharing quantum entanglement and secret encryp-

tion keys over long distances. Underpinning these technologies is the transition from classical

to quantum bits, where states can simultaneously be in a superposition of 0 and 1. Crucial to

tasks such as QKD, where any unauthorized attempt to copy the quantum states being sent

disrupts their unique properties, and hence it will unavoidably alter them. This disruption acts

as a built-in alarm system allowing eavesdropping attempts to be detected. This safeguards the

communication against unauthorized interception. Unlike quantum computing which requires

many interconnected qubits to offer a computation advantage over classical computers, quantum

networks can be achieved with interconnected single qubit modules, a much more feasible task in

the short term.

Other applications of quantum networks include clock synchronisation [12], and sensor

networks [13]. Fig. 1.1a depicts a schematic representation of a potential quantum network

comprising several entangled quantum nodes. Such a quantum network can be constructed in two

ways: Fig. 1.1b shows a linear quantum network scheme composed of Bell-state entanglement,

and Fig. 1.1c depicts a 2D-quantum network scheme with GHZ-state entanglement [14]. Fig. 1.1d

shows various quantum memories that can implement quantum nodes.

1.1.1.1 Basic components of a quantum network

A quantum network comprises the following main components. Each of the below-mentioned

component has a specific task and associated challenges.

1. end nodes

2. quantum channels

3. quantum repeaters

End nodes (quantum processors) are used for the manipulation of quantum information.

These can be used to perform quantum operations on qubits, such as preparing and measuring a

qubit. Nodes in solid state systems such as NV centres in diamond, a point defect with unique

optical and spin properties (see Sec. 1.3 for more details) have been explored for applications such

as quantum error correction [15], the entanglement of two [16] or three [17] quantum processors,

as well as unconditional quantum teleportation [18]. Other platforms, such as trapped-ions, have

also been used for end-node processors [19, 20].

In a network, such nodes are connected by quantum states transmitted over a physical

channel, such as a telecom fibre network. These channels, however, suffer from being inherently

lossy, leading to a loss of quantum information over a large distance as the transmissivity of the

fibre changes. Hence to counter this issue and reach longer distances, quantum repeaters are

usually required [21, 22].
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FIGURE 1.2. Essential elements of a quantum network. A quantum network is composed of
three essential elements, quantum channel, end node and quantum repeater. Quantum channels
allow the transmission of information between end nodes (quantum processors) across the
network. Such channels are inherently lossy; hence to counter this, quantum repeaters are
implemented to increase the transmission over long distances. Figure adapted from [10].

FIGURE 1.3. In a quantum repeater, entanglement (dashed lines) between the nodes (left and
right balls) and the repeater (middle) is generated individually. One of the qubits entangled with
node 1 is then teleported onto node 2, which subsequently allows the data qubit to be transmitted
via quantum teleportation. Figure adapted from [10].

Quantum repeaters are a key technology that can help scale up quantum networks. Quan-

tum signals, which transmit quantum information, are fragile and easily disrupted by noise

and interference. As a result, the range of quantum communication is currently limited to a

few hundred kilometres over optical fibres [23, 24]. Quantum repeaters can overcome this lim-

itation through a series of entanglement-based protocols and quantum techniques, including

entanglement swapping, entanglement purification, and quantum teleportation. By creating

and maintaining entangled pairs of particles at intermediate nodes, quantum repeaters extend
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the reach of quantum communication. This allows quantum information to be transmitted over

much longer distances without losing fidelity or being disrupted by noise. Quantum repeaters

are analogues of amplifiers used in classical communication to overcome signal loss during

transmission. Such amplifiers, however, can not be used for quantum bits since they cannot be

copied (non-cloning theorem) [25]. Additionally, manipulating them will result in a change of

information the qubit carries.

The basic idea behind a quantum repeater is to break up a long-distance transmission into

shorter segments, each of which can be corrected for errors, leading to more robust and reliable

transmission over long distances. A schematic of a quantum repeater working is shown in Fig.

1.3, where the process of entanglement swapping allows the teleportation of data qubits between

two nodes via the help of a quantum repeater.

Requirements for spin-based quantum networking

One of the leading architectures to implement a quantum network node consists of a single

quantum emitter (point defect, impurity, quantum dot) interfacing optical photons to spins. The

key requirements of an ideal quantum emitter for this application are:

1. Spin coherence: The electron spin coherence time should be long, with the ability to

initialise, manipulate and readout with high fidelity. The ability to address nearby nuclear

spins for entanglement purification, quantum error correction etc., is also highly desirable

[26, 27].

2. Spin-photon interfacing: The spin should be interfaceable to optical photons through a

coherent spin-photon interface based on spectrally stable, spin-selective optical transitions.

Optical networks employing fibres demand access to O, C and L telecom bands. Hence a

system directly emitting in these bands is beneficial.

3. Brightness: which is the number of photons extracted from a single emitter per second, is

important since it determines the efficiency of spin readout schemes and entanglement-

generation protocols. Brightness depends on intrinsic properties and practical matters such

as collection efficiency. In many of the systems currently, under study, emitter brightness is

severely affected by total internal reflection, which greatly reduces the photon collection

efficiency [28, 29].

4. Photon purity and indistinguishability: For measurement-based entanglement proto-

cols, where remotely located spins are projected into entangled states by measurements

performed on photons they are interfaced to, generated photons quality is very important.

In particular, the requirements are that the photon states are pure with a negligible contri-

bution of multi-photon states and indistinguishable, i.e. perfectly overlapping in all degrees
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of freedom (spatial, spectral, polarisation) [30]. This is crucial to achieving high-visibility

quantum interference, which then translates into high-quality quantum entanglement.

5. Spectral stability: The spin-photon interface should be stable over time. In practice,

fluctuations in the electric environment due to trapped charges and dangling bonds induce

spectral shifts. These shifts result in decoherence of the spin-photon interface and reduce

the success rate of measurement-based entanglement [31, 32].

6. Device integration and scalability: The system should be easy to integrate and offer

possibilities to enhance light-matter interaction. Additionally, integration with electronic

functionalities can stabilise the quantum emitter charge state and its electric environment.

For scalability, the platform must be compatible with standard photonics circuitry and

industrial-scale nanofabrication standards [27].

1.1.1.2 State of the art experiments

Many groups worldwide have taken up the challenge to develop a large-scale quantum network,

with many different approaches being developed in parallel. While no single approach can claim

a long-distance quantum network, several systems are progressing in the right direction. It is

important to note that several physical systems, for instance, trapped ions, NV centres, cold

atomic ensembles, and single neutral atoms, are not only capable of absorbing and storing incident

photons directly but are also useful for generating quantum correlations between photons and

matter directly. Here we will discuss some of the critical experiments conducted over the past few

years and the recent progress made towards building large-scale quantum networks.

Implementing a quantum node requires local matter qubits that can be interfaced to the

single photon states used for long-distance quantum information sharing between the nodes.

The local qubit should operate as a long-term quantum memory, and additional qubits could be

used to achieve fault tolerance through quantum error correction. One of the possibilities for

implementing local qubits in a quantum network is given by electronic and nuclear spins in a

solid-state matrix. Due to the localised nature of the magnetic dipolar interaction, single spins

interact very weakly with other spins in the environment if the host material is sufficiently pure.

This results in very long coherence times, which is crucial for quantum memory applications.

Solid-state implementations, particularly in semiconductors, are appealing for applications since

one can potentially fabricate devices at an industrial scale [33]. A point defect in diamond, the

nitrogen-vacancy (NV) centre (see Sec. 1.3 for more details), is among the leading solid-state

platforms to implement these quantum nodes, with several groundbreaking studies, particularly

by Ronald Hanson’s group at TU Delft. In 2013 remote entanglement between two NV centre

electron spins separated by 3m distance [34] was demonstrated, later extended to the current

record (∼ 1.3 km) for the production of heralded entanglement between distant locations [16].

More recently, entanglement purification via dark electron-nuclear spin has also been achieved
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[35]. To facilitate entanglement distribution through commercial telecom fibres, conversion of

coherent NV emission from 637 nm to the telecom region (1550 nm) while preserving the coher-

ence of the spin-photon interface [36] was implemented. To establish a long-distance quantum

network between elementary links, it is typically necessary to use higher-level entanglement

swapping operations of matter-matter entanglement as part of the quantum repeater scheme. A

new quantum repeater scheme has been proposed to solve this long-distance problem without

relying on linear optics-based entanglement swapping [37]. A fibre-based city-scale quantum

communication network prototype without trusted nodes has also been shown [38]. A similar

demonstration of entanglement within an urban environment over a distance of 12.5 km was

also shown recently [39]. More recently, quantum memory in a trapped-ion network node has

been demonstrated where they combine the capabilities of strontium and calcium ions to achieve

robust, high-quality entanglement and store it for a longer time period [40]. Additionally, studies

using an ensemble of Rb atoms have been used to quantum-enable millimetre wave to optical

transduction for efficient entanglement generation and transfer of quantum information between

different quantum technologies [41]. A study demonstrating the transmission of entangled tele-

com photons with rare earth-based solid-state quantum memory over deployed optical fibre has

showcased highly non-classical correlations up to 50 km fibre separation and shown potential for

long-distance quantum communication networks [42]. An additional study on rare earth-based

quantum memory demonstrates long-distance quantum teleportation of a photonic telecom qubit

into a solid-state qubit using active feed-forward and a temporally-multiplexed protocol, resulting

in increased teleportation attempts and higher repetition rates for practical quantum communi-

cation setups [43]. A study done by Dario et. al. in 2021 [44] presents a successful demonstration

of heralded entanglement between spatially separated quantum nodes using multimode solid-

state quantum memories, enabling telecom-compatible and temporally-multiplexed operation

for future quantum networks. However, perhaps the most significant step taken in recent times

in the realisation of a quantum internet is the study done last year by the team of physicists at

Delft, where they have shown the use of quantum teleportation to send data over three distinct

locations [45], which was only limited to two locations previously. This work is significant in that

before this, quantum teleportation between stationary qubits was only possible when they were

connected via direct quantum channels due to requirements of efficient light-matter interfacing

and high-fidelity entanglement. This work will allow information sharing between two nodes in

the absence of a direct connection. A notable advancement in achieving a quantum internet.

Additionally, some commercially available devices can perform QKD at short distances (∼
100km in telecom fibre) [23, 24]. There have also been laboratory demonstrations on using

coiled fibre for long-distance communication [46–48] or through free space communication [49].

Using a fibre-based framework, a study demonstrated the entanglement over 22 km for field-

deployed fibres and 50 km using coiled fibres [50]. Various QKD devices have been implemented

in field tests and short-distance networks [51, 52]. Using satellite technology, entanglements
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between distant sites have been produced involving distances of more than 1200 kilometres [53].

Laboratory experiments have also demonstrated the feasibility of more complex applications,

such as quantum sensing [54] via an entangled quantum network.

Considerations concerning the design of quantum networks that come from technological

rather than just fundamental limitations are a crucial part of the development of quantum

networks and an issue that needs to be addressed when considering realistic deployments of

quantum networks. These are enormous technological challenges, which include - for instance,

storing qubits for an extended period of time and manipulating a large number of qubits simulta-

neously. A possible vision for a quantum network, which inspires the work in this thesis, is a set

of quantum nodes connected by optical links. Quantum states are shared between the nodes by

single optical photons in the telecom range to reduce losses. Local nodes, implemented by atomic

or solid-state qubits, provide mechanisms to store the quantum states and basic processing

capabilities, such as quantum error correction.

1.1.2 Quantum sensing

A branch of quantum science and technology that has been gaining prominence in recent times

is quantum sensing. It constitutes a separate and swiftly expanding domain within quantum

science and technology, with the prevalent platforms encompassing trapped ions, spin and

superconducting qubits. As the term implies, quantum sensing refers to the process of measuring

physical quantities, for example, magnetic and electric fields, rotation, temperature, and pressure,

using a quantum system, quantum phenomena, or quantum properties. Several quantum sensors

have been developed over the years, including magnetometers based on superconducting quantum

interference devices (SQUIDs), atomic vapours and clocks.

In addition to providing new opportunities in applied physics and other scientific fields, the

field is expected to offer novel opportunities in areas such as high sensitivity and precision

measurements. The hope is also to improve the performance of classic sensor systems [4] by

reducing the noise compared to what is known as a “shot noise limit” [55]. Quantum sensing

applications take advantage of the fact that the quantum states of particles can be susceptible to

changes in their environment. According to the literature [4, 56], a few critical criteria must be

met in order to construct a working quantum sensor:

1. It is essential that the quantum system has resolvable, discrete energy levels with finite

energy transitions.

2. Quantum sensors should be able to be initialised into well-known states and read out.

3. It is possible to manipulate the quantum sensor coherently.

8
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FIGURE 1.4. Generalised steps of a quantum

sensing protocol.

The idea behind having these preset con-

ditions to classify a quantum sensor is impor-

tant in order to allow the system to be in a

well-defined quantum state, which helps to cal-

ibrate the sensor and gives a known starting

point along with giving the option of control-

ling and manipulating in a way that is con-

sistent and predictable. Generally, measuring

any physical quantity with the help of quan-

tum sensors takes the steps described in Fig.

1.4. To begin using the quantum sensor, the

basis state of the quantum sensor must be de-

termined first, which is then transformed into

the initial state that is desired by the user

based on the particular measurement of inter-

est. After which, it is left under the influence

of external perturbations. Then a superposi-

tion of observable readout states is created,

followed by the readout of the final state of

the sensor. These first five steps represent one

measurement cycle, which is repeated several

times before a final average estimate is yielded

for the unknown quantity of interest.

Some examples of different types of quan-

tum sensors and their properties are given in

Fig. 1.5. Where the types I, II, and III (in the last column of Fig. 1.5) refer to the three different

definitions of Quantum sensing:

1. Measuring a physical quantity with the help of a quantum object (type I).

2. Measurement of a physical quantity using quantum coherence (type II).

3. The use of quantum entanglement to enhance a measurement’s precision and sensitivity

(type III).

Significant progress has been made over the years with the use of solid-state spin sensors

in quantum sensing. In 2019, a study showed the mapping of 27 individual nuclear spins and

demonstrated the 3D structure of spin cluster with atomic-scale resolution [57]. A number of

studies followed, including one published last year showing the mapping of over 20 C-13 nuclear

spins at room temperature with a 2.4 nm distance from the spin sensor [58].
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FIGURE 1.5. Quantum sensors for estimation of various quantities. Figure adapted from [4].

Based on the spectral properties of the fields to be sensed, we can categorize quantum sensing

into DC sensing and AC sensing. DC sensing is used for static, slowly varying signals. While

AC sensing is used for time-varying signals up to a frequency of 10 MHz [59–61], with some

experiments using quantum mixers, have shown sensing signals of ∼ 150 MHz [62] (more on this
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in Sec. 1.3.2 and 1.3.3).

1.2 Characterising quantum systems

As quantum technological platforms are being scaled up to larger and larger quantum systems,

the need for efficient characterisation, verification, and validation protocols becomes more and

more compelling. In this context, it is essential to understand that the dynamics of a quantum

system become exponentially complex with increasing size, making a description of the system a

challenging task. A recent review [63] gives a quite complete introduction overview of methods

that have been used to learn the state, dynamics and measurements of a quantum system.

Even in the case of small-size quantum systems, characterising and optimising quantum

systems is crucial to develop fast, high-fidelity processing. For example, in quantum metrology,

optimising measurement strategies and probe states are essential to maximising the sensitivity

and precision of a quantum sensor. In many cases, it is crucial to minimise the total sensing

time for an experiment, for example, to track processes with fast timescales or fast lifetimes (for

example, bio-molecules that might only be stable for a short time). A possible way to do this is to

employ "smart" adaptive approaches that optimise sensing settings in real-time. In an adaptive

measurement, the protocol uses the newly acquired information to compute the optimal settings

for the next experimental run. Moreover, for the case where the optimal settings depend on the

unknown parameter, the adaptive strategies outperform the standard measurement schemes. A

general example of such a Bayesian-informed adaptive measurement cycle is depicted in Fig. 1.6.

In this protocol, the Bayes rule is used to update our current knowledge about the probability

distribution for the quantity of interest. The updated probability distribution can then be used to

optimise the settings for the next measurements in the series.

FIGURE 1.6. Online adaptive scheme employing Bayesian inference. Using the Bayesian
inference after each measurement outcome, the optimal parameters/settings for the next cycle
can be calculated by using different statistical functions. Figure adapted from [63].

A key consideration for applying these adaptive schemes is the time constraints. Hence a

11



CHAPTER 1. INTRODUCTION

near-optimal scheme which is time efficient, might perform better than the optimal scheme,

which is computationally intensive. For the scope of this thesis, we will focus on a few such

examples of a learning protocol to adaptively estimate the decoherence properties of a single

spin qubit via the application of Bayesian inference (see Chap. 4). We will also discuss the case

of multiparameter estimation (see Sec. 4.6) as well as frequency estimation (see Chap. 5) via

these adaptive techniques. The subsection below briefly introduces the decoherence timescales

associated with a qubit.

1.2.1 Decoherence timescales

Coherent manipulation of spin qubits is important in various applications [64], ranging from

quantum sensing to quantum computing. Coherent operations are limited by the loss of coherence

of the qubit, resulting from unwanted interaction with the environment. Decoherence is typically

characterised by T1, T∗
2 and T2 timescales [65]. The section below will briefly describe the main

factors contributing to the decoherence of a quantum system and the protocol used to measure

the timescales (T1, T2, and T∗
2 ) associated with these interactions.

1.2.1.1 Longitudinal spin-lattice relaxation time T1

The relaxation time T1 describes the timescale over which a polarised spin reaches the thermal

equilibrium configuration. Relaxation can be driven, for example, by interactions with phonons in

the crystal lattice or charge noise enabled by the spin-orbit interaction. T1 relaxation timescales

are not only an important parameter of quantum information processing but can also be used as

a sensing tool to infer quantities such as the concentration of paramagnetic species from the noise

they create on the quantum system [66]. This has been used, for example, in medical imaging to

create images with high contrast between different tissue types by selectively suppressing the

signals from specific tissues based on their T1 relaxation times [67].

T1 his time can be measured by polarising the spin into an eigenstate and detecting the

probability of being left in the initial state as a function of time. The pulse sequence used for T1

measurement is shown in Fig. 1.7. Using an initialisation pulse, the system is initialised into

the initial state, for example, |ψ0〉. After a certain delay time τ, the remaining spin population is

read out with a readout pulse. A spin-relaxation curve is obtained by varying the delay time τ

between initialisation and readout pulses. Such a curve can be fitted to extract the characteristic

decay time T1.

1.2.1.2 Dephasing time (T∗
2)

The dephasing (T∗
2 ) time describes the loss of coherence of a quantum superposition induced by

inhomogeneities in the surrounding environment. Such inhomogeneities lead to qubit precession

occurring at different rates causing the wave function to lose coherence and resulting in dephasing.

12
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FIGURE 1.7. T1 measurement pulse sequence to estimate the spin-lattice relaxation time. In this
case, no manipulation pulse is applied between initialisation and readout.

These inhomogeneities include magnetic field fluctuations, coupling to other spins, thermal effects

and imperfections in control pulses [68, 69]. The standard approach to measure T∗
2 is based on

Ramsey interferometry through the sequence depicted in Fig. 1.8. The quantum system is initially

prepared in a well-defined state, such as the ground |Ψ0〉 or excited state |Ψ1〉 via an initialisation

pulse. The first π/2 pulse is then applied to the quantum system, which causes a rotation of the

states into a superposition of |Ψ0〉 and |Ψ1〉. The quantum system is allowed to precess freely

for a variable sensing time τ in such a superposition state. A second π/2 pulse is applied to

project the system back into the |Ψ0〉, |Ψ1〉 basis. Finally, the system is measured to determine

the probability of finding it in a particular eigenstate. The Ramsey pulse sequence can measure

the spin precession frequency by varying the sensing interval τ between the two π/2 pulses. The

resulting Ramsey decay curve can be used to extract the T∗
2 time.

FIGURE 1.8. Ramsey interferometry pulse sequence to measure the T∗
2 time of a qubit. Here two

π/2 pulses are used to manipulate the state of the quantum system.

The characterisation of dephasing time is important in quantum sensing, spectroscopy and

quantum computation. Dephasing [70, 71] limits the storage time for a quantum memory and

the sensitivity for a quantum sensor (by limiting the coherent signal accumulation time). The

optimal sensitivity is achieved for τ∼ T∗
2 as [72]:

(1.1) ηDC ≈ ℏ

gµBC
√

T∗
2

here C is the contrast.

The T∗
2 value for a single spin measures how the spin’s phase accumulation over time is

distributed due to repeated measurements on that spin [73, 74]. In contrast, for the ensemble, T∗
2

gives the relative dephasing of each spin in the ensemble. Within the same sample, different spins
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can have varying values of T∗single
2 due to the non-uniform distribution of the surrounding spin

baths [75, 76]. While for an ensemble of spins, T∗ensemble
2 is not only affected by the fluctuations

in the spin bath but also limited due to noise sources like inhomogeneous distribution, strain,

and the g factors [74].

1.2.1.3 Decoherence time (T2)

Decoherence time T2, also known as transverse relaxation time, is a measure of the duration

for which a quantum system can maintain its coherence before it becomes randomised due to

interactions with environmental noise, such as fluctuations in the magnetic field, coupling to the

nearby nuclear spins and surface interactions. T2 is more sensitive to temporal fluctuations in

the environment as it removes the contribution from the environment’s slowly varying and static

inhomogeneities.

FIGURE 1.9. Spin echo sequence to measure T2 timescale for a qubit. Here qubit is manipulated
via the application of two π/2 pulses and one π pulse to cancel the effect of the static, slowly
varying field.

The Hahn echo sequence is most commonly employed to measure the T2 decoherence time

[77, 78]. As depicted in Fig. 1.9, The system is initialised, and a π/2 creates a superposition

state of |Ψ0〉 and |Ψ1〉. The spins evolve freely under the influence of the local magnetic fields

for a precession time τ/2. During this time, spins will accumulate different phases due to the

differences in precession frequencies. After this free precession time, a π pulse is applied, which

rotates the spins by 180 degrees. The system is then allowed to precess for another τ/2 to refocus

the spin. After this, the second π/2 MW pulse projects the spin back to |Ψ0〉 and |Ψ1〉 basis.

Finally, a laser is applied to read out the system’s state. The detected signal contains information

about the properties of the system, including its T2 relaxation time and the local magnetic field

distribution. Additionally, such a coherent control can help increase the sensitivity (by ∼
√

T∗
2 /T2 )

at the cost of reduced bandwidth, given as [72]:

(1.2) ηAC ≈ πℏ
2gµBC

p
T2

with optimal sensitivity achieved for fields with frequency ∼ 1/T2.
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1.3 The nitrogen-vacancy (NV) centre in diamond

The adaptive protocols described in Chap. 4 and 5 of this thesis are general and can be applied to

any qubit system. We demonstrate the working of these protocols on an e− spin associated with

a nitrogen-vacancy (NV) centre in diamond as it is one of the most studied optical defects, and

room temperature spin manipulation is possible.

More than 100 luminescent defects have been studied in diamond [79, 80]. Many of these

have been characterised as optically active [81]. At the same time, some of these defects allow

optical detection of magnetic resonance (ODMR) [82, 83]. The nitrogen-vacancy (NV) centre

is among the most extensively researched defects. As shown in Fig. 1.10 (left), an NV centre

comprises a substitutional nitrogen atom adjacent to a missing carbon atom (vacancy) in the

diamond lattice. NV (nitrogen-vacancy) centres can be formed naturally in some diamonds or

artificially created using implantation and annealing [84–86]. For an NV centre, most of its

features are attributed to the two unpaired electrons exhibiting a trigonal C3v symmetry [87].

The paramagnetic ground state of the NV centres strongly interacts with optical and microwave

fields. NV centres have unique optical and spin properties with long spin coherence times. They

can operate at room temperature, making them attractive for various applications in quantum

technology, including quantum computing, quantum cryptography, and quantum sensing. The

host material, diamond, is biocompatible, which means that NV centres in diamond could be used

for biomedical applications such as bioimaging and biosensing.

1.3.1 Electronic structure of an NV centre

The electronic structure of an NV (nitrogen-vacancy) centre in a diamond is characterised by

two unpaired electrons in the defect’s electronic configuration; for a detailed review, see [87, 89].

NV centre has a spin-triplet ground state (3A2) and excited (3E), as shown in Fig. 1.10 (right).

The ground state has a zero-field splitting, which arises from the interaction of the unpaired

electron’s spin with the crystal lattice. This splitting results in three energy levels with different

spin projections, separated by approximately 2.87 GHz at room temperature. The ground state is

directly coupled with the excited state via an optical transition of 637 nm (red fluorescence). In

comparison, the transition between the two intermediate states (1A1) and (1E) is a weak transition

in the infra-red regime. These transitions are spin-conserving due to the weak spin-orbit coupling

[90, 91]. In the presence of these intermediate states, there are two more non-radiative and

non-spin conserving transitions between (3E) and (1A1) as well as between (1E) and (3A2). These

transitions are brought about by the mechanism of phonon-assisted intersystem crossing (ISC).

The lifetime of these ISC transitions is about ∼150 ns as opposed to 12 ns for the radiative

transition between the ground and excited state. This difference in lifetime is the reason behind

the spin polarisation and optical contrast of an NV centre. Looking at this in more detail, we find

that when an NV is optically pumped into the excited state, it takes either a radiative path from
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Figure 1.10: NV centre in diamond with energy level structure. Left: NV centre in the
diamond. Here carbon atoms are represented by green balls, nitrogen with yellow, while a purple
ball represents a vacancy. Figure adapted from [88]. Right: Schematic of energy level structure of
an NV centre. Green and red arrows represent the most common excitation and relaxation optical
transitions. While the grey arrow represents the intersystem crossing leading to polarisation and
fluorescence contrast of the NV defect.

3E to 3A2, giving a fluorescence signal in visible light, or a non-radiative path accompanied by the

inter-system crossing (ISC), 3E −→ 1A1 −→ 1E −→ 3A2. The probability of following this ISC path is

high when the system is optically pumped from ms =±1 [92]. This state-dependent ISC transition

probability selectivity polarises the NV centre into the ms = 0 spin state after a few initialisation

cycles. Moreover, since the radiative lifetime of the two paths is an order of magnitude different,

this means that fewer optical photons will be detected when the system starts in ms =±1 spin

state. The value for this difference in fluorescence contrast between the two spin states can be as

high as ∼ 20% [93, 94]. Using these two properties of the NV centres is the primary mechanism

behind many applications.

1.3.2 DC sensing: NV centres

In DC quantum sensing with NV centres, a diamond sample containing NV centres is placed in

an external magnetic field. The presence of the magnetic field lifts the degeneracy of the |±1〉 and

leads to field-dependent splitting of the levels. To measure such a change in the energy levels

of the NV centres, a Ramsey sequence, as depicted in Fig. 1.8, is used. Where an NV centre is

optically addressed, and their fluorescence is measured to determine the strength and direction

of the magnetic field with high precision and sensitivity. An NV centre accumulates a phase

φ= 2πγBτ during this measurement. From this, the value of the unknown applied field can be
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estimated with the gyromagnetic ratio γ = gµB/h ≈ 28.024 GHz/T [95]. One advantage of NV

centres for DC quantum sensing is that they are highly sensitive even at room temperature,

making them suitable for a wide range of applications. Additionally, NV centres can be fabricated

in diamond samples with controlled positioning and density, enabling high-resolution magnetic

field maps to be created. Potential applications of DC quantum sensing with NV centres include

monitoring the current flow in electronic devices [96], detecting magnetic fields produced by

biological processes [97, 98], and studying the magnetic properties of materials at the nanoscale

[99, 100].

Sensitivity

The sensitivity of a given quantum sensor depends on many factors, including readout noise,

decoherence time, and overhead time. The final expression for optimal sensitivity taking all these

factors into account, can be given as [70]:

(1.3) η
opt
ramsey =

1

γee−(τ/T∗
2 )2

p
τ+ tO

τ

√
1+ 1

C2navg

here γe is the gyromagnetic ratio of the NV e− spin, tO gives the experimental overhead time,

τ is the sensing time, C is the contrast and navg is the averaged collected photons per readout.

And as the measurement sensitivity is dependent on the NV spin dephasing time T∗
2 , it limits the

maximum possible sensitivity for any quantum sensor. Several studies have been done to extend

this timescale and increase the sensitivity of the sensor, with studies showing the value of T∗
2

reaching hundreds of microseconds at room temperature [101].

Initial demonstrations

C degen et al. demonstrated the magnetometry scheme [102] in 2008. While some other studies

were also done during the same time analysing the sensitivity and usability of DC sensing for

various applications [72, 103–105].

1.3.3 AC sensing: NV centres

In addition to DC sensing, NV centres in diamonds can also be utilised for AC sensing. AC sensing

with NV centres involves detecting and measuring high-frequency oscillating magnetic fields,

typically in the MHz range. With applications ranging from fundamental studies to material

science [106] to biology [95]. Usually, an AC sensing measurement is performed via the spin

echo protocol, as depicted in Fig. 1.9, where the use of an additional π pulse cancels out the

phase accumulation due to slow varying and static inhomogeneities in the environment, which
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leads to sensitive detection of the oscillating signals. The advantage of using spin echo for AC

sensing with NV centres is that it can reduce the effect of decoherence by using the π pulse to

cancel the effect of the surrounding environment leading to longer coherence time T2 and more

precise measurements of the AC magnetic field. Like the Ramsey interferometry, we can use the

accumulated phase during the free precession time to find the unknown field Bac. Additionally, for

NVs with the presence of nearby carbon-13 isotope, collapses and revivals of NV spin coherence

can be observed in the spin echo signal [107, 108] for an AC field of frequency given as:

(1.4) fac = 1
τ
= γ13CBo

2l

here nuclear gyromagnetic ratio is represented by γ13C, ac field magnitude by Bac. While l is

an integer.

Sensitivity

Similar to the case of Ramsey measurement, the sensitivity of an AC quantum sensor is dependent

on the decoherence time T2, with the optimum sensitivity achieved for τ ∼ T2 [72]:

(1.5) ηecho ∼
πℏ

2gµB
e(τ/T2)N

p
τ+ tO

Cτ

here the decay factor N can vary from N = 1 to 4 [109] (see Sec. 4.2.1 for more details).

Initial demonstration

Experimentally, Maze et al. used a spin echo-based NV magnetometer for the first time to

demonstrate the feasibility and operation of such a device [110]. Since then, it has been applied

to many applications in the field of physics and biology. With a huge amount of work focused

on improving the sensitivity by improving the photon collection efficiency [111–114], improving

coherence time via material engineering [103], getting better measurement contrast [115], and by

using more complex measurement sequences [116, 117]. For a high-purity sample, T2 coherence

time is usually around ∼ 500 µs; a value of ∼ 2 ms is reported for a high-purity isotropically

purified sample [103].

1.4 Spin-based quantum technology in Silicon carbide (SiC)

Diamond is an excellent material for spin-based quantum technology due to its wide bandgap,

diluted nuclear-spin bath and weak spin-orbit coupling. The ability to grow highly purified
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samples, combined with isotope engineering, can further enhance already long spin coherence

times [118]. The NV centre in diamond is currently the platform of choice for optical spin qubits,

both for quantum sensing [98] and quantum networking applications [119]. In parallel, many

groups are exploring other colour centres in diamond, such as silicon-vacancy (SiV) [120] or

Germanium vacancy (GeV) [121], whose spin-photon interface exhibits superior robustness due

to insensitivity to the electric field given by their symmetry structure [122].

Despite its excellent properties, the diamond remains a difficult material to scale, integrate

and fabricate on a large scale. The NV centre, in particular, presents several challenges for

further advances towards quantum networks:

1. only 3-4% of the optical emission goes to the zero phonon line (ZPL) [123]. Only this

emission is coherent and hence can be used for photon-based entanglement-swapping as

the phonon involvement in non-ZPL emission leads to dephasing very quickly [124]. This

drastically reduces the success rate for measurement-based entanglement protocols. This

problem could be addressed by embedding the NV centre in a cavity and exploiting a strong

Purcell effect to transfer most of the emission into the ZPL [124, 125].

2. ZPL emission at 637 nm is very lossy when propagated through an optical fibre. Though

conversion to the telecom range is possible [36, 126], it adds noise. Hence direct emission

in the telecom range would be preferable [127].

3. the spin-selective atomic-like optical transitions employed for interfacing spin with photons

are strongly affected by electric noise, resulting in random spectral jumps [128]. This effect

is even more pronounced when the NV centre is close to a surface or the nanofabricated

regions [129], for example, in optical cavities, due to the higher concentration of defects,

impurities and dangling bonds that induce electric noise. This has made the demonstration

of a cavity-enhanced spin-photon interface very challenging, and no group has been able to

demonstrate this for an NV centre, despite a couple of decades of work in this field.

4. diamond is notoriously hard to grow, dope and fabricate, hindering its applicability for

scalable quantum devices compatible with industrial production processes [130].

Silicon carbide (SiC) is an alternative platform which has been in use for various applications.

There are more than 200 polytypes of SiC available in nature, and all of them have band gaps

of around 2-3 eV [131]. It is typically grown by the chemical vapour deposition (CVD) process.

Our collaborators at the University of Linkoping in Sweden have pushed material purity down

to the impurity concentration level of ∼ 1013 cm−3, resulting in excellent spectral stability of

the spin-photon interface [132]. Improving material purity and quality has led to fewer surface

and morphological defects and fewer carbon vacancies. This means that the point defects within

the deep bandgap (also referred to as colour centres), which were previously investigated as

ensembles, can now be studied individually. SiC also boasts the advantage of mature production
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protocols that are available for silicon on a large scale and excellent nanofabrication quality [133].

However, certain challenges still remain in fabricating materials for integrated photonics and

in the control and generation of colour centres [134]. According to a study [135], SiC can have

many optically active colour centres with quantum properties. These defects mainly originate

from vacancies of either C or Si and are typically associated with substitutional impurities like

transition metals (TM), transition metal oxides (V, Cr, Ti, Er, Mo, etc.), and the most common

nitrogen impurities.

SiC is an established material for electronics, with heavy investments by the semiconductor

industry over the last 20 years [136], which have resulted in high-quality single-crystal wafers

[137, 138]. SiC is currently one of the leading power electronics platforms, particularly for harsh

environments [139]. SiC is also a good candidate for high-temperature electronic applications

[140]. In addition to high-power electronics [141], it is also a promising material due to its 10-fold

higher breakdown voltage and three-fold higher thermal conductivity than Si [131, 140]. SiC

has also been exploited in the field of microelectromechanical systems (MEMS) [142] and in

metal-oxide-semiconductor field-effect transistors (MOSFETs) [143].

While not yet extensively developed for photonics applications, SiC exhibits quite good linear

and nonlinear optical properties. Apart from its second-order nonlinear dielectric properties and

optical transparency, it has extensive application in photonic devices, serving as waveguides and

components in photonic circuits such as photonic crystals and micro-ring resonators [144] since

the early 1990s, and in optoelectronics, [145]. Applications for SiC have been found in the field of

optical sensors [146] such as for ultraviolet light, x-rays, and gas sensors.

In the past decade, silicon carbide (SiC) has been attracting more and more interest as an

alternative platform for spin-based quantum technology. The implementation of quantum tech-

nology depends heavily on reliable manufacturing and optical and spin stability at a single defect

level, which is why SiC is among the leading light-matter quantum interfaces available, compet-

ing well with atomically thin semiconductors and diamond for this position. A lot of attention is

currently focused on single-photon emitters in SiC with proven spin-photon interface capability

for quantum photonic applications [147]. SiC is a very exciting material for quantum devices

[148], since it is possible to envisage electrically controlled quantum devices to detect spin signals

and the excitation of single-photons [132, 149–151]. As a result of its optical transparency, low

two-photon absorption, and second-order nonlinearity, SiC offers a good platform for integrated

quantum photonics [138]; however, its integration with optically controlled devices is at a very

early stage of development.

1.4.1 Key quantum emitters in SiC

SiC hosts a number of point defects potentially useful for quantum technology (see, for example,

S. Castelletto et al. [152] and Table. 1.1 for a review).

The silicon vacancy (V−
Si) [153], formed at the site of a missing silicon atom, is one of the most
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widely studied and well-known defects in silicon carbide (SiC). V−
Si features zero-phonon lines

(ZPLs) at 861.6 nm and 916.5 nm for V1 and V2 centres and a spin S = 3/2. In 4H-SiC V−
Si, the

V1 centre has about 8% of the emission in ZPL at 4K [154] with spin coherence times reaching

milliseconds [155, 156]. The spectral stability of the silicon vacancy (V−
Si) in SiC is quite high

[157]. This is a desirable property for many applications, as it ensures that the defect’s emission

wavelength remains stable and predictable. Studies have shown that silicon-vacancy (V−
Si) in SiC

can be controlled with high fidelity and does not suffer from rapid spin dephasing and strong

electron-phonon interaction [157–159]. In order to achieve system scalability for large-scale

quantum networks, it is necessary to integrate efficient spin-photon interfaces into nanophotonic

structures. Unfortunately, the majority of colour centre platforms have not yet reached their

potential due to the degradation of spin-optical coherence that typically occurs after integration in

these structures. A study has been done exhibiting the successful implantation of silicon vacancy

centres (VSi) in SiC while preserving their inherent spin-optical properties [160]. The study

reveals that single defects implanted both in bulk material and in nanophotonic waveguides made

via reactive ion etching exhibit long spin-coherence times and nearly lifetime-limited photon

emission. See Table 1.3 for details on magneto-optical properties of VSi.

The divacancy (VSiV0
C) is another more commonly known defect [161] with ZPLs in the region

from 1078-1132 nm in 4H-SiC [162]. The divacancy (VSiV0
C) consists of a pair of silicon and carbon

neighbouring vacancies. Its electronic structure (C3v symmetry and spin S = 1) is identical to

the NV centre in diamond [163], facilitating the extension of protocols originally developed for

the NV centre. Important results demonstrated on the divacancy include spin coherence time

of up to 5 s [164, 165] and the integration in microelectronic devices to reduce electrical noise

and stabilise the spin-photon interface [166, 167]. See Table 1.2 for details on magneto-optical

properties of VSiV0
C.

A promising yet less explored group of defects correspond to transition metal impurities

in SiC, e.g. chromium (Cr4+), molybdenum (Mo5+), tungsten (W5+), erbium (Er3+) as well as

vanadium (V4+). This thesis (Chap. 6) focuses on the optical and electronic study of vanadium

due to its direct emission at telecom wavelengths, as discussed below.

1.4.2 Why vanadium?

Recent studies have indicated the potential of transition metals in SiC, such as chromium

(Cr), molybdenum (Mo), and vanadium (V), for spin-based quantum technology [162, 172, 173].

Vanadium dopants in SiC have been studied quite extensively as compensation impurities due to

their amphoteric nature [174]. The first optical study conducted at temperatures of ≥ 77 K in

an ensemble showed strong luminescence lines with narrow ESR features having a linewidth

less than 2 G [175]. Based on the linewidth, the spin coherence lifetime corresponds to several

tens of nanoseconds, thus allowing coherent manipulation of spins. Moreover, it has been shown

that the defect contains multiple charge states [176], a property that is of interest for spin-to-
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Colour centres ZPLs (pm) Spin ZFS (GHz) DWF(%)

Single
photon
saturation
counts
(kcps)

Optical
transition
lifetime
(ns)

Electron
spin
coherence
time (ms)

VSi (4H-SiC)
0.862 (V1),
0.858 (V1’),
0.917 (V2)

3/2
0.070 (V2),
0.004(V1 )

40 (V1)
8-10 (V2),
12 (V1),
4 (V1’)

6.2 (V2),
5.5 (V1),
5.6 (V1’)

0.6 (V1),
20 (V2)

DV (4H-SiC)
1.078, 1.108,
1.131, 1.132

1
1.334, 1.224,
1.305, 1.336

5 27 14

DV(3C-SiC) 1.127 1 1.3 7 26 18.7 0.9
3 C unknown 1085-1225 unknown 900 0.81

CAV(+) (4H-SiC)

0.6487, 0.6518,
0.6651, 0.6685,
0.6717, 0.673,
0.6752, 0.6765

1/2 2000 1.8

DI (4H-SiC) 0.540-0.689 1/2 900 2-5
Oxidation 0.564-0.69 800 1-3
annealing related 0.564-0.62 33 2000 2.0-2.2

NCVSi (4H-SiC)
1.180, 1.223,
1.241, 1.242

1
1.193, 1.282,
1.328, 1.331

17.4 2.7 0.001 (T∗
2 )

Ti
0.433, 0.435,
0.44, 0.45

1 10-11

Cr2+ 1.033-1.127 2 39
Cr3+ Unknown 3/2 >40
Cr4+ 1.142-1.181 1 1-6.7 75 135 000 0.000 0370
V3+ 2 1 7-11

V4+ (SiC-4H) 1.279, 1.335 1/2 529-43 <25, <50 167, 45
0.0002-
0.0012

V4+ (SiC-6H)
1.309, 1352,
1389

1/2 524, 25, 16
<45, <40,
<40

108, 11, 31

Mo (SiC-4H) 1.076, 1.121 1/2 3.3 60 0.0003(T∗
2 )

Table 1.1: A summary of colour centres in SiC based on their Zero Phonon Line (ZPL), spin,
Zero Field Splitting (ZFS), Debye-Waller factor (DWF), saturation count rate, lifetime, and spin
coherence time. Table adapted from [159].

charge conversion and protection of nuclear spin memory [177–179]. Vanadium is particularly

appealing given its optical emission in the telecom O-band (1278 to 1388 nm) [175, 179–181]

(see the spectrum of vanadium in Fig. 1.13(a)), making it a perfect match for the SMF-28 fibres

commercially used for telecommunications applications [182]. While fibre propagation at 1300nm

is only slightly more lossy than at 1550nm (∼ 0.1 dB/km more), standard SMF-28 telecom fibres

are single mode for both wavelength regions. This opens the possibility to utilise the O-band for

the quantum channel and the C-band for the classical channel, avoiding problems of over-crowding

and cross-talk. The O-band is quite popular in quantum key distribution implementations, for

example, in quantum devices by Toshiba [179, 183].

Additionally, studies on vanadium ensembles at cryogenic temperatures have shown that

spin-relaxation times (T1) can reach up to 25 s [185]. The coherent spin dynamics of an ensemble

of vanadium defects have also been investigated in relation to clock transition, both in isolation

and in conjunction with adjacent nuclear spins [184] (see Fig. 1.13(b)). The findings indicate spin
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FIGURE 1.11. Energy levels of defects in SiC. Energy levels corresponding to various charge
states of VC, V, VSi, and VSiVC in 4H-SiC are presented. All energy values are given in electron-
volts (eV) and are referenced to the valence band unless otherwise specified. The bandgap of
4H-SiC is taken as 3.26 eV. N and B are for nitrogen and boron shallow dopants [168].

FIGURE 1.12. Emission wavelength of various colour centres in 4H-SiC. Figure adapted from
[158].

dephasing times that extend up to 7.2 µs and coherence lifetimes exceeding tens of microseconds.

By identifying operational points where the coupling to neighbouring nuclear spins does not

impair the coherence of the central vanadium spin, the potential for vanadium as a reliable,

coherent spin register has been demonstrated.

Hence combined with SiC’s properties as a well-established material for industrial-scale

growth, doping and fabrication, along with equally promising linear and nonlinear parameters
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PL line ID Orientation ZPL (eV) ZPL (nm) ODMR1 (GHz) ODMR2 (GHz) D (GHz) E (MHz) room T?
PL1 (hh) divacancy c-axis 1.095 1132.3 1.336 1.336 <1
PL2 (kk) divacancy c-axis 1.096 1131.2 1.305 1.305 <1 no
PL3 basal divacancy basal 1.119 1108.0 1.140 1.304 1.222 82 yes
PL4 basal divacancy (kh) basal 1.150 1078.1 1.316 1.353 1.334 18.7 no
PL5 ? c-axis 1.189 1042.8 1.356 1.389 1.373 16.5 yes
PL6 ? basal 1.194 1038.4 1.365 1.365 <1 yes

4H

PL7 ? basal 1.333 yes

QL1 ? c-axis 1.088 1139.6 1.300 1.300 <2 no
QL2 ? c-axis 1.092 1135.4 1.334 1.334 <2 yes
QL3 ? basal 1.103 1124.1 1.228 1.243 1.236 7.5 yes
QL4 ? basal 1.119 1108 1.208 1.425 1.317 109 no
QL5 ? basal 1.134 1093.3 1.340 yes
QL6 ? c-axis 1.134 1093.3 1.347 1.347 <5 no
QL7 ? c-axis 1.345 1.345 <5 yes
QL8 ? c-axis 1371 1.371 <5 yes

6H

QL9 ? basal 1.332 1.365 1.349 17 yes

Table 1.2: Data on the magneto-optical properties of divacancy configurations in 4H and
6H-SiC.. The optical energies of the observed defects with their ODMR lines and orientations.
Although the association is not definitively established, the transition energies of QL1-QL6 in
6H-SiC, as measured by photoluminescence (PL) and optically-detected magnetic resonance
(ODMR), appear to be comparable to those of the neutral divacancies (PL1-PL4) in 4H-SiC,
indicating a potential connection. Table adapted from [169].

PL line ID Orientation ZPL (eV) ZPL (nm) ZFS (MHZ)
V1 Si vacancy (h) c-axis 1.44 861.0 2.6
V1’ Si vacancy (h) c-axis 1.445 858.0 2.6

4H

V2 Si vacancy (k) c-axis 1.352 917.0 35

V1 Si vacancy c-axis 1.433 862.5 28
V1’ Si vacancy c-axis 1.434 864.6 28
V2 Si vacancy c-axis 1.398 886.9 128

6H

V3 Si vacancy c-axis 1.368 906.3 28

Table 1.3: Data on the magneto-optical properties and configuration of Si vacancy configurations
in 4H and 6H-SiC. Data adapted from [170, 171].

for photonics applications [159, 186] having a defect with good optical and charge state properties

in SiC is highly desirable. Which is the topic of research in Chap. 6 of this thesis.

1.5 PhD thesis outline

This thesis presents original work on quantum spintronics, with the development of characterisa-

tion tools for quantum systems and the investigation of a novel spin system in SiC.

After this introductory Chap., I will review in Chap. 2 some elements of statistical learning,

such as Fisher information, Bayesian experimental design and sequential Montecarlo methods,

required to understand the experiments on the adaptive characterisation of quantum systems in

Chap. 4 and 5. In Chap. 3, I will discuss in detail the experimental setup that I designed and

constructed during the course of my PhD. I chose to give a very detailed overview of the setup, as

I hope it will be helpful as an introduction for future group members willing to use it for their

research.

24



1.5. PHD THESIS OUTLINE

3

2

P

1260 1280 1300 1320 1340 1360
Wavelength (nm)

4 K

50 K

100 K

310 K

x1

x2

x10

x100

C
ou

nt
s 

(a
rb

. u
ni

ts
)

Δ
T

ra
ns

 (
ar

b.
 u

)

Δ
T

ra
ns

 (
ar

b.
 u

)

Free precession time (μs)
0 2 4 0 4 6 8 102

Free precession time (μs)

0.0
0.2
0.4
0.6
0.8
1.0

0.0
0.2
0.4
0.6
0.8
1.0Ramsey

Ramsey
B0 = 30 mT

λ = 1278.76 nm
B0 = 30 mT

λ = 1278.86 nm

(a) (b)

FIGURE 1.13. Emission spectra of vanadium and coherent spin dynamics of vanadium
ensemble. (a) The fluorescence spectral analysis revealed three distinct lines for V4+ at low
temperatures. Specifically, a doublet at the wavelengths of 1278.0 and 1279.9 nm (referred to as
α3 and α2, respectively) and a smaller feature at 1334 nm (referred to as β). The doublet was
associated with the hexagonal site, while the single line was linked to the quasi-cubic site located
in 4H-SiC. Figure adapted from [173]. (b) Display the outcomes of the Ramsey interferometry
conducted at the clock transition (30 mT) probed with optical wavelengths (λ= 1278.86 nm and
λ= 1278.76 nm). At short wavelength (λ= 1278.76 nm), strong 9.7 MHz coupling between the
vanadium spin system and adjacent 29Si nuclear spin is present. Figure adapted from [184].

Chap. 4 presents experimental results related to the adaptive estimation of decoherence

timescales (single and multiparameter estimation), showing how a self-optimised approach can

give a quite large measurement speed up even in the case of simple sequences. In Chap. 5, I

describe an adaptive frequency estimation scheme designed to optimally measure static magnetic

fields using a quantum sensor. Further, Chap. 6 presents an experimental study of the optical and

charge state properties of a novel quantum system in SiC related to single vanadium impurities,

appealing for its emission in the telecom O-band. Finally, I will present an outlook on future

steps in this research field (Chap. 7).

1.5.1 My contribution

My contribution to the work presented in this thesis can be summarised as follows. I have

designed, built and tested a confocal microscope setup (discussed in Chap 3) for experiments on

adaptive quantum sensing. This setup includes a unique adaptive control system comprising

a microcontroller and a real-time programmable arbitrary waveform generator (AWG). This

system can update the probability distribution for the physical quantity being estimated and

compute optimal experimental settings in about 100 µs: to the best of my knowledge, this is the

fastest adaptive Bayesian estimation system in the literature. Dr Christiaan Bekker has further

contributed to designing and testing adaptive electronics.

Using this unique setup, I have performed measurements about the adaptive estimation of
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decoherence and static magnetic fields in collaboration with Dr Ben Haylock (a post-doc in our

group).

The cryogenic setup utilised for the studies on single vanadium impurities in SiC has been

constructed by Dr Daniel White (former PhD in our group), with some help from myself and Dr

Pasquale Cilibrizzi (post-doc). My main technical contribution has been designing and implement-

ing optical pulsing by an acousto-optic modulator and the microwave chain for spin control. The

results discussed in Chap. 6 were taken in collaboration with Dr Pasquale Cilibrizzi. The main

highlight of this work was the demonstration of an extremely narrow inhomogeneous distribution

(∼ 100 MHz) of optical emission for vanadium impurities in isotopically-purified SiC. To the best

of our knowledge, this is the smallest value reported in the literature for a single emitter: a very

important result, as photon indistinguishability is a crucial prerequisite to demonstrate remote

entanglement.

Both projects have been carried out within the Quantum Photonics Laboratory at Heriot-

Watt University (Edinburgh, UK) under the supervision of Prof. Cristian Bonato. We have

enjoyed several international collaborations for both works on adaptive sensing and SiC quantum

spintronics. We have collaborated with the Quantum-Enhanced Sensing Techniques group headed

by Dr Amit Finkler at Weizmann Institute of Science, Israel, on adaptive sensing, carrying out

parallel work in the two labs. Our work on SiC has been funded by the European project

QuanTELCO, enabling a fruitful collaboration with Michael Trupke (Vienna), Nguyen Tien Son

and Ivan Ivanov (Linköping), and Benedikt Tissot and Guido Burkard (Konstanz).

1.5.2 Impact of COVID19

The COVID-19 pandemic has had a significant impact on my PhD work. I started my PhD in

October 2019 with the goal of setting up a completely new experimental setup from scratch. The

university was completely shut down for 5 months starting in March 2020, just when the first

components had arrived and I was starting to assemble the setup. With input from my supervisor,

I adapted to new ways of working and started doing research from home. My laboratory work

was replaced with computer simulations and data analysis. While this was useful for planning

future experiments, it caused more serious delays for me than for other students as I could not

run any measurements remotely or analyse data previously taken. I also missed the excitement

of building experiments and discovering new things in the lab.

Eventually, the university reopened its research labs, but this came with new challenges, such

as strict safety protocols, including wearing personal protective equipment (PPE) at all times,

maintaining social distancing, and sanitising the lab equipment. Another challenge was related to

the availability of resources. Due to the pandemic, the supply chain was disrupted, and there was

a struggle to get the necessary equipment in a timely manner. This was particularly severe for

researchers like myself, who were building a lab from scratch. This led to delays in experiments

and hindered the progress of my research. Finally, the pandemic had a toll on my mental health
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1.5. PHD THESIS OUTLINE

as I struggled to cope with the fear of contracting the virus and subsequent isolation. Despite

these challenges, I managed stress and maintained motivation to continue my research. With

perseverance, I made progress in research, even if at a slower pace than before the pandemic.
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BAYESIAN INFERENCE

2.1 Introduction

Here I will describe the basics of statistical learning and Bayesian inference, which form a

prerequisite for the work in chapters 4 and 5.

Bayesian inference is an approach to data processing based on Bayes’ theorem. In this

framework, parameter estimation is based on the information contained within observed data,

and the available data is used to update the parameters in the statistical model. The prior

distribution encapsulates the background knowledge and is combined with observed data through

a likelihood function based on a statistical model to determine the posterior distribution.

2.1.1 Bayesian inference

Bayesian inference is one of the most frequently used statistical methods to update the degree of

belief in a hypothesis based on new evidence. This idea is based on Bayes’ theorem, given as:

(2.1) P(θ|x)= P(x|θ)P(θ)
P(x)

Or, in some cases, simplified to:

(2.2) P(θ|x)∝ P(x|θ)P(θ)

here θ is the unknown parameter, while x is a new observation (e.g. a series of measurement

outcomes x = {x1, x2, ...., xn}). The term P(θ|x) shows the conditional probability of estimating the

unknown θ based on the observation x, also commonly known as posterior distribution. P(x|θ)

gives the conditional probability of getting observation x for the model parameter θ, this is known
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CHAPTER 2. BAYESIAN INFERENCE

as likelihood function. While the term P(θ) highlights the probability of unknown parameter θ

existing in the search range, hence termed as prior distribution. The last term, P(x), is the

normalisation factor.

For a sequence of independent measurement results (x), the Bayes rule can also be applied

recursively, as illustrated in Fig. 2.1. At each instant, the current knowledge about the unknown

parameter θ can be utilised to choose the optimal parameters for the next measurement. And

for the case where the optimal settings depend on the unknown parameter θ, the adaptive

techniques, such as those discussed in Chap. 4 and Chap. 5 can significantly improve performance

and enhance the estimation protocol’s sensitivity. Another advantage of using the Bayesian

inference is the ability to integrate optimisation techniques [187, 188].

φ

measurement 
   outcome u

     prior 
distribution 
     P(θ)

  posterior 
distribution 
     P(θ|u)

 likelihood 
of outcome 
    P(u|θ)

Bayesian updateReplace prior 
with posterior

FIGURE 2.1. Bayes inference for parameter estimation. The learning process involved in
Bayes’ inference. Where after each measurement event prior is updated using the likelihood
function to result in an updated posterior. This posterior probability distribution is then used to
extract the optimal settings and serves as a new prior for the next measurement, and the cycle
continues until the final estimate of the unknown parameter.

Though this theorem is pretty straightforward to apply, caution must be taken when deciding

the prior of each problem as results highly depend on how one parametrises the problem. Usually,

uniform prior distribution may seem reasonable to start off when no information is available.

However, it is not always an informative prior and may lead to the wrong posterior (for more

information, see discussion in Sec. 3.2 of [189]). As an alternative, Jeffreys et al. proposed a prior

based on Fisher information which is parameterisation-invariant [190], meaning it leads to the

same posterior regardless of how one models the problem.
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2.2 Introduction to estimation theory

Typically, the parameter estimation problem entails determining the best estimate of a parameter

based on a sample of data obtained according to its probability distribution. One natural question

to ask is how much information can be obtained about an unknown parameter from a sample

of data. We can use this information measure to determine the bounds on the variance of the

estimation. If the sample size is sufficiently large, this method can obtain an approximate

confidence interval.

2.2.1 Fisher information F

In statistics, Fisher information refers to the amount of information a random variable X conveys

about one or more unknown distribution parameters modelled by that variable X . Formally the

Fisher information (FX (θ)) contained in a variable X for an unknown parameter θ is defined as

[189]:

(2.3) FX (θ)=
{ ∑

x∈X
(
∂
∂θ

log f (x|θ)
)2

f (x|θ) if X is discrete,∫
X

(
∂
∂θ

log f (x|θ)
)2

f (x|θ) dx if X is continuous.

here the term d
dθ log f (x|θ), describes how sensitive is f (model function) to any variations in

θ for any particular value of θ. So in a mathematical sense, the Fisher information (FX (θ))

describes how sensitive the functional relationship between f and θ is. It does that by weighing

the sensitivity at each potential outcome x in relation to the probability f (x|θ), which implies

that the Fisher information (FX (θ)) is an expectation about the unknown θ.

Suppose there is more than one parameter, namely N parameters corresponding to parameter

vector θ = [θ1,θ2...θN ]. In that case, we can generalise the Fisher information (FX (θ)) in the form

of a positive semi-definite matrix with N x N dimensions with ith row and jth column as [189]:

(2.4) FX (θ)i. j =


∑
x∈X

(
∂
∂θi

log f (x|θ), ∂
∂θ j

log f (x|θ)
)

f (x|θ) if X is discrete,∫
x∈X

(
∂
∂θi

log f (x|θ), ∂
∂θ j

log f (x|θ)
)

f (x|θ) dx if X is continuous.

where under mild regularity condition the Fisher information matrix can also be written as:

(2.5) FX (θ)i. j =
 −∑

x∈X

(
∂

∂θi∂θ j
log f (x|θ)

)
f (x|θ) if X is discrete,

−∫
x∈X

(
∂

∂θi∂θ j
log f (x|θ)

)
f (x|θ) dx if X is continuous.

In this case of multiparameter estimation, the N x N dimension covariance matrix of the estimator

is bounded by the inverse of the Fisher information matrix (FIM) [191, 192]. While in the case

of multi-parameter estimation, due to the non-commutativity of the optimal measurements

[191, 192], no optimal observable can saturate the quantum Cramér-Rao bound. Hence in such a

case, a more involved Holevo-Cramér-Rao bound should be used [193].
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CHAPTER 2. BAYESIAN INFERENCE

2.2.1.1 Quantum Fisher information F

Following from Eqn. 2.3, a quantum analogue of the Fisher information (F) can be found. Which

is a measure of the maximum possible sensitivity of a quantum system to a parameter of interest

and bounds the ultimate precision of estimation [194]. It can be written as [195]:

(2.6) F (θ)=Tr(ρθL2
θ)=Tr[(

∂

∂θ
ρθ)Lθ]

here Lθ is the symmetric logarithmic derivative (SLD) operator. And by diagonalising the density

matrix as ρθ =∑
λ |ψi〉〈ψi| with λi ≥ 0 and

∑
iλi = 1, Eqn. 2.6 can be rewritten as [195]:

(2.7) F =∑
i′

1
λi′

(
∂λi′

∂θ
)2 +2

∑
i ̸= j

(λi −λ j)2

λi +λ j
| <ψi|∂θψ j > |2

here ∂θ ≡ ∂
∂θ

, with the first term representing the classical Fisher information F(θ), while the

second term is the quantum Fisher information F (θ). Meanwhile, for the case of 2-dimensional

density matrices, the formula for quantum Fisher information is given as [196]:

(2.8) Fθ =Tr(∂θρ)2 + 1
detρ

Tr(ρ∂θρ)2

For a case where the F(θ)=F (θ), the measurement is said to be optimal.

2.2.1.2 Fisher information F and Cramér-Rao bound

As stated above, the Fisher information’s role is to measure the “intrinsic accuracy" of an

estimation protocol. Considering a family of quantum states ρθ as a function of the unknown

parameter θ. For the adaptive studies discussed in this thesis, the goal is to estimate this

unknown parameter θ. For this, as will be mentioned in more detail in upcoming chapters, our

strategy is to do repeated estimations on the system to generate a sample of results leading

to an estimator θ̂ = θ̂(x1, x2...xn), here xi is a measurement result. Where the corresponding

mean-squared error (MSE) can be given as V (θ̂). We know from the basic understanding of

statistics that an estimator is more accurate if the V (θ̂) is smaller since the V (θ̂) is the measure

of the estimate’s accuracy.

In reality, however, any unbiased estimator is bounded by the lowest achievable limit to

accuracy; such a lower bound is known as Cramér-Rao lower bound (CRLB), given in Eqn. 2.9.

Where an unbiased estimator is the one for which the expected value is the true value (see Eqn.

2.10).

(2.9) V (θ̂)≥ 1
NF(θ)
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2.3. BAYESIAN EXPERIMENTAL DESIGN

here total number of measurements and Fisher information is represented by N, and F(θ) res-

pectively. This relationship specifies that the minimum variance of an unbiased estimator is

determined by the reciprocal of the Fisher information. An unbiased estimator θ̂(X ) mathemati-

cally means that:

(2.10) E
[
θ̂(X )−θ|θ]= ∫

(θ̂(x)−θ) f (x|θ) dx= 0

regardless of θ value. Since this expression is 0 and independent of θ. The partial derivative of it

with respect to θ must also be 0. Hence by taking the partial derivative of Eqn. 2.10 with respect

to θ, we get:

(2.11)
∂

∂θ

∫
(θ̂(x)−θ) f (x|θ) dx=

∫
(θ̂(x)−θ)

∂ f
∂θ

dx−
∫

f dx= 0

where
∫

f dx = 1 since the likelihood function is a probability density function for each θ. Taking

a partial derivative of log f combined with the chain rule, one can get that:

(2.12)
∂ f
∂θ

= f
∂log f
∂θ

substituting this in Eqn. 2.11 we get:

(2.13)
∫ (

θ̂(x)−θ)
f
∂log f
∂θ

dx= 1

Factoring the equation above and squaring it via the Cauchy-Schwarz inequality gives:

(2.14) 1=
(∫ [(

θ̂(x)−θ)√
f

]
.
[√

f
∂log f
∂θ

]
dx

)2
≤

[∫ (
θ̂(x)−θ)2 f dx

]
.
[∫ (

∂log f
∂θ

)2
f dx

]

(2.15) 1≤
[∫ (

θ̂(x)−θ)2 f dx
]

.
[∫ (

∂log f
∂θ

)2
f dx

]
here the first term in brackets is the mean-squared error (MSE) of the estimator θ̂, while

the second term is the Fisher information F(θ). By rearranging the terms, we get the relation

mentioned in Eqn. 2.9.

2.3 Bayesian experimental design

In this section, I will describe the sequential Bayesian experimental design scheme, which

is usually employed in parameter estimation to adaptively optimise the control settings with
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respect to some statistical criterion related to the variance matrix of the estimator, such that

each measurement run gives the maximum information about the unknown parameter. Suppose

we performed a measurement with some control settings C = {c1, c2, ....., cn} and obtained the

outcomes x= {x1, x2, ....., xn}. The corresponding likelihood function is given by:

(2.16) P(x|θ;C)=
n∏

k=1
P(xk|θ; ck)

An idea for sequential Bayesian estimation is to adaptively select the control parameters c

for the next estimation cycle from the last one. Hence we write the probability of obtaining

future outcome xn+1 with the experimental control settings cn+1 by marginalizing the current

probability over the model parameters as:

(2.17) P(xn+1|θ; cn+1,C)=
∫

P(xn+1|θ; cn+1)P(θ|x;C)dx = Eθ|x;C[P(xn+1|θ; cn+1)]

where E is the expectation taken over the mentioned variable. This expectation value can inform

the algorithm about the choice of settings more useful than others; this usefulness is quantified

via a utility function which, as described previously, is the information gain or Fisher information.

Each successive iteration finds the settings which will give the most information about the

unknown estimator.

In the case of multiparameter estimation, the variance of the parameter-estimator vector is a

matrix (see Sec. 2.2.1). Therefore, it is unclear how it can be “maximised” to minimise variance.

Statisticians devised a set of “information criteria”, based on the information matrix, that can be

minimised or maximised; for example, [197]:

1. A-optimality: A common approach for experimental design is to use A-optimality. This

criterion aims to minimise the trace of the inverse of the information matrix. Minimising

this criterion can reduce the average variance of the estimated regression coefficients.

2. C-optimality: In this criterion, the variance of an unbiased linear best estimator of a given

linear combination of model parameters is minimised.

3. D-optimality: D-optimality is a commonly used criterion in experimental design that aims

to maximise the determinant of the information matrix X’X, or equivalently, minimize

|(X’X)−1|. By doing so, the D-optimality criterion seeks to maximise the differential Shan-

non information content of the estimated parameters, which can be useful for obtaining

precise estimates across a wide range of possible values. Differential Shannon information

measures the change in the uncertainty or entropy of the parameter estimates as a result

of observing additional data. The term "differential" refers to the fact that the Shannon

information is calculated based on the difference between the model parameters’ prior and
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posterior probability distributions. The more the posterior distribution is concentrated

around a specific value, the lower the uncertainty or entropy and the higher the differential

Shannon information. In the context of experimental design, maximising the differential

Shannon information is desirable, as it indicates that the additional data obtained from

the experiment contains more information about the parameters of interest.

4. E-optimality: maximise the minimum eigenvalue of the information matrix.

5. V-optimality: V-optimality criterion seeks to identify the experimental design that pro-

duces the most precise predictions at specific points of interest. This can be particularly

useful in situations where the goal is to optimize the performance of a system at specific

operating conditions or to obtain precise predictions for a small number of key variables.

There is no general proven optimality for any of the criteria above: the choice of which

to use must be made on a case-to-case basis, often by simulating their performance in the

specific problem under study. In general, sequential optimal design helps to reduce the cost of

experimentation by choosing the settings which lead to the estimation of the unknown quantity

in fewer measurement runs.

2.4 Sequential Monte Carlo (SMC) algorithm

As we have seen from Eqn. 2.2, for each measurement outcome x we have:

(2.18) P(θ|x1)∝ P(x1|θ)P(θ)

such that each successive iteration can be processed sequentially as:

(2.19)

P(θ|x2, x1)∝ P(x2|θ)P(θ|x1),

P(θ|x3, x2, x1)∝ P(x3|θ)P(θ|x2, x1),

.

.

.

In the simplest approach, one can implement this algorithm numerically by discretising P(θ) over

a uniform grid for θ. This can be computationally expensive to perform since it requires evaluation

of posterior distribution over large parameter space. Sequential Monte Carlo (SMC) methods

have been proposed to address this issue [198–200] The idea is to approximate a distribution

over a finite number of support points, known as particles, sampled from the distribution; each

particle is assigned a weight wi (with
∑

i wi = 1). At each iteration, the weight wi of each particle
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θi is updated according to the Bayes rule. The probability distribution can be written in terms of

these particles as:

(2.20) P(θ|x)≈
n∑

k=1
wk(x)δ(θ−θk)

the new weight at each subsequent iteration is calculated from the previous iteration as:

(2.21) wk(x j+1 ∪ x)=
n∑

k=1
P(x j+1|θk)wk(x j)

The SMC method ensures a finite number of particles in each iteration, leading to better,

faster algorithm performance, with the freedom of increasing the number of particles to make a

more accurate approximation. Since both support points and the weight of the particles contain

information regarding the distribution of the model parameter θ, we can choose initial weights

to wk = 1/n without any loss of generality and support points can be drawn from the initial

prior P(θ). We can calculate the mean expectation and covariance values using the particle

approximation (algorithm 1) and perform a Bayesian update (algorithm 2) [201].

Algorithm 1 SMC for mean and covariance

Input:
Particle weights: wi, i ∈ {1,2, ....,n}.
Particle position: θi, i ∈ {1,2, ....,n}.
Output: Approximation µ and σ for E[θ] and Cov(θ).

1: function MEAN({θi}, {i})
2: µ←∑

i θi ·wi
3: return µ

4: function COV({θi}, {i})
5: µ←∑

i θi ·wi
6: σ2 ←∑

i θ
2
i ·wi −µ2

7: return σ
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Algorithm 2 SMC for Bayes update

Input:
Particle weights: wi, i ∈ {1,2, ....,n}.
Particle position: θi, i ∈ {1,2, ....,n}.
New measurement x: measurement outcome x from an experiment with control settings C.
Output: Update weights w

′
i.

1: function BAYES UPDATE({θi}, {i} , x, C)
2: for i ∈ 1..N do
3: w̃i ← wi P(x|θi,C) ⇒ unnormalised updated weights w̃i.
4: w

′
j ← w̃ j/

∑
i w̃i ⇒ normalisation of the updated weights.

5: return {w
′
j}

The strength of the SMC method resides in the possibility of resampling the particles to

improve the way they describe the posterior distribution. This is normally done by sampling new

particles based on the current weights, such that regions in the distribution with small weights

are less represented in the particles than regions with stronger support (such as peaks in the

posterior). Resampling removes the issue of numerical errors given by limited numerical precision

when the weights approach zero, as particles with small weights have a small probability of being

picked up in re-sampling. This is notably challenging because we operate effectively with the

reduced number of particles while utilizing the same computational resources. As the support for

our approximate distribution constitutes a measure-zero set, all weights will eventually be zero;

it is impossible to completely evade this issue, but it can be delayed by employing resampling.

Summarising, the purpose of resampling is to adjust the particle locations to those that are most

likely to occur. A simple resampling algorithm (importance sampling) selects the original number

of particles (n), replaces them with new ones based on the distribution of weights, and then resets

their weights to 1/n. As a result, particles with zero weight are pushed to those with higher

weight locations. A threshold known as “resampling_threshold", which is the effective ratio of the

original number of particles n, will determine when to initiate the resampling process based on

the effective sample size n = 1/
∑

i w2
i .

In our experiments in Chap. 4 and 5, we employ a technique known as Liu-West resampling

[202], described in algorithm 3. This algorithm draws particles distributed as Gaussian, with

the same covariance matrix as the current posterior distribution, and a mean which is the linear

combination of the current particle location and the mean of the distribution (with weights to

be determined by the user). In this approach, one balances the drive to simplify the procedure

by approximating it to a Gaussian, with the opposite drive to avoid errors by oversimplification

[201]:

(2.22) p(θ′)=∑
i

wi
1√

(2π)k|σ|
exp

(
−1

2
(θ′−µi)σ−1(θ′−µi)

)
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Algorithm 3 SMC for resampling algorithm

Input:
Particle weights: wi, i ∈ {1,2, ....,n}.
Particle position: θi, i ∈ {1,2, ....,n}.
Resampling parameter a: a ∈ [0,1].
Output: Update weights w

′
i and locations θ

′
i.

1: function RESAMPLE({θi}, {i} , a)
2: µ← MEAN({θi}, {i})
3: h ←

p
1−a2

4: σ← h2 Cov({wi},{θi})
5: for i ∈ 1..N do
6: draw j with probability w j ⇒ particle to perturb.
7: µi ← aθ j + (1 - a)µ⇒ mean of new particle location.
8: draw θ

′
i from normal distribution. ⇒ location of perturbed particles.

9: wi ← 1/n ⇒ resetting of weights.
return {w

′
i}, {θ

′
i}

here k is the number of model parameters. A mixture distribution of this type can be efficiently

sampled by selecting a particle first, followed by a perturbation vector. The mean µi for each

component in the resampling mixture distribution is selected using a convex combination of the

expected model µ= E[x] and the original particle location θi.

(2.23) µi = aθi + (1−a)µ,

here a is the adjustable parameter of the model. While the covariance of the perturbation is given

as:

(2.24) σ= (1−a2)Cov(θ)

Every time we resample, we draw n new particles from Eqn. 2.22 and set their weights to 1/n.

2.5 Bayesian estimation for quantum technology

In the past few years, several research groups have started applying sequential Bayesian estima-

tion to optimise quantum sensing.

Seminal theoretical and experimental work in the field has examined the scaling of variance

for phase estimation, in terms of the number of measurements, in the application of Kitaev’s

quantum phase estimation protocol [203]. In the year 2000, Berry et al. introduced the concept

of adaptive phase measurements using Bayesian analysis [188]. Their study revealed that an
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innovative approach of choosing a feedback phase that minimizes the expected phase uncertainty

after the next detection resulted in obtaining minimal phase uncertainty. Based on that work,

adaptive phase estimation schemes have been shown to achieve Heisenberg-limited scaling (i.e.

sensitivity scaling as 1/N, where N represents the number of measurements) [187].

These ideas have been more recently extended to the estimation of Larmour frequencies in

quantum magnetometry [204, 205] The basic principle here is that an electron spin in a magnetic

field B precesses at the Larmor frequency given by ωB = 2πγBt, where t is the sensing time.

By adjusting the sensing time, the phase estimation algorithm can then be used to estimate

frequencies.

In a repeated Ramsey experiment with a constant sensing time t, the uncertainty diminishes

as the total sensing time T increases, following the pattern 1/(2π
p

t ·T ), also known as the

standard measurement sensitivity (SMS). Nonetheless, as time t progresses, the field range also

decreases due to the periodic nature of the signal, resulting in uncertainties whenever ∥2π fB t∥ >

π. As a consequence, this imposes a limitation on the dynamic range:

(2.25)
fB,max

σ fB

<π
√

T
τmin

here τmin is the shortest sensing time in the sequence. More recently, it was found that for

an estimation sequence, having multiple sensing times can result in a scaling that is directly

proportional to 1/T, which significantly enhances the dynamic range:

(2.26)
fB,max

σ fB

<π T
τmin

We name a scaling linear in T/τmin as Heisenberg-limited scaling.

The first experimental demonstration of real-time adaptive frequency estimation in quantum

magnetometry, and comparison with the best non-adaptive protocol, was given by C. Bonato et al.

[206]. This paper shows an improvement in measurement bandwidth of factor 3, and a record

sensitivity of 32 nT Hz1/2, achieved with single-shot spin readout at cryogenic temperature and

isotopically-purified diamond with T∗
2 ∼ 100µs. In this work, the sensing times are deterministic

(exponentially increasing as 2k ·τmin), while the readout phase is optimised adaptively based on

the combination of an analytical formula in [207] and a further optimisation based on particle

swarm techniques [208].

Further work in this field has targeted the extension of this technique to room-temperature

magnetometry and its improvement by the adoption of better Bayesian inference techniques

such as Sequential Montecarlo (see Chap. 2). R. Santagati et al. [209, 210] have applied theo-

retical proposals by Chris Granade, Nathan Wiebe and Chris Ferrie on Hamiltonian learning

to NV quantum sensing. The algorithm implements a more efficient Bayesian inference scheme

(sequential Montecarlo) and uses an adaptive heuristic that optimises the sensing time based
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on the standard deviation σ f of the current probability distribution P( f ) for the Larmor fre-

quency, as τ∼ 1/(2πσ f ). This heuristic can be computed fast also in the case of multi-dimensional

distribution using the so-called particle guess heuristic, τ ∼ 1/(2π∥ f2 − f1∥) where f1,2 are two

values of frequency sampled from the current P( f ). The algorithm was first demonstrated offline,

in pre-acquired data [211], and then in real-time to estimate the Larmor frequency of a single

strongly coupled nuclear spin [212].

The utilization of the quantum phase estimation algorithm is based on binary outcomes. As

we will see in Chap. 4 and 5, the single-shot projective readout is not available for NV centre

experiments at room temperature, and experiments typically make use of the number of detected

photons over R repetitions, distributed as a Poissonian. Santagati et al. [211], and Joas et al.

[212] circumvent this issue by comparing the number of detected photons to a threshold and

converting to a binary outcome (“majority voting”). This is not the most effective approach as

some information is lost in the thresholding process: as shown numerically by H. Dinani et

al. [213] and experimentally in Chap. 5. One can still use Bayesian phase estimation with the

number of detected photons.

Online learning approaches have been utilised to predict and suppress decoherence by com-

pensating in real-time the semi-classical noise associated with the nuclear-spin bath fluctuations

in GaAs quantum dots [214] and to external fields in ion traps [215]. A theoretical proposal by

our group [216] has investigated how a sequence of adaptive measurements can be used to deter-

ministically narrow the distribution of magnetic fields associated with different configurations

of the bath: this can be used as a tool to extend the dephasing time T∗
2 up to the T2 limit (when

nuclear-nuclear interactions will change the bath configuration).

As discussed previously, the standard Bayesian approach can be problematic since it is

based on updating a probability distribution which can be computationally intensive for certain

complex problems or may involve regions with little information. Hence, Sequential Monte Carlo

(SMC) methods combined with Bayesian estimation, as discussed in Sec. 2.3, come in handy. The

adaptive schemes discussed in chap. 4 and 5 of this thesis are, to the best of our knowledge, one

of the first experimental demonstrations of the use of SMC and Bayesian experimental design

to estimate the decoherence (T1,T2,T∗
2 ) and frequency estimation via adaptive phase estimation

of a single qubit. Applications of these protocols range from quantum information to quantum

sensing to biological and chemical estimations.
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3
EXPERIMENTAL SETUP FOR ADAPTIVE QUANTUM SENSING

This chapter will discuss the design, construction and characterisation of the experimental setups

used in my PhD work. In the majority of this chapter, I will discuss the room-temperature confocal

microscope setup I designed and built from scratch for the adaptive measurements mentioned

in Chap. 4 and 5. In the last section of this chapter, I will describe the setup, mostly built by

my colleagues Dr Daniel White and Dr Pasquale Cilibrizzi, which I used to perform optical

spectroscopy of single vanadium centres in SiC (see Chap. 6).

The description of the room temperature setup is quite didactic, as it is written to provide a

tutorial for new group members planning to use it in the future for their own research,

3.1 Confocal microscopy setup

I have designed and constructed a room-temperature scanning laser confocal microscope setup

equipped with microwave excitation capabilities to precisely control and manipulate a single NV

centre in diamond. This requires illuminating with a green laser and detecting the fluorescence

emitted by the single NV centre while minimising the background.

Confocal microscopes work according to the conjugate plane principle [217]. In the case of

point source imaging, the image plane and the source plane are referred to as conjugate planes

[218]. A source (image) plane comprises the source (image) points. A patent filed by M. Minsky

et al. in 1961 outlines the concept of this type of microscope [219]; it was demonstrated that

this microscope could only image the point source of interest and rejects other light components.

According to Fig. 3.1, the image point of interest is intersected by a pinhole at the image plane.

The main idea of this microscope is to image the source plane via a pinhole. In this configuration,

the image plane of the off-axis source points is formed off-axis of the pinhole entrance; therefore,
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the pinhole blocks these points. In comparison, the source points not within the same plane but

on-axis are imaged before or after the pinhole, decreasing the collected signal’s intensity.

FIGURE 3.1. An illustration of the confocal microscope system. Where pinholes block all light
except that coming from the point source Si. Figure adapted from [220].

Typically, two ways can be used to scan the entire sample surface to locate point sources.

One solution is to move the sample stage across the excitation laser spot to image the sample.

An alternative method is to use a pair of scanning mirrors to scan the entire sample for laser

excitation and detection points (Epi-illumination) [221]. In our setup, we will take the latter

approach.

As shown in Fig. 3.2, the excitation green laser goes into the acousto-optic modulator (AOM)

to produce microsecond pulses with nanosecond resolution, which are used for initializing and

reading out the NV centre e− spin (refer to Sec. 3.2 for more information regarding the AOM).

The AOM output is then reflected off of a dichroic mirror and fed into scanning optics. The

dichroic mirror (Di02-R532-25x36) reflects the green laser while allowing the fluorescent signal

to be transmitted through. Using the scanning mirrors (Thorlabs GVS012/M), the beam can be

steered with about 14µrad repeatability, and the laser light can be scanned across the sample at

a maximum scanning angle of ± 20°. A Labjack DAQ (U3-HV) controls this scanning mirror, with

the smallest incremental step size of ≈ 15 nm (refer to Appx. A.1 for more details).

If the objective is underfilled, it will lead to a reduction of effective numerical aperture (NA),

resulting in reduced resolution (see Fig. 3.3). Hence to achieve the full numerical aperture of the

objective for excitation, we need to overfill the back pupil of the objective slightly to ensure it is

not underfilled at any time. This is accomplished through the utilization of a 4f telescope system

(with f1 = 50 mm and f2 = 175 mm) to enlarge the input beam, expanding it from its initial waist

size of approximately 1.5 mm to 5.25 mm. We slightly overfill the back pupil of the objective

since the laser beams have Gaussian intensity distribution; hence to achieve the maximum NA,
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FIGURE 3.2. Design of the room temperature confocal microscope. Microsecond pulses
are created by passing the excitation laser 532 through an acousto-optic modulator (AOM)
(refer to Sec. 3.2 for more information regarding the AOM). Those pulses are then subjected
to scanning mirrors (galvos) by reflecting off of the dichroic mirrors, which help perform the
raster scanning of the sample. A telescope is built between the galvos and the objective. This
ensures the beam remains fixed at the back pupil of the objective and only changes in angle,
resulting in no vignetting. The fluorescence signal follows the same path back and is collected via
an APD. The AWG (refer to Sec. 3.8.2 for more information on AWG), combined with an RF source
(LO), is used to create microwaves (MWs) (refer to Sec. 3.3 for more information on MWs) pulses
for spin manipulation. The microcontroller uses counts from the APD to generate optimal MW
pulse sequences to perform adaptive experiments (refer to Sec. 3.8.4 for more information on the
adaptive experiments design). The microscope objective is mounted on a digital piezo controller
(E-709 from Physik Instrumente) to achieve displacement in the z-direction.

the objective should capture only the 1/e2 core of the beam. We also ensure that the output

from this telescope is well-collimated, as it is a requirement of an infinity-corrected objective. In

our confocal microscope, the role of the scanning mirrors is to perform a raster scan. Since the

scanning mirrors are positioned at a plane conjugate to the back pupil of the objective, as these

mirrors rotate in the xy-axis, the incident light will enter the objective at various angles, which

will be transformed into light moving across the entire focal plane (see Fig. 3.4(c)). Moving the

objective relative to the sample (movement in the z-direction) can accomplish a full 3-dimensional

scan of the sample.

Specific optics criteria must be met to ensure the light entering the objective is properly

collimated. We must ensure that the two lenses are separated by f1+ f2 (see Fig. 3.2). Additionally,

the distance (d1) between the galvos and the scan lens can be related to the distance (d3) between

the tube lens and the objective by the following equation.
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FIGURE 3.3. Filling of back aperture of objective. Left: (over)Filled back aperture of the
objective leading to full effective NA and a resultant best possible resolution. Right: Underfilled
back aperture of the objective results in a smaller effective NA and a lower resolution.

(3.1) d1 =
f 2
1

f2
+ f1 −d3(

f1

f2
)2

A red diode laser is sent backwards through the collection optics to check the alignment of the

setup. The path of both green and red lasers overlap in the scanning apparatus, so the green and

red lasers will be co-axial and concentric. We use Excelitas Technologies single photon detectors

(SPCM-AQRH-15-FC) to detect the fluorescence signal from the sample. The scattered excitation

laser is filtered out by a notch filter (Thorlabs NF533-17). In addition, we use a longpass filter

(Semrock LP02-633RU-25) and a shortpass filter (Thorlabs FESH0800) to filter fluorescence in

the expected emission range for the NV centre (633 to 800 nm).

3.1.1 Characterisation of the confocal microscope

Two types of 100x objectives are used for initial characterisation, an air objective with a numerical

aperture (NA) of 0.9 and an oil-immersed objective with an NA of 1.3. We will ultimately use the

oil-immersive objective in the experiments described in later chapters since it provides greater

resolving power and better counts than the air objective. The performance of our designed setup

was tested against the following four parameters.

• Confocal resolution

• Smallest incremental step size
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FIGURE 3.4. Scanning confocal configure (a): A simple arrangement of confocal scanning
microscope with a single mirror (cardanic scanning), where the scan mirror is placed at the
conjugate plane of the objective. (b) Closed coupled mirrors, separated by a small distance, require
a slight change in lens placement to achieve satisfactory performance. (c) Raster scanning of the
sample, where the angle of tilt introduced via galvos is transformed to a position change along
the focal plane by the objective.

• Total scan range

• Mechanical vibrations

We tested the setup with a 10-um period checkerboard and a 100x air objective to find out the

above-mentioned characteristics.

These checkerboard scans were performed using a photodiode (Thorlabs SM1PD1A with

FDS1010 detector) controlled via the Labjack DAQ (U3-HV). During these scans, as we moved

across the checkerboard surface, the photodiode’s voltage recorded oscillations in intensity as

a function of axial position. Using the formula below [222], we calculated the setup’s confocal

resolution.

(3.2) FWHM = 0.51λ
N A

In our case, when we used a 532 nm green laser and an objective with an NA = 0.9, our

theoretical value (calculated from Eqn. 3.2) was about 302 nm. To calculate the confocal resolution

experimentally, a line profile was taken across Fig. 3.6(a), fitting this line profile (Fig. 3.6(b) with

a convolution of the grating function with the Gaussian beam we found the experimental confocal

resolution to be 326 ± 5nm, with a minimum incremental step size of roughly 15 nm (see Appx.

A.1 for more details).
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FIGURE 3.5. Microscope view of checkerboard with 10 um period.

FIGURE 3.6. a) The yellow line represents the area where the line profile was taken across the
checkerboard. b) Gaussian fitting of the obtained line profile using Python. Distance is pixel was
converted to µm for confocal resolution calculation.

In the next step, we ran an overnight scan to figure out the scanning range; for this, a step

size of 300 nm (0.00950V) was chosen. As shown in Fig. 3.7, our setup is capable of achieving a

large axial displacement of about 200µ by 240 µm. It turned out that the checkerboard surface

had smudges on it, which caused blurriness during this overnight scan, as shown in Fig. 3.7.

After characterising the setup’s optical performance, we performed a test to check the me-
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FIGURE 3.7. We achieved 200 µm x 240 µm axial displacement with our setup. Blurriness in this
scan resulted from cleanliness issues with the checkerboard.

FIGURE 3.8. Time-tagged record of intensity from the NV centre b) Fourier transform of the
acquired time-tagged signal.

chanical stability of the setup. Mechanical stability is important since we detect the NV electron

spin signal as changes in photoluminescence intensity; changes in photon count rate induced

by mechanical vibrations could therefore mask the spin signal. To characterise the stability of

the setup, we recorded the intensity from an NV centre over a one-minute period, as shown in

Fig. 3.8(top). By taking the Fourier transform of this recorded intensity, we observed no peaks
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corresponding to any vibrations in the setup (see Fig. 3.8 bottom).

3.2 Optical pulsing system

An NV centre spin can be polarised and detected by µs-scale optical pulses of green laser. We

implemented these pulses by modulating a CW laser with an acousto-optic modulator (AOM)

from Isomet (1250C-829A).

An important parameter for an AOM system is the extinction ratio. Given that the NV spin

can be polarised in about 1 µs, a typical single-pass extinction ratio of 102 −103 means that, with

the AOM off, the NV spin would be polarised in 100 µs - 1 ms, shorter than the room-temperature

spin T1 relaxation time. We, therefore, designed the AOM in a double-pass configuration to

enhance the extinction ratio up to around 105.

3.2.1 Working principles of an AOM

FIGURE 3.9. Schematic illustrating how phonon

absorption leads to the diffraction of light result-

ing in the increase of the first-order frequency

[223].

Bragg scattering is a good approximation for

the modulation process in AOMs [224], where

the modulation process is treated as a phonon-

photon scattering process. According to the

following energy-momentum conservation re-

lation, incident light frequency is modulated

during the scattering process due to the emis-

sion/absorption of the acoustic phonon.

(3.3) ωdi f f =ωinc ±Ωphonon

(3.4) kdi f f = kinc ±κ

here Ω and ω, shows the incident phonon

and photon frequencies respectively. While the

κ(κ= f
vsound

), k, represents the phonon and pho-

ton wave vectors.

Generally, an acousto-optic device features a piezoelectric transducer on the side of the crystal

material, which, upon being driven by a radio frequency (RF) signal, produces travelling acoustic

waves within the crystal. These waves propagate at the speed of sound and have the same

frequency as the applied RF signal. A modulation in refractive index that follows a periodic

pattern (with modulation period Λ= 2πvs
Ω ), due to the photo-elastic (compression and rarefaction)

effect can be observed (see Fig. 3.9). It results in effects similar to those seen in diffraction
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gratings. Hence we use a Bragg treatment (although care must be given, as this Bragg treatment

can only be applied to plane acoustic waves with phonons that have a similar wave vector). To

achieve optimal efficiency, input light must be injected at the θBragg for diffraction.

(3.5) θBragg = nλΩ
2v

here n is the order of the diffraction peak, λ is the wavelength of the incoming light, Ω is the

radio frequency (RF), and v represents the acoustic velocity. In the case of an AOM, two essential

control parameters include the radio drive frequency, responsible for controlling the angle of the

diffracted beam, and the driving power of the RF input, which dictates the diffraction efficiency.

3.2.2 Double-pass AOM configuration

FIGURE 3.10. Schematic showing the retro-

reflected light focused onto the AOM centre.

In a double-pass configuration, the input light

is allowed to pass twice through the AOM with

the help of a retroreflector. Using a double-

pass scheme combined with a retroreflector

configuration is primarily motivated by the en-

hancement it provides to the extinction ratio of

a single device. The importance of a sufficient

extinction ratio for our work can be attributed

to the fact that any leakage of excitation green

laser during spin manipulation will result in

undesired initialisation of the spin state, ul-

timately reducing the fidelity of spin control. The extinction ratio of our AOM at 532nm was

53 dB, which satisfies the requirements [225]. Double pass configuration also helps tackle the

challenges associated with coupling the output from the AOM to the fibre. The coupling into the

fibre becomes ultra-sensitive when the RF drive frequency changes (jumps in the frequency).

3.2.3 Design and performance of the AOM system

Input beam waist strongly affects the diffraction efficiency and the rise time of the AOM. Both

of the entities increase with increasing beam waist, with efficiency levelling off around 90%.

It is, therefore, necessary to make a trade-off between efficiency and rise time. An estimate of

the Gaussian beam waist diameter for a plano-convex lens can be made by using d = 4λ f /πD.

Two plano-convex lenses with a focal length of 125mm are being used to focus the light. They

are both located at a distance of 1f from the centre of the AOM (see Fig. 3.11). The zero-order

diffraction beam (incidence beam) is blocked using a pinhole. In contrast, a mirror placed after a

quarter-wave plate retro-reflects a beam of the 1st order. To optimize the AOM’s throughput, a

quarter-wave plate imparts a λ/2 phase change, which helps separate the retro-reflected light
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from the incident light using a polarizing beam splitter (PBS). In our setup, we mounted the

AOM on top of a manual XYZ stage (DT12XYZ/M) to have freedom in alignment.

FIGURE 3.11. An overview of our AOM setup. (The different colours are used here to distinguish
between light that is reflected (blue) and incoming light (green).

Based on experimental and theoretical calculations, the beam waist at the centre of our designed

AOM was approximately 34 µm. Hand-waving calculations based on geometric optics often do

not provide sufficient information to design a suitable setup. The beam waist was calculated

theoretically using a Gaussian beam tracing Python program to select the appropriate lens and

components for the setup. The beam’s full-width half maximum (FWHM) was calculated by

fitting Gaussian functions to images taken at the regular distance between the two focusing

plano-convex lenses. We calculated the diffraction efficiency to be approximately 55%, which

agrees with the specification of the AOM. Additionally, the rise and fall time of the designed AOM

was found to be about 10 ns.

3.3 Microwave (MW) chain

Figure 3.12: Designed coplanar waveguide for

MW delivery. The break in the centre is used to

mount the sample.

The zero-field splitting for an NV centre is

about 2.87 GHz; the ground state spin tran-

sitions can therefore be driven by electromag-

netic fields in the microwave regime. This sec-

tion will describe the microwave (MW) chain

we have developed for spin manipulation. Mi-

crowaves generated by a vector source and

modulated by an arbitrary waveform genera-

tor are amplified and delivered to the diamond

sample by a simple coplanar waveguide on a

printed circuit board (PCB).
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3.3.1 Design of coplanar waveguide

As shown in Fig. 3.12, the coplanar waveguide is constructed from an etched prototype circuit

board with SMA connectors on either side. To design a microwave waveguide that has low

reflection loss, the centre width of the waveguide and the spacing between the lines have been

calculated using an online calculator (click). To deliver the MWs to the NV centre, the diamond

sample is glued to the break in the centre conductor; a copper wire is then soldered across the

break and over the sample (Fig 3.13). Due to the fact that the magnitude of the magnetic field

introduced by the wire is proportional to the amount of current flowing through it, we use wires

with a 20 µm diameter gauge to apply the magnetic field. To increase the strength of the field, we

need to ensure that there is close contact between the wire and the sample because the strength

of the field is proportional to the inverse square of the distance from the wire. Using a RIGOL

RSA5065 network/spectrum analyser, we measured the S21 parameter, which is the fraction of

power transmitted through the microwave waveguide. As seen in Fig. 3.14, there is less than a

-5dB transmission loss across the range (1-3 GHz) we are interested in.

FIGURE 3.13. Diamond sample mounted on the PCB with a wire soldered to transmit microwaves.

3.3.2 Single-sideband Modulation

For effective excitation and manipulation of the spins, we need to control the amplitude and the

phase of the MW pulses. Typical microwave pulses can be as short as a few tens of nanoseconds,

and the microwave generator cannot be made to switch amplitude or phase so quickly. We,

therefore, create a sequence of pulses controlled in amplitude and phase by modulating the CW

microwave signal.

As shown in Fig. 3.15, using IQ modulation, a CW signal (carrier frequency) is split into two

signals (LO1 and LO2) which differ by 90 degrees in phase, ‘quadrature’. These two signals (LO1

and LO2) are mixed with the two baseband signals I(t) and Q(t) via a mixer. The resulting signal

from the mixer is an I/Q modulated signal at the carrier frequency of the local oscillator.
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FIGURE 3.14. MW transmission spectrum across the wire over the sample in the range 0.001-6.5
GHz recorded with a spectrum analyser.

FIGURE 3.15. Block diagram of I/Q modulation.

In our setup, we use a ‘single-sideband’ modulation scheme. Two baseband signals, different

in phase by 90 degrees, are applied to the I and Q channel, such that I(t) = Asin(ω1t) and Q(t)=

Acos(ω1t). While the split signals from the local oscillator are given as LO1= sin(ωct) and LO2=

cost(ωct). Such that the output from the mixers will be given as:

(3.6) MW1 = sin(ωc t)∗ Asin(ω1t)= A/2cos((ωc −ω1)t)− A/2cos((ωc +ω1)t)

(3.7) MW2 = cos(ωc t)∗ Acos(ω1t)= A/2cos((ωc −ω1)t)+ A/2cos((ωc +ω1)t)

Summing the output of these two mixers will give the final output:

(3.8) MWf inal = MW1 +MW2 = Acos((ωc −ω1)t)
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To control the phase, we can modify the I and Q channel input to I(t) = Asin(ω1t+α) and

Q(t)= Acos(ω1t+α) to get the following general result:

(3.9) MWf inal = MW1 +MW2 = Acos((ωc −ω1)t+α)

This is the required I/Q modulated signal (lower) sideband signal. Hence, we can control the final

pulse’s frequency, amplitude, and phase by controlling the I and Q signals.

Single-sideband modulation is advantageous in many ways. First of all, it enables detuning

the oscillator frequency from the spin resonance, reducing the probability of unwanted spin

transitions due to leakage from the source. A further advantage is that one can simultaneously

address multiple lines using multiple detunings for the I and Q channels.

One challenge of this method is to ensure the output signal is as clean as possible. One of

the common problems is the leakage of carrier signal into the output, as a result of two possible

mechanisms:

1. the mixers not being matched and balanced in the same way, there is an effect of local

oscillator (LO) leakage that is dependent on the carrier frequency.

2. A DC offset can cause the LO leakage at the I and/or Q inputs that are independent of the

carrier frequency.

Additionally, one can have an LO quadrature error if the two LO signals aren’t exactly 90

degrees apart from one another. The reason for this can be phase errors in the LO splitter or

phase matching problems in the mixers. A consequence of this is that an undesired image signal

is produced. If we examine the case of single sideband modulation, with a slight phase offset at

the local oscillator (LO1= sin(ωct) and LO2= cost(ωct + α)) split signals, doing the calculation

done above, we can get the final pulse as:

(3.10) MWf inal = MW1 +MW2 = Acos(α/2)cos((ωc −ω1)t−α/2)− Asin(α/2)sin((ωc +ω1)t+α/2)

This sort of error can be corrected by calibrating the internal I/Q settings of the source. I/Q

mismatch errors can also result in an unwanted image. Generally, such errors are caused by a

difference in amplitude, phase, and group delay (skew) between the I and Q signals. The issues

can be accounted for using the internal settings of the Zurich Instruments HDAWG vector signal

generator and the RF source settings, such as I/Q gain balance and quadrature adjustment.

While the skewness can be corrected using the adjustable skew correction settings available on

the HDAWG. An example of such issues was seen during the setting up of the I/Q modulation, as

shown in Fig. 3.16 where an unwanted image is created at the frequency of LO+ω1 along with

the desired signal at LO-ω1.
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FIGURE 3.16. Spectrum of local oscillator (LO) with I/Q modulation. Here an unwanted image is
created at LO+ω1 along with the desired signal at LO-ω1 due to an I/Q mismatch.

3.3.3 Microwave chain

FIGURE 3.17. Circuit diagram of the microwaves (MWs) delivery setup.

In the context of the experiments detailed in Chap. 4 and 5, we employ a single-sideband

modulated signal with a tone at 1.6 GHz, sourced via a vector signal generator (RohdeSchwarz

SMBV100A). This signal is combined with a low-frequency baseband signal of 40 MHz generated

by a Zurich Instruments high definition arbitrary waveform generator (HDAWG) (with specifica-

tions of 2.4 GSa/s, 16 bits vertical resolution, and signal bandwidth of 750 MHz). The modulated

microwave signal is then amplified using an Amplifier Research 15S1G6 amplifier (0.7-6 GHz, 15

W) and passed through a circulator (Aaren Technology 11B-GX017027G-AF), which safeguards

the amplifier from reflections while driving the (ms = 0 ⇐⇒ ms = −1) electron spin resonance.

The configuration of the microwave circuit is outlined in Fig. 3.17. Within the MW circuit, we

strategically employ attenuation to minimize reflections and prevent damage to the circuit’s

electronic components.
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3.4 Nuclear spin assisted optical readout

Although for the measurements described in the thesis, single shot readout (SSR) was not

available at room temperature. Methods such as nuclear spin-assisted readout can help achieve

improved optical readout of NV electronic spin state, albeit with increased complexity in the

system [226, 227]. In this section, I will briefly describe the physics behind such a method.

The electronic spin of the NV centre has the ability to interact with neighbouring nuclear

spins. Notable nuclear species involved in this interaction include the intrinsic nitrogen nuclear

spin of the NV centre, which possesses a total spin of either 1/2 or 1 for the isotopes 15N and 14N,

respectively. Additionally, the carbon isotope 13C, with a total spin of 1/2, is also significant. The

presence of 13C nuclei is generally stochastic in proximity to the NV centre having an isotopic

abundance of 1.1%. Nuclear spins have significantly longer spin lifetimes compared to electrons

[228]. Exploiting this property, they can be effectively employed as quantum memories [229].

Jiang et al. [226] was the first to showcase the basic concept behind nuclear spin-assisted

readout for an NV centre. It involved capitalizing on the prolonged spin lifetime of nuclear

spin and the capability to establish correlations between the states of the electron and nuclear

spins using CnNOTe gates. This correlation enables the accumulation of photoluminescence

(PL) signals over numerous consecutive readout cycles, thereby amplifying the signal-to-noise

ratio (SNR). In preparation for measurement, the target electron spin state is transferred to the

nucleus using a sequence of CnNOTe and CeNOTn gates (as depicted in Fig. 3.18). The subsequent

readout procedure involves iteratively applying CnNOTe operations, which is followed by the

usual PL readout of the electron spin state. In the initial readout cycle, the nuclear spin is

projected into an eigenstate, and in an ideal scenario, each of the following cycles polarizes the

electron spin while maintaining the nuclear spin unchanged. This permits the summation of

photon counts from each readout cycle, enhancing the overall signal. However, in practice, the

number of cycles is restricted due to the backaction from measurements, which eventually leads

to the flipping of the nuclear spin.

In their experiment, Jiang et al. [226] employed a 13C nucleus exhibiting a relatively robust

coupling of 14 MHz. The process of mapping and measuring was iterated 30 times, leading to

a 2.2-fold enhancement in signal-to-noise ratio (SNR) compared to the conventional Photolumi-

nescence (PL) technique. Later enhancements to the protocol, involving the utilization of a 15N

nuclear spin, yielded a remarkable SNR increase of 6.8 times after performing 500 cycles [230].

However, the nuclear-assisted technique presents a significant technical challenge, demanding

the implementation of intricate quantum-control pulse sequences for radio and microwave fre-

quencies. It necessitates precise alignment of the externally applied DC magnetic field and the

generation or identification of an NV centre coupled with a suitable 13C or 15N nucleus (where

the natural abundance of 15N is 0.4%).

Despite their intricate nature, nuclear spin-assisted readout protocols have found widespread

application in cutting-edge showcases of single-NV quantum sensors [231, 232]. In an ideal sce-
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FIGURE 3.18. Nuclear spin assisted repetitive readout. (A) Quantum circuit implementing
the repetitive readout scheme with M steps, enhanced by the interaction with spin n1. (B)
The procedures and pulse sequences for M = 60 are as follows: The initial state |0〉e |↓〉n1 is
achieved using a 6-step process involving the manipulation of spins n1 and e. A microwave
(MW1) pulse with a duration of t is applied, inducing Rabi nutation U(t) on electron spin. The
parity information of this spin is then transferred to spin n1 through an RF π pulse, achieved
by employing the CeNOTn1 gate. After reading the photoluminescence (PL) of the electron spin,
repetitive readouts of n1 spin are carried out (M-1) times. These readouts involve the utilization of
either MW1 or MW2 π pulses (Cn1NOTe gates), which are subsequently followed by PL readouts.
However, the first readout iteration (m = 1) does not precede a MW1 pulse. Figure adapted from
[226].

nario, nuclear-assisted readout necessitates the fulfilment of certain criteria: the implementation

of rapid CnNOTe operations to suppress measurement overhead, the involvement of a nuclear

spin boasting a prolonged lifetime, and mitigation of non-secular components within the hyperfine

Hamiltonian. These criteria somewhat conflict with each other, as swift gate operations tend to

require relatively strong coupling, which, in turn, often results in shorter nuclear lifetimes and

more substantial nonsecular terms. Nevertheless, these conditions can be practically satisfied

using any of the common nuclear spins: 14N, 15N, or 13C. The ultimate selection frequently hinges

on the specific requirements of the experiment at hand. The main physical constraint in most

experiments remains the presence of a small, yet non-negligible, likelihood of electron-nuclear

flip-flops, particularly in the excited state of the NV centre. To mitigate these nonsecular terms,

the option of utilizing coupled 13C nuclei aligned closely with the symmetry axis of the NV centre

can be considered [233].

3.5 Characterisation of an NV centre

Sample: Laser written NVs. For the experiments discussed throughout this thesis, we used

laser-written NV centres on an electronic-grade CVD diamond sample from Element Six. The

concentration of natural NV centres in the bare high-purity samples was too low to find NV

centres sufficiently close to the microwave wire.

The laser writing of the NV centres was carried out by our colleagues Dr Patrick Salter and
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Prof Jason Smith at the University of Oxford. Typically, the laser writing process begins with

a “seed pulse” to create an ensemble of vacancies. This pulse is followed by “annealing pulses”

in the same region to induce vacancy diffusion. Which leads to the formation of the NV centres

[234]. Another way to create NV centres is to place the sample with vacancies in a furnace with

nitrogen atmosphere at 1000 °C [84].

FIGURE 3.19. Photoluminescence (PL) image of an

NV centre in diamond.

Here, I examine the operation of our

setup by performing an optical study of

the laser-written NV sample. In Fig. 3.19,

I have shown an example of a photolu-

minescence (PL) image of an NV centre

taken with our scanning confocal micro-

scope. Next, to verify that it is an NV cen-

tre, we used the Princeton Instruments

IsoPlane SCT 320 triple-grating spectrom-

eter in combination with liquid nitrogen-

cooled PyLoN CCD to obtain a PL spec-

trum. The photoluminescence (PL) spec-

trum confirms the presence of an NV cen-

tre as shown in 3.20(a) [84, 235–237].

FIGURE 3.20. (a) Photoluminescence (PL) spectrum of an NV centre. (b) detection configuration
utilising a 50:50 fibre beam splitter to track and record photoluminescence (PL) signal from an
NV centre simultaneously.

It should be noted, however, that since the fluorescent spot size is significantly larger than

the NV centre, more than one NV centre may exist within a single fluorescent spot. A well-

known method of establishing that a fluorescence spot consists of a single photon emitter is to

examine the photon statistics and observe anti-bunching dip [239–241]. This experiment requires

an additional single photon counting module (SPCM), a fibre beam splitter (BS) (Thorlabs

TW670R5F1), and a time tagger (see Fig. 3.21(b)). Using the arrangement shown in Fig. 3.21(b),
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FIGURE 3.21. Autocorrelation measurement. (a) Second order correlation function of a single
photon emitter showing a characteristic dip with g(2)

exp(0) = 0.14 and g(2)
f it(0) = 0.04. The data

was fitted to 1− (s+1/2)eλ2 t + (s−1/2)eλ3 t, which is derived from the rate equations of the NV
centre [238]. The shoulders near 0 delay time are the signature of shelving in the singlet state
with a bunching timescale of ∼ 390 ns. (b) Diagram illustrating the detection configuration for
correlation measurements.

we measured the second-order correlation function, as shown in Fig. 3.21(a). The experimental

value of the photon antibunching signal was found to be g(2)
exp(0) = 0.14. The experimental data

was fitted to 1− (s+1/2)eλ2 t + (s−1/2)eλ3 t [238]. Where this function is derived from the rate

equations of the NV centre; for more details, refer to Chap. 2 in [238]. Using this fitting function,

the value of g(2)
f it(0) was found to be 0.04, with an anti-bunching and bunching timescale of ∼

8.6 ns and 390 ns, respectively. A further correction to the data is possible by accounting for

the incoherent background signal as done in [242, 243], but this correction has not been done in

this case. This antibunching dip is a hallmark of a single quantum emitter. In Fig. 3.21(a), the

delay time is characterized as the time interval between the moment when one single-photon

counting module (SPCM) detects the arrival of a photon and the subsequent detection by the

second SPCM.

Figure 3.22: Power saturation curve of a single NV

centre.

Next, we performed a power satura-

tion measurement to extract the saturat-

ing power. Fig. 3.22 shows a power satura-

tion curve for the NV centre. The red line

is the fitting done using the power depen-

dence model, I(P) = Isat/(1 + Psat/P) [244].

I is the recorded intensity, P is the applied

laser power, and Isat and Psat are the

corresponding saturation intensity and

power. Fit gives a value of ∼ 60 ± 0.7 kcps

for saturation intensity and 0.75 ± 0.05

mW for saturation power.

Following the discussion of the NV
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centre as a three-level system in Sec. 1.3, which leads to spin polarization and spin-dependent

optical contrast, a similar picture can be used to explain this saturating behaviour as well. The

relaxation rate between these levels varies based on the incident power and temperature [245].

According to [240], this power dependence is linear and κ23 > κ32. Thus, with the increased

power of the excitation laser, the system tends to be shelved into the intermediate level, which

ultimately decreases total photon counts, as shown in Fig. 3.22.

FIGURE 3.23. Large area photoluminescence (PL) map of the laser written sample, with bright
spots showing the NV centres.

Our setup’s wide lateral scan range is one of its important features (see Fig. 3.7). Using this,

we performed a lateral scan of 35 × 12 µm2 area and mapped arrays of laser-written NV centres,

as shown in Fig. 3.23.

3.5.1 Basic electron spin measurement and control

As discussed in Sec. 1.3, due to the presence of inter-system crossing, not only the NV centres

can be optically polarised, but they also give a spin-state-dependent fluorescence signal. This

polarization of the NV centres can be used to manipulate the associated spin via the application

of microwaves (MWs). In the sections below, I will describe some of the basic spin experiments

done on a single NV centre to test the working of microwaves and the electronics involved in our

setup. A more detailed discussion on the electronics for adaptive experiments can be found in Sec.

3.8.
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3.5.2 Optically detected magnetic resonance (ODMR)

As depicted in Fig. 1.10, the electronic ground state of an NV centre forms a spin triplet, ex-

hibiting a zero-field splitting of 2.87 GHz between the states |ms = 0〉 and |ms =±1〉‚å™ at room

temperature. The spin states |ms =±1〉 are degenerate. This degeneracy can be lifted by applying

an external magnetic field along the NV axis defined by the nitrogen-vacancy bond. The pres-

ence of such an external field can Zeeman split the spin states by ∆ f = 2 γNV Bz, with the NV

gyromagnetic ratio given as γNV = 28.024 GHz/T [95]. This change can be quantified through

the implementation of an optically detected magnetic resonance (ODMR) experiment. During

ODMR, a microwave signal is scanned in frequency under non-resonant illumination with a 532

nm green laser while counts from the NV centre are continuously monitored. In the absence of

resonance between the microwave signal and any of the spin transitions, the NV centre remains

consistently driven into its ms = 0 state. As the microwave frequency nears the resonance of the

NV centre, the population transfer from the ms = 0 state to the ms = +1 or ms = -1 state increases,

leading to lower photon emission as shown in Fig. 3.24. This difference in brightness is due to the

longer lifetime of ms = ±1 states in comparison to ms=0.

FIGURE 3.24. Optically detected magnetic resonance (ODMR) signal from an NV centre in
diamond at an applied field of about 1.05mT.

Three different mechanisms govern the linewidth of these resonances. Firstly, the natural

linewidth of spin states, or 1/T∗
2 , sets a minimum limit for the linewidth of any measurement.

Secondly, re-initialising the NV centre via a non-resonant optical driving of the system results in

power broadening. Finally, microwaves for spin driving, similar to the optical drive, cause further

power broadening. The total linewidth hence can be given as [105]:

(3.11) ∆ν= Γ
∞
c

2π

√√√√( s
1+ s

)2 + Ω2
R

Γ∞p Γ∞c
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where Γ∞c , Γ∞p are the optical cycle and polarisation rates at saturation, respectively. ΩR is the

Rabi frequency. While s = Popt/Psat is a ratio of the transition’s pump power and saturation

power.

Although ODMR is probably the easiest way to measure the |ms = 0〉←→ |ms =±1〉 frequency

change (see Sec. 3.5.2). A sensitive measurement of the ODMR dip frequency is usually achieved

by parking the MW source at a frequency where the counts from the emitter are most sensitive

to any change in resonance frequency, such as a point of the steepest slope. In such an ODMR

measurement, the smallest detectable change in frequency is given as [238]:

(3.12) ∆ fmin = Γp
CT η

where Γ is the FWHM of the transition, T is the total acquisition time, C is the total photon count

rate, and η is the resonance contrast. Hence for a typical case, with C = 80 kHz, η = 20 %, Γ =

20 MHz, the maximum achievable sensitivity with CW ODMR is ∆ fmin/γ = 126 µ T/
p

Hz . If we

want to better this sensitivity by avoiding limitations enforced by power broadening, we must

look towards interferometric measurement protocols such as Ramsey interferometry.

3.5.3 Rabi oscillations

Using microwave pulses to control electronic spins requires that we carefully characterize the

AC magnetic field that drives the spins. Specifically, we need to know the times for π/2 and π

rotations since these will be used for the pulsed experiments. For a two-level spin system, the

Hamiltonian can be written as:

(3.13) Ĥ = Ĥ0 + ĤI (t)

here, Ĥ0 represents the unperturbed system’s Hamiltonian, while ĤI (t) accounts for the time-

varying interaction with the applied alternating field. Assuming that the system is polarised into

ms=0, to begin with, the general solution to Eqn. 3.13 can be given as [105]:

(3.14) |c1(t)|2 = Ω2

Ω2 +∆2 sin2

(p
Ω2 +∆2

2
t

)

where ∆ represents the detuning from the transition frequency, while the term sin2 oscillates

with a frequency of
p
Ω2 +∆2 in time. These oscillations are known as Rabi nutations, and for

the case of NV centres, they were first observed by Jelezko et al. [246].

One thing to note is that the Hamiltonian given in Eqn. 3.13, does not capture the effect

of decoherence. The Rabi oscillations are acquired by applying successive pulses of laser light

for initialization of the spin state into ms = 0, which is followed by a microwave (MW) pulse
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FIGURE 3.25. Rabi oscillations of an ensemble of spin qubits via the application of microwave
(MW). Following the literature [247] the data was fitted to A*cos(2πΩt + φ)*exp( t

Trabi
)+C with

the T f it
rabi value of 297.8 ± 18.1 ns and Ωrabi = 8.12 ± 0.03 MHz. Here T f it

rabi describes the duration
up to which a spin transition in the ensemble can be driven before it dephases into a mixed state.
Inset: Shows the pulse sequence used for the rabi oscillation experiment.

whose length is varied before a second pulse of laser light is applied to read out the spin state

(see inset of Fig. 3.25). Rabi oscillations (for an NV ensemble) obtained for ms = 0 ←→ ms = -

1 transition are displayed in Fig. 3.25. The data has been fitted to an exponentially decaying

sinusoid equation given as [247]:

(3.15) A∗ cos(2πΩt+φ)∗ exp(
t

Trabi
)+C

here A is the Rabi oscillation amplitude, and C is an offset. Ω is the rabi frequency with the

extracted value of Ω = 8.12 ± 0.03 MHz and a characteristic decay time of Trabi = 297.8 ± 18.1 ns.

3.5.4 Ramsey interferometry

As stated earlier, for an NV centre, an externally applied magnetic field causes a Zeeman splitting

of its spin states, leading to the spin levels ms =±1 being shifted by ∆ f = 2γBext,z, here γ = 28.024

GHz/T [95] is the electron’s spin gyromagnetic ratio and Bext,z is the component of external field

along the NV axis. A similar effect is given by an external electric field which shifts the frequency

of |ms = 0〉←→ |ms =±1〉 transition. For our case of this thesis, however, we are mainly focusing

on the DC sensing of the magnetic field, so we will describe the Ramsey measurement in regards

to that.

A Ramsey measurement begins with initialising the spin into the |0〉 state via a 532 nm green

laser pulse. This is followed by an application of a π/2 (along σy for |0〉←→ |+1〉 or along σx for

|0〉←→ |−1〉) MW pulse to create a superposition state. This state is allowed to evolve under the

external field for a varying amount of time τ, which leads to an acquisition of a phase θ due to

such an interaction. This phase is given as θ = ( gµB
ℏ

)
Bτ [248], here τ is the free evolution time,
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B is the applied field, and µB is the Bohr magneton. This phase can be read out by applying

another π/2 pulse, which projects the phase gain into the population difference. This population

difference is then converted into photon counts via the application of a final off-resonant laser

pulse (see inset of Fig. 3.26). Hence, an interferometric pattern can be obtained by varying the

time between the two π/2 MW pulses, as shown in Fig. 3.26. During the Ramsey measurement,

different phase gain for each run due to an oscillating environment is averaged out, leading to a

diminished T∗
2 . For such a measurement, the maximum achievable sensitivity is limited by T∗

2

and an order of magnitude better than CW ODMR. A Ramsey interferometric pattern is shown

in Fig. 3.26, which was fitted to y0 + A*exp( τ
T∗

2
)2. Here y0 is the offset, A represents amplitude,

and τ is the delay time. We extracted the corresponding value of T∗ f it
2 to be = 2.58 ± 0.2 µs.

FIGURE 3.26. Ramsey decay of the NV spin qubit via the application of microwave (MW) on
resonance with |ms = 0〉 to |ms =−1〉. The data was fitted to y0 + A*exp( τ

T∗
2
)2 with the T f it

2∗ value
of 2.58 ± 0.2 µs. Here the N nuclear spin is polarised by using an external magnetic field of ∼ 512
G. Inset: Shows the pulse sequence used for the Ramsey oscillation experiment.

3.5.5 Longitudinal relaxation time T1

We characterised the T1 relaxation time for a single NV by polarising the spin into |ms = 0〉 spin

state with a non-resonant 532 nm laser pulse, which was followed by another non-resonant pulse

to read out the current population after some delay time τ (see inset of Fig. 3.27). Repeating this

measurement for different delay times τ gives a decaying curve as shown in Fig. 3.27. The curve

was fitted to y0 + A*exp( τ
T1

)1, from which we extracted the spin relaxation time T1 to be 4.36 ±
0.92 ms.

3.5.6 Hahn echo

To perform a Hahn echo experiment, an additional π pulse is applied between the two MW pulses

used for the Ramsey measurement. This additional π pulse cancels out any acquired phase during
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FIGURE 3.27. T1 measurement of a single NV centre. The data was fitted to y0 + A*exp( τ
T1

)1 with

the T f it
1 value of 4.36 ± 0.92 ms. Inset: Shows the pulse sequence used for the T1 estimation.

π/2 −→ π and π −→ π/2 intervals. Making this sequence non-sensitive to a DC/slowly varying field.

The results obtained from such a measurement are shown in Fig. 3.28 with a corresponding pulse

sequence shown in the inset. The data in Fig. 3.28 was fitted to y0 + A∗exp( τ
T2

)
3
2 . From this, we

extract the coherence time T2 = 87.1 ± 8.3 µs.

FIGURE 3.28. Spin echo T2 measurement of a single NV centre. The data was fitted to y0 +
A*exp( τ

T2
)

3
2 with the T f it

2 value of 87.1 ± 8.3 µs. Here the N nuclear spin is polarised by using an
external magnetic field of ∼ 512 G. Inset: Shows the pulse sequence used for the T2 estimation.

3.6 Nuclear spin polarisation

The NV centre hosts a nitrogen atom, which can either be 14N (nuclear spin I = 1) or 15N (nuclear

spin I = 1/2). In some cases, the nitrogen nuclear spin can be used as an ancillary qubit, for
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example, as a quantum memory. In other situations, however, the presence of hyperfine lines in

the electron spin resonance spectrum can be a problem, for example, when estimating frequencies

associated with static magnetic fields (as it significantly complicates the signal). In such scenarios,

it is possible to polarize the nitrogen nuclear spin in a manner that eliminates the presence of

hyperfine frequencies.

In NV centres, nuclear spin polarisation has been successfully demonstrated for each of

the 14N and 15N spins of the nitrogen atom [249, 250], along with ensembles of 14N spins at

excited-state level anticrossing (ESLAC) around 512 G and even for the 13C spins proximal

to the nitrogen atom [251, 252]. The hyperfine interaction close to the ESLAC points creates

hyperfine states that couple the spins of electrons to the nucleus or from one nucleus to another.

Several models have been developed to describe experimental results that measure nuclear spin

polarization, including ones based on rate equations, [249] and those based on the Lindblad

operator combined with the Liouville equation for the density matrix [253], as a method to

describe how the spin projection states transition from one to another [250–252].

Figure 3.29: Nuclear spin polarisation at excited state

level anticrossing. Figure adapted from [254].

It has been shown that the nuclear

spin polarization at the ESLAC is ex-

tremely sensitive to the angular devia-

tion of the/ applied magnetic field from

the NV axis [249]. Since the optical

pumping polarises the spin into three

hyperfine states |ms = 0,mI = 0,1,−1〉
while depleting the other three states

|ms =−1,mI = 0,1,−1〉, around the mag-

netic field value of ∼ 512 G, correspond-

ing to the level anti-crossing. At that field,

magnetic sub-levels of ms = 0 align with

the ms = -1 magnetic sub-levels (see Fig.

3.29). As shown in Fig. 3.29, in the ms =

0 manifold, only the hyperfine spin level

|ms = 0,mI =+1〉 stays unmixed and hence protects its population. While due to the presence of

the hyperfine interaction, the state |ms =−1,mI =+1〉 is mixed with the |ms = 0,mI = 0〉, and the

state |ms =−1,mI = 0〉 is mixed with the |ms = 0,mI =−1〉. This mixing, along with the continu-

ous excitation cycle and nonradiative decay, polarises the nuclear spin into the protected state

|ms = 0,mI = 1〉 (see Fig. 3.29). For this mixing to happen, projections of the electron angular

momentum of the mixing partners should be equal to the sum of their nuclear angular momentum

projections [255]. As a result, this level mixing close to the ESLAC causes the 14N nuclear spin to

be polarised into the state |ms = 0,mI =+1〉 since this is protected from level mixing.

As shown in Fig. 3.30(a), electron-nuclear hyperfine interaction can cause collapse and revivals
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FIGURE 3.30. Ramsey with and without nitrogen contribution. a Collapse and revival in
Ramsey plot due to nearby nuclear spin contributions. b Ramsey signal with polarised nuclear
spin and applied detuning of 1.5 MHz showing clean oscillations.

in measurements like Ramsey and spin echo. Data in Fig. 3.30(a) is fitted according to

(3.16) a0 + e
−( t

T∗
2

)2

.
3∑

i=1
(ai cos(2π( fdet − fb)∗ t+φi))

Our adaptive experiments discussed Chap. 4 and Chap. 5 requires the polarisation of nuclear

spin to avoid beatings in the free induction decay signal. Once the nuclear spin is polarised, we

can eliminate these beatings and get a clean oscillating signal at the applied detuning, as shown

in Fig. 3.30(b), where a detuning of 1.5 MHz is applied.

3.6.1 Magnetic field alignment

High-fidelity operations on the NV centre spin require the externally applied magnetic field to be

well-aligned along the NV quantization axis.

Any significant spin mixing that is caused by an off-axis magnetic field can result in a rapid

reduction in the contrast of optically detected electron spin resonance (ESR) spectra since the

spin-dependent photoluminescence (PL), and optically induced spin polarization are no longer

effective because of the spin mixing. In addition to a decreased contrast in ESR, an increased

off-axis magnetic field is also observed to decrease the effective excited state lifetime and the PL

intensity [256, 257]. In a recent paper [258, 259], it was demonstrated that this property can be

harnessed as a tool for performing all-optical mapping of magnetic fields through the scanning

of an NV defect. We also exploit this property to align the externally applied magnetic field. In

our setup, we have a magnetic field of 460 gauss, precisely aligned along the NV axis. This field

is established using a permanent SmCo magnet situated on a motorized 3D translation stage

(Standa 8MT173-30DCE2-XYZ).
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We used SmCo magnets in place of more widely known neodymium since the output flux of

the SmCo magnets varies three times less with temperature compared to the neodymium [260].

The magnetic field is precisely selected at the level anti-crossing point of the NV centre’s excited

state to effectively polarize the nuclear spin of 14N. This polarization ensures the absence of

collapse and revivals in the Ramsey signal (see Fig. 3.30).

FIGURE 3.31. Map of magnet scan across the sam-
ple. Location with maximum counts highlights the

position of maximum alignment of the field with the

NV axis.

Encased within a 3D-printed holder,

the magnet is thermally stabilized using a

Peltier element, controlled through a PID

loop (Meerstetter TEC-1091), achieving

thermal stability with an RMS tempera-

ture of 10 mK, which helps stabilise the

ESR frequency to less than 100 kHz (see

Sec. 3.7 for more details). To align the

B field, we scan the magnet across the

sample and find the spot with the highest

PL intensity as shown in Fig. 3.31, corre-

sponding to the magnet aligned with the

NV axis.

3.7 Temperature stability
of the setup and magnet

Temperature stability has been one of the major issues we faced while setting up the optical

setup in the lab. Our lab does not have any active temperature-controlling mechanisms installed.

Additionally, the air conditioner used to cool/heat the lab blew air directly towards the optical

table. This led to temperature instabilities in the experimental setup with a ∼ 25 minutes

oscillation cycle, matching the cooling cycle of the air-conditioning system, as shown in Fig.

3.32(left). These temperature fluctuations were also reflected in the counts as shown in Fig.

3.32(right).

Along with these periodic fluctuations, our setup was also hampered by slow drifts of the

XYZ sample stage. These drifts made the objective move out of focus from the position of the

emitter leading to an unrecoverable drop in the PL intensity. These drifts in temperature with

the corresponding change in the movement of the XYZ sample stage are highlighted in Fig. 3.33.

Although the change in the XY direction is much less (few nm) than a change in the Z position

(few µm), and given the confocal resolution in the z-axis is much worse than xy resolution; still,

this change was big enough that we lost a significant amount of the counts over a short time

period as shown in Fig. 3.33(c). For clarity, the counts shown in Fig. 3.33(c) were not recorded

precisely during the same time as the data shown in Fig. 3.33(a) or (b). However, the data in Fig.
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Figure 3.32: Periodic counts fluctuations due to the air conditioner’s cooling cycle. Left:
Temperature oscillations in the lab recorded with a Tinytag Talk 2 - Temperature logger. Right:
Counts fluctuations showing a periodic behaviour. Laser power has been plotted (without units)
to rule out any fluctuations in laser intensity being the cause of these oscillations in counts.

3.33(c) indicates the effect of such temperature changes.

We designed a temperature stabilisation system to address these issues, which were preventing

us from doing any meaningful measurements. First of all, we built a styrofoam-based box around

the optical setup (see Fig. 3.34) to protect it from the air currents generated by the air conditioner

blowing. This step was sufficient to eliminate the periodic oscillation of the counts but did not

solve the full problem. Hence we decided to actively control the temperature of the platform

holding the XYZ stage using a PID-controlled Peltier element (Meerstetter TEC-1092), stabilising

the temperature down to less than 10 mK RMS (see Fig. 3.35).

Styrofoam box and temperature control solved the problem of count instability, as shown in

Fig. 3.36. Our count rates are currently very stable even for measurements spanning several

days.

3.7.1 Temperature stability of the magnet

Another issue with temperature fluctuations is that they induce changes in the magnetic field

of permanent magnets. This is a big problem, as it changes the resonance frequency of the NV

electron spin over time.

Although SmCo magnets that we used in the experiments done in Chap. 4 and 5 have a

much better thermal response than neodymium magnets, with a temperature coefficient of

approximately -0.04% per degree C. Still, the significant instability of the temperature in our

lab meant we had to actively control the temperature of the magnets as well. We recorded the

change in resonance frequency of |ms = 0〉 to |ms =−1〉 transition over a period of 6 hours as

shown in Fig. 3.37(a), showing a peak to peak variation of ∼ 800 - 900 KHz. For experiments

performed in Chap. 4 and Chap. 5, we wanted to control the field so that we get the minimum
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Figure 3.33: Slow drift of XYZ stage. (a) Change in lab temperature recorded during night time.
(b) The corresponding change in position of XYZ stage. (c) Shows the effect of such temperature
change on the counts from an NV centre; power has been multiplied by 6.2e6 to view it better on
the graph. The temperature in the lab was recorded with a Tinytag Talk 2 - Temperature logger.

FIGURE 3.34. Styrofoam box built to isolate optical setup from direct air currents.

ESR frequency deviation. For this reason, we also installed another temperature controller

(Meerstetter TEC-1091) to stabilise the magnets. After installing the TEC, we managed to get

the frequency drifts to less than 100 kHz, as shown in Fig. 3.37(b).
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FIGURE 3.35. Temperature of the XYZ stage recorded over a period of 6 hours via the TEC
software.

FIGURE 3.36. Stability of the counts recorded after installing the temperature controller and
styrofoam box. Power has been multiplied by 5.17e6 to view it better on the graph.

3.8 Adaptive electronics

This section details the electronic setup used to perform the adaptive experiments discussed

in Chap. 4 and 5. This is the really innovative part of the setup, which enabled us to perform

adaptive optimisation of experimental settings in less than 100µs, an order of magnitude faster

than the best reported in the literature (see Chap. 4). The main components of the adaptive

electronics are shown in Fig. 3.38. In the sections below, we describe the details and working of

each component separately.
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Figure 3.37: Change in resonance frequency of |ms = 0〉 to |ms =−1〉 transition due to
temperature change of magnets. (a): Before installing the temperature controller. Frequency
stability extracted via ODMR measurement. (b): After installing the temperature controller.
Frequency stability extracted via Ramsey measurement.

Figure 3.38: Schematic showing the connection of main electronics elements for adaptive sensing
experiments described in Chap. 4 and 5.

3.8.1 Microcontroller - ADwin-Pro II

For the adaptive experiments described in Chap. 4 and 5, we employed a hard real-time micro-

controller (ADwin Pro II) from Jäger Computergesteuerte Messtechnik, capable of achieving high

performance using the new processor module T12 with a clock rate of 1 GHz, a memory of 1 GB,

and a 64-bit FPU (double precision) for the calculation of floats. It is conveniently programmed in

a proprietary version of BASIC.
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FIGURE 3.39. ADwin Pro II.

As a result of the extremely short response

times, even open and closed loop processes on

the processor with cycle frequencies well over

1 MHz are reliably carried out on the processor

with concise response times. The fast processor

allowed us to update the probability distribu-

tion and calculate the optimal settings with

minimum overhead time. Another advantage of the microcontroller comes with the analogue

output modules. Using these synchronous data output can be achieved on four channels without

the possibility of time offsets. The DACs offer a wide range of frequency responses and have

a resolution of 16 bits. For our case of adaptive decoherence and frequency estimation, we use

this micro-controller to process the information received from the photo-detectors, using that

information and the specific likelihood function for each estimation (see Chap. 4 and 5 for more

details on this) we update the probability distribution which characterises our knowledge about

the unknown quantity. In our experiments, we use 100 particles to represent a probability distri-

bution curve corresponding to the unknown quantity. During each iteration, we need to update

this probability distribution. Using a microcontroller helps us achieve this update in less than 30

µs (see Fig. 3.51). A time that is negligible compared to the total estimation cycle time, meaning

little to no overhead is added to the total experiment time.

3.8.1.1 Communication of ADwin

ADwin has two 37-pin D-SUB sockets with 32 digital input and output (DIO 00 ... DIO 31)

ports. All of these 32 ports are programmable via the ADbasic software in blocks of 8 bits as

either inputs or output ports. The pin configuration of the DIO ports is shown in Fig. 3.40(left).

Along with these 32 DIO ports, ADwin also has analogue outputs, allowing data extraction on 8

channels without any time offset.

Figure 3.40: Pin assignment of the ADwin. Left: DIO module. Right: Counter module.
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We use ADwin not only to perform the Bayesian update but to count the photons as well. For

this purpose, we have a configurable 32-bit counter for event counting with a reference clock of

50 MHz. It takes in TTL signals as input and can be programmed via the ADbasic software. Fig.

3.40(right) shows the pin configuration of the counter module.

3.8.1.2 ADwin breakout box

The microcontroller unit requires a TTL signal (3.3V, 50 ns) on the counter module. Our detectors’

output is not only smaller in amplitude (3 V) but also short in pulse length (20 ns). To condition

the input signals accordingly, we designed a custom breakout box (a signal translation box)

with 4 comparators and pulse stretchers based on a Schmitt trigger. The comparators feature a

tuneable voltage divider to tune the threshold using a trimmer. We tested the breakout box using

controllable pulses from a function generator.

3.8.2 High definition arbitrary waveform generator (HDAWG)

Figure 3.41: High definition arbitrary wave-

form generator from Zurich instrument.

We chose Zurich Instruments HDAWG multi-

channel Arbitrary Waveform Generator (see Fig.

3.41) for our adaptive experiments as it includes the

possibility to modify pulse sequence parameters on-

the-fly based on values passed through the Digital

Input/Output (DIO) port. In our architecture, the

ADwin performs the Bayesian update and chooses

the optimal measurement settings, and then hands

over the values to the HDAWG, which modifies the

pulse sequence accordingly.

The HDAWG can generate programmable sig-

nals with a bandwidth of up to 750 MHz. It comes with a 2.4 GSa/s sampling rate and can

modulate digital signals at multiple frequencies. We have four DC-coupled, single-ended analogue

output channels, each with a resolution of 16 bits vertically. In addition, output switching is

supported between a direct mode which provides superior noise performance and maximum

bandwidth, as well as an amplified mode which increases the output signal amplitude to a

maximum of 5 Vpp.

This HDAWG can be controlled with the company-provided LabOne software, which provides

a easy access to all the functionalities of the device and helps in creating any arbitrary waveforms.

For our use in the lab, we have interfaced with this software using the Python APIs, which helped

us to automate the measurement process and integrate it quickly into our existing Python control

environment.

The HDAWG is interfaced with the external world through a VHDCI 68-pin connector (see

Fig. 3.42). Here pin 42 to 66 work as DIO ports. These are used to communicate between HDAWG
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and ADwin for the adaptive experiments discussed in Chap. 4 and 5.

Figure 3.42: VHDCI 68 pin connector to interface HDAWG for DIO communication.

3.8.3 Photon pulse routing

Figure 3.43: Time resolved fluorescence sig-
nal from an NV centre. Time resolved signal

from spin state ms = 0 (blue) and ms = 1 (red).

With the optimal counting duration for signal

and normalisation indicated by the rectangular

boxes.

Illumination of an NV centre with a green

laser leads to the spin population initially in

the ms = ± 1 to be shelved in the singlet spin

state (lifetime ∼ 160 ns [261]) after a few op-

tical cycles. While the population in ms = 0

keeps cycling excited state (lifetime ∼ 12 ns

[262]). This spin-dependent optical response

leads to a PL contrast, as shown in Fig. 3.43,

which shows a time-resolved fluorescence sig-

nal from an NV centre at room temperature

for spin state ms = 0 and ms = 1. However, this

difference in spin-dependent PL intensity is

short-lived, lasting only for about 300 ns due

to the singlet population decaying back to the

ground [263], resulting in a steady state of the system.

In our experiments, we use photon counts arriving in the first 300 ns as the signal and

photon counts arriving in a later window as background counts for normalisation. Tracking the

background counts is important as it allows us to monitor the stability of the system. In case

instabilities are detected, one can either discard the measurement or re-normalise the number of

detected counts based on the change in background counts.

To discriminate this spin-dependent signal from NV centres using the ADwin, we built a

photon pulse routing box which combines two RF switches (Mini-Circuits ZASW-2-50DRA+) in

series, powered by two 5V power supplies. The pin configuration of each RF switch is given in

table 3.1. Here the signal on the control channel, which we apply based on our gating requirement

of the signal, controls the desired state of the switch as given in table 3.2. As shown in Fig. 3.44

the box splits the input pulses from the APD (on the RF-IN port) into three different ports (RF1

out, RF2 out, and RF3 out), respectively corresponding to signal, normalisation and discarded
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photons (shown in Fig. 3.43). This home-built RF switch box was tested to verify its working

using a test signal from a function generator.

Figure 3.44: Design of RF switch box with two RF switches and 5V power supplies inside. TTL
input ports are used to control the routing of the signal using RF switches to the output ports.

Coaxial connections
Function Port Description
RF IN 1 RF common / Sum

port

+5V 2 Positive supply

voltage

RF1 3 RF out # 1 / In port

# 1

Control 4 TTL control In

-5V 5 Negative supply

voltage

RF2 6 RF out # 2 / In port

# 2

Table 3.1: Functional description of the ports on

an RF switch.

Truth table
Switch state - RF IN to
RF1 RF2

Low ON OFF

High OFF ON

ON - low insertion loss state

OFF - isolation state

Table 3.2: Truth table for signal rout-

ing by RF switch based on the input

control signal.
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3.8.4 Adaptive experiment at a glance

Figure 3.45: Experimental schematic for adaptive experiment. The hardware setup (optical,
microwave, electronics) is depicted in the schematic, illustrating functional interconnections.
Further elaboration on the electronics can be found in section 3.8. Key acronyms include CW
(continuous wave) for the laser, NV (Nitrogen-vacancy), AOM (acousto-optic modulator), AMP
(radio-frequency amplifier), APD (avalanche photodiode), PC (computer), and AWG (Arbitrary
Waveform Generator). The computer orchestrates the overall measurement process but remains
inactive during the experiment, with real-time control managed by the ADwin Pro II microcon-
troller. The inset portrays the utilization of RF switches to choose between the two shaded ranges:
the first region, showing a difference in PL intensity between the two spin states, is used as the
signal, while the second region, where there is no difference, functions as a background for drift
monitoring.

After describing the main components of our adaptive electronics setup in the subsections

above. Fig. 3.45 presents an overview of the adaptive experimental setup, including the optical,

microwave and electronics parts of the setup.

3.9 Real-time Sequential Montecarlo implementation

In this section, I will describe the programming done to control the HDAWG along with the

flowchart of ADwin.
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3.9.1 HDWAG Programming

HDAWG code to illustrate how I generate pulse sequences in real-time. Fig. 3.46 shows the

snippet of code used to pad the waveform. Since the HDAWG has a granularity of 16 samples,

the length of any pulse needs to be a multiple of 16 for each sample, otherwise, it may lead to

ill-defined samples causing issues with successive waveforms. Hence I pad the waveform to fulfil

this requirement.

Figure 3.46: Wave padding for HDAWG. Snippet of code used to pad the waveform to avoid
ill-defined samples. Since HDAWG has a granularity of 16 samples, we need to ensure the length
is multiple of 16.

Fig. 3.47 shows the code used to set the oscillator phase for the I and Q channel. HDAWG

waits for a trigger from the ADwin, and the updated value of the adaptive parameter to build the

sequence for the next run.

Figure 3.47: HDAWG ready and waiting for ADwin trigger. Snippet of code showing the
setting of the oscillator phase for I and Q channel for MWs. HDAWG waits for the trigger from
the ADwin before building a real-time pulse sequence.

Fig. 3.48 shows the code used to mask the input received from the ADwin and convert it into

decimal numbers to generate a real-time pulse sequence based on input from ADwin.
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Figure 3.48: Adaptive value received from ADwin trigger. Snippet of code showing adaptive
value received from the ADwin and converted to a decimal number to generate pulse sequence
for the next run.

Fig. 3.49 shows the code used to make the pulse sequence for the next run based on input from

ADwin. Here we show the use of a “command table” to generate a pulse sequence. The command

table is a list of instructions that can be executed in a specific order, with each instruction

specifying a particular waveform or operation to be performed. It can create complex signal

sequences involving multiple waveforms and signal processing operations, such as filtering,

mixing, modulation, and demodulation. For our experiments the use of the command table is

motivated by the simplicity of its use and the ease of making complex and longer pulse.

Figure 3.49: Command table for HDAWG. Snippet of code showing the use of adaptive parame-
ter received from ADwin and combined with command table to generate pulse sequence for next
run.

A video (click) shows the use of HDAWG to generate two I and Q modulation pulses. It shows

a change in delay time between the two pulses and a change in the relative phase of the two

pulses.
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3.9.2 ADwin flow-chart

In Sec. 3.8.1, we described the general details of the microcontroller we used for the adaptive

experiment in this thesis. This section provides details on the working of the ADwin in the form

of a flowchart. This structure allows the series of events to work in a linear string. Each event

spacing is determined by the process delay time, which can be adjusted during pre-experimental

calibration. For details on how we code the ADwin, refer to Apx. A.2.

Figure 3.50: Microcontroller flowchart. A flowchart illustrates the sequence of steps carried
out in the adaptive experiments. The microcontroller’s control process is independent of the
specific measurement conducted, as it responds to trigger signals for activation. If required,
resampling is executed concurrently with data acquisition, occurring between the initiation and
stoppage of the counters. This approach ensures that no additional overhead is introduced to the
procedure.

Details of microcontroller unit (MCU) operation flow.
The depicted flowchart delineates the MCU’s functioning in Fig. 3.50. During each iteration,

the MCU initiates the AWG, which provides all the control pulse sequences and initializes the

counters. If resampling is necessary, it is launched at this juncture, operating in tandem with data

acquisition to prevent the introduction of extra overhead. Upon receiving a return trigger from

the AWG, indicating the completion of all pulse sequences, the MCU stops and retrieves data from

the two counters that have accumulated the total counts for all R repetitions. Subsequently, the

MCU undertakes a Bayesian update of the probability distribution for the unknown parameter.
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It then selects the optimal parameters for the subsequent iteration and conveys this value to the

AWG to compile the next sequence for qubit control. The optimal setting value is handed over

to the HDAWG as an 8-bit integer via its digital I/O port. In each set of R measurements, the

AWG retrieves the value from the DIO port and subsequently designs the next pulse sequence.

The AWG’s functions extend beyond producing control pulses for the AOM and facilitating single-

sideband modulation of the microwave (MW) signal. It also manages the switch that routes the

signal from the detector towards the counter channels on the microcontroller.

3.9.2.1 Algorithm speed

We tested the speed of ADwin to update the probability distribution using the Bayes rule for

a different number of particles representing that probability distribution (see Fig. 3.51). The

experiment’s timing was assessed in relation to the microcontroller’s internal clock, revealing

a benchmark of Tµs ∼ 0.255 ·n, here n represents the number of particles used to discretize the

probability distribution. For example, with n = 200 particles, this translates to a probability

distribution updating time of approximately 50 µs.

Figure 3.51: Time it takes ADwin to perform a Bayesian update of a probability distribution
represented by N points.

3.10 Cryogenic setup for vanadium in SiC experiments

Here I discuss the experimental setup I used to study single vanadium centres in SiC in Chap. 6.

The basics of this confocal microscope are the same as discussed earlier, but the microscope

here interfaces to a sample in a cryostat. Details of this homemade confocal microscopy setup are

shown in Fig. 3.52.

We use a closed-cycle cryostat (Montana Cryostation S100) for the study of vanadium defects.

This cryostat includes a 100x NIR objective (Olympus LCPLN100XIR) with a numerical aperture

of 0.85. This objective is maintained at room temperature, inside the cryostat in a vacuum, via a
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FIGURE 3.52. Schematic of the optical setup used for vanadium study. Shows the optical
excitation (green and red path) and detection (orange path) for the study of vanadium. Where
for different experimental studies, we used slightly different arrangements, as shown in the
figure above: PLE measurement (orange box), g2 measurement (blue box), and charge state
study (green box). Basic components are labelled as: L1, L2 = Achromatic Doublet Lenses, QWP
= Quarter-Wave Plate, HWP = Half-Wave Plate, LP = Linear Polarizer, FELH0600 = Hard-
Coated Long Pass Filter (Thorlabs), FELH1300 = Hard-Coated Long Pass Filter (Thorlabs), BS
= Beam Splitter, M = Mirror, BP1280 = Band Pass Filter, FBS = Fiber Beam Splitter, SNSPD =
Superconducting Nanowire Single-Photon Detector, AOM = Acousto-Optic Modulator. Where the
flip mounts have been represented by a small arrow close to the optical component.
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feedback-controlled heater. We mount the sample on a custom-made PCB, which is positioned

on top of a stack of Attocube positioners (ANPx101). The cryostat shroud is custom-designed,

allowing an external magnet to reach up to a distance of 20 mm from the sample position. We

place a cylindrical (two inches in diameter and two inches thick) Neodymium magnet external to

the cryostat to apply a magnetic field (see Fig. 3.52). Using this magnet we can generate fields of

about 150 mT at the sample position. We have roughly aligned the magnet along the SiC c-axis.

To determine the intensity of the applied field, we use a commercially available gaussmeter

(Tunkia TD8620).

We study the α-defect associated with the vanadium defect by optically exciting it with two

lasers. The first one is a wavelength-tunable continuous wave (CW) telecom diode laser (Toptica

DL Pro, 1270 nm-1350 nm), which is tuned in resonance with the zero-phonon line (ZPL) of the

GS1-ES1 transition (∼1278.46 nm). While the second is a green diode laser (Thorlabs PL520) used

as repump laser to stabilise the V4+ charge state of the vanadium defect. Both of these lasers are

collimated via aspheric lenses and coupled into two single-mode fibres (Thorlabs P3-980A-FC-2

and P3-460B-FC-2, respectively). To control the excitation power and polarisation of the telecom

laser, we use a combination of a half-wave plate and a linear polarizer (as shown in Fig.3.52).

FIGURE 3.53. Design of the cryostat used for vanadium study. Our cryostat allows imaging
of a sample attached to a coplanar waveguide. The custom-designed shroud of the cryostat helps
us to bring a permanent magnet (blue cylinder in the schematic) within 20 mm of the sample. A
permanent neodymium magnet (blue cylinder) can be mounted on a 3-axis stage, allowing us to
achieve a 100 mT field at the sample location.

A Fizeau-Interferometer wavemeter (HighFinesse, WS7) monitors and stabilises the telecom

laser frequency. To perform a raster scanning of the sample, we use a steering mirror (Newport

FSM-300-NM) in combination with a 4f optical system composed of two plano-convex lenses, L1

(Newport - PAC35AR.16) and L2 (Newport - PAC13AR.16). The use of this 4f system is similar

to what has been described earlier for room temperature setup. It expands the beam to fill the
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objective’s back pupil and ensure the confocal condition is maintained. The photoluminescence

(PL) is collected via the same excitation objective, which is then coupled into a single-mode

fibre (Thorlabs SMF-28) and detected with the help of a superconducting nanowire single-

photon detector (SNSPD; Single Quantum EOS). In our setup, we use a combination of two

cameras (Thorlabs camera (DCC1545M) for green and an InGaAs camera for telecom) and an iris

diaphragm to align both the excitation and collection lasers. For the collection of the fluorescence

phonon sidebands (PSB), we use a microscope glass slide with ∼3% reflection ("glass slip" in

Fig.3.52) in combination with spectral filters. The telecom excitation laser is spectrally filtered

via two 12 nm-FWHM bandpass filters centred at 1280 nm (Knightoptical, 1280DIB25, shown as

"BP1280" in Fig.3.52). In addition to this, we use a combination of two longpass filters (Thorlabs

FELH1300 and FELH0600) in the collection path to reject both excitation lasers and only collect

photons with wavelength ≥ 1300 nm corresponding to the PSB of the V defects [264]).

Coarse sample movement is achieved by low-temperature attocube piezo-positioners. These stages

have a scan range of 5 mm with a minimum incremental step size of 10 nm. For xy scanning

of the sample as described earlier, we steer the beam using the galvo mirrors, while the focus

(z-axis) is fine-tuned using the Attocube positioners. For spin manipulation using microwaves

(MW), four SMA feedthrough ports are added to the cryostat, which are connected to the sample

mount internally.
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4
ADAPTIVE DECOHERENCE ESTIMATION

4.1 Introduction

This chapter describes an adaptive algorithm for decoherence estimation, with simulations and

experimental results. We demonstrate an adaptive sensing scheme for a spin-based quantum

sensor to estimate the decoherence timescales, {T1, T∗
2 , and T2} for a single qubit. The protocol

described in this chapter has been implemented on an electron spin associated with an NV centre;

however, this algorithm is general and can, in principle, be applied to any spin qubit. A motivation

for this work stems from the fact that each spin-based quantum sensor has different decoherence

properties; hence, a fast and reliable way to calibrate these is vital. Because decoherence occurs in

quantum systems due to interaction with their environment, it is one of the key indicators of the

efficiency of quantum technologies [65], such as quantum communication, quantum computation,

and quantum sensing technologies. For quantum communication networks, an important metric

is the decoherence timescale since it determines the length of time quantum memories and

quantum repeaters can store information [10, 17, 265, 266]. Developing large-scale quantum

computing architectures that use superconducting qubits [267, 268] and silicon spin qubits

[269, 270] requires rapid benchmarking of decoherence timescales as a key step for validating

and ensuring the quality of these systems. This may be crucial for ensuring the efficiency of error

correction protocols as they approach fault tolerance thresholds in quantum computing systems.

When it comes to quantum sensing, decoherence plays a double role. On the one hand, decoherence

caps the maximum performance limits of the sensor [4]. While on the other hand, a quantum

sensor can measure decoherence and provide information about the environment surrounding

the sensor. This phenomenon can be seen in relaxometry, which determines information about

physical processes in the environment by observing the rate at which a polarised quantum sensor

approaches a thermal equilibrium configuration [97, 271–275]
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It is possible to measure the decoherence rate of a quantum system by preparing it into a

known quantum state, after which it can be probed at varying time delays to determine the

probability of the system decaying from the initial state. To estimate the decoherence rate, the

standard method involves taking a series of measurements over a predetermined range of time

delays which is expected to contain the true value of the decoherence time. The data from such

measurement is fitted with a decay function to extract the decoherence time. It is important to

note that, following a predetermined time τ range, some of the measurements will give little to

no information about the decoherence time of the system. This is because the time delays are

either very short, resulting in the system not decohering, or they are much longer, resulting in

the complete decoherence of the system. Hence an adaptive scheme that makes an optimal choice

of evolution time is desirable.

Our experiment utilizes a very simple analytical update rule, which is very different from

other studies of adaptive protocols [211, 212, 276]. By using state-of-the-art fast electronics, the

online processing takes a much shorter period, a mere 50 µs, compared to the time it takes to

perform each measurement. Furthermore, we investigate which quantity should be targeted

to achieve the highest possible sensor performance, showing experimentally that optimizing

sensitivity surpasses optimizing variance when it comes to ensuring the best sensor performance.

4.2 Fisher information of a qubit

A brief introduction to the Fisher information was given in Sec. 2.2.1. Here we will look at

the maximisation of it for the case of estimating {T1, T∗
2 , and T2}. We use the general decay

approximated by a power law as e
(
τ

Tχ

)N

, with Tχ and N as the parameter of specific noise

spectrum [65]. The probability of finding the spin in a given state (|0〉 or |1〉) under time evolution

will be [4]:

(4.1) p(0|Tχ)= 1
2

(
1+ e−

(
τ

Tχ

)N )

(4.2) p(1|Tχ)= 1− p(0|Tχ)= 1
2

(
1− e−

(
τ

Tχ

)N )
For the case of spin-lattice relaxation (N = 1), it will mean that, starting from spin up, i.e. |0〉

with 100% probability. After the time τ= T1, this probability will drop to ∼ 68%.

(4.3) p(0|Tχ)= 1
2

(
1+ e−1)∼ 0.68

Hence Fisher information can provide a way to learn about the parameter Tχ at a given evolution

time τ. Using the Eqn. 2.3, we can find the Fisher information as (see Apx. A.5 for details on

derivation):
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(4.4) FTχ
=

N2
(
τ

Tχ

)2N

T2
χ

(
e2

(
τ

Tχ

)N

−1
)

4.2.1 Decay factor N

A dipolarly coupled electronic spin and its decay exponents have been examined in depth, and

analytical solutions have been provided for various parameter regimes [277]. The decay exponent

N varies greatly based on a specific noise power spectrum from the environment [278]. This

decay factor describes the strength and correlation of the interaction between the electronic

spin of the NV centre and entities such as the nuclear spin bath in the environment. This noise

power spectrum generally depends on several factors, including the concentration and type of

nuclear spins in the environment, the temperature, and the magnetic field. Consequently, if it is

possible to ignore the coupling within the “bath”, the free induction decay (FID) of a single spin is

approximately Gaussian (N = 2) [76, 279, 280]. While for the case of a bath with white noise, the

decay factor N saturates at 1. While a Hahn echo decay exponent takes a wide range, usually

between N = 1 to 4 [109]. This variation depends on the applied field and the bath parameters

[277, 281]. In the experimental study shown below, we assume the decay exponent N to be known

via the initial calibration of the system, and we focus on the estimation of a single unknown

parameter, Tχ. In many practical situations, this is the case as decay exponents N is usually

known, at least approximately. For our study in this chapter, we found the decay factor N = 2 for

dephasing estimation via Ramsey measurement and N= 3/2 for decoherence estimation via spin

echo protocol. It must be noted, however, this decay factor is not the same for shallow and deep

NVs, as for the shallow NVs that are closer to the surface than the average separation between

the surface spins, study [282] has shown that for a free induction decay (FID) signal it is possible

to have a decay factor N = 2 at short times while the data fits well with N = 2/3 at longer times

(bi-exponential fit). In contrast, this condition of bi-exponential collapses to a single decay factor

when the depth of the NV centres becomes greater than the average spin-spin separation.

4.2.2 Maximisation of Fisher information

Now, to maximise the Fisher information and, in return, find the optimal free evolution time t,

we need to find the global maxima of the above equation. For this, we can either plot the Eqn. 4.4

as a function of
(
τ

Tχ

)
as shown in Fig. 4.1 and find the optimal τopt from the maximum of the plot.

Where from the plotted graphs, we can extract the optimal value for different N decay factors as

given in Table 4.1.

The other approach is to solve Eqn. 4.4 numerically by taking the derivative of it as shown below.
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FIGURE 4.1. Fisher information F in terms of τ/Tχ for different decay factors N =
{1,3/2,2,3}. Here τ is the probing time, while Tχ is the targeted decoherence timescale. For each
value of N, τopt is found in terms of Tχ from the peak value of the plotted curves.

(4.5)
dFχ

dt
= d

dt

 N2
(
τ

Tχ

)2N

T2
χ

(
e2

(
τ

Tχ

)N

−1
)
=

N2 d
dt

[(
τ

Tχ

)2N
](

e2
(
τ

Tχ

)N

−1
)
−

(
τ

Tχ

)2N d
dt

[
e2

(
τ

Tχ

)N

−1
]

T2
χ

(
e2

(
τ

Tχ

)N

−1
)2

(4.6)

dFχ

dt
=

N2


2N

(
τ

Tχ

)2N−1
e

2
(
τ

Tχ

)N

−1


Tχ

− 2N
(
τ

Tχ

)3N−1
e

2
(
τ

Tχ

)N

Tχ


T2
χ

(
e2

(
τ

Tχ

)N

−1
)2 =

2N3
(
τ

Tχ

)2N

tT2
χ

(
e2

(
τ

Tχ

)N

−1
)2 −

2N3
(
τ

Tχ

)3N
e2

(
τ

Tχ

)N

tT2
χ

(
e2

(
τ

Tχ

)N

−1
)2

after simplification, we get:

(4.7)
dFχ

dt
=−

2N3
(
τ

Tχ

)2N
[((

τ
Tχ

)N −1
)

e2
(
τ

Tχ

)N

+1
]

tT2
χ

(
e2

(
τ

Tχ

)N

−1
)2 = 0

Since there is no analytical solution to the above equation. We find an approximate solution via

the Taylor expansion. Which for different decay factors N, gives us:
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1. for N = 1, τopt = 0.79Tχ

2. for N = 2, τopt = 0.89Tχ

3. for N = 3/2, τopt = 0.86Tχ

Or a more generalised expression as:

(4.8) τopt = ξ ·Tχ

Here ξ depends on the decay factor N. This simple numerical expression gives an easy way to

adapt the evolution time τ. That will give the maximum information about the decoherence time

Tχ. So for the adaptive protocol described in the later section, we choose the evolution time for

each epoch based on the above numerical solution where the term Tχ is the estimated value of

decoherence time from the last epoch.

4.2.3 Optimising sensitivity

In the section above, we looked at the case of maximising the Fisher information to minimise the

uncertainty of the unknown Tχ. It must be noted, however, that this criterion does not consider

the time it takes to perform a measurement. And since the adaptive experiment’s objective is to

minimize uncertainty in the shortest amount of time possible, if two measurements are taken

from two different parameter values and have similar information gains, then the measurement

which takes the shorter time to be performed should be favoured. Hence, it is also necessary

to discuss an alternative approach that, rather than addressing the minimization of the mean

squared error (MSE) as a goal, is instead focused on improving the sensitivity, defined as η2 =

MSE ·τ [206]. Thus, we can come up with a new criterion that is based on Fisher information

rescaled for probing time τ as given below:

(4.9) FT = F(τ)
τ

=
N2

(
τ

Tχ

)2N

τT2
χ

(
e2

(
τ

Tχ

)N

−1
)

Following a similar procedure as done in the section above, we can plot the Eqn. 4.9 as shown in

Fig. 4.2 and extract the optimal τopt values, or we can find a numerical solution for the optimal

evolution time τopt = ξ(FT ) ·Tχ. Table 4.1 shows the multiplication factor ξ for Fisher information

and optimal sensitivity protocol for different values of decay factor N. There was no maximum of

Fisher information for the optimal sensitivity with N = 1.

If the parameter space is infinite or unbounded, the Fisher information might not have a

maximum because the parameter values can become arbitrarily large or small. In such cases, the

Fisher information might still provide information about the sensitivity of the likelihood function,

but the concept of a maximum may not be applicable.
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FIGURE 4.2. Rescaled Fisher information FT as a function of τ/Tχ for different decay
factors N = {3/2,2,3}. Here τ is the probing time, while Tχ is the targeted decoherence timescale.
For each value of N, τopt is found in terms of Tχ from the peak value of the plotted curves.

N 1 3/2 2 3

ξ (F) 0.79 0.86 0.89 0.93
ξ (FT) - 0.45 0.66 0.83

Table 4.1: Selection of the optimal probing time τopt. The table presents numerically calcu-
lated ξ values for various decay exponents N. These values are obtained through the maximization
of either the classical Fisher information (F) (Eqn. 4.4) or the rescaled Fisher information (FT )
(Eqn. 4.9) [283]. Similar results are found by taking the maxima of curves plotted in Fig. 4.1 and
Fig. 4.2.

4.3 Adaptive estimation protocol

This section presents generalised steps involved in the estimation of an unknown quantum

parameter θ:

1. Quantum system is initialised into a state ρ̂ in that experiences θ-dependent evolution,

resulting in a final state represented as ρ̂θ. The information encapsulated in this final state

ρ̂θ is quantified using the Quantum Fisher Information (QFI) denoted as F (θ).

2. After this, a measurement is carried out on the quantum system that results in a probability

distribution-dependent outcome. As a result of this measurement QFI F (θ) is converted
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into classical fisher information (CFI) F(θ).

(4.10) F(θ)≤F (θ)

3. Using the measurement outcome, settings for the next measurement cycle are updated, e.g.

choosing the optimal sensing time topt = 0.79Tχ for the case of decoherence estimation.

4. Above mentioned steps are repeated N times to obtain N outcomes. Using these N outcomes,

an estimator θest is yielded to unknown parameter θ. The accuracy of this estimation is

quantified by the statistical error of the estimator [284]:

(4.11) δθ ≡
√

< (θest −θ)2 >

The accuracy of an unbiased estimator, such as a Bayesian estimator, is constrained by the

Cramér-Rao lower bound (CRLB) [285].

While working at room temperature, since a single shot measurement is unavailable, we have to

perform the first two steps R number of times per measurement to yield an outcome.

4.4 Simulation results

Here I present the simulation results and the estimation algorithm.

4.4.1 Non-single shot readout

The adaptive protocol discussed above has been demonstrated on an electron spin linked to

an NV centre in a diamond [70, 98]. Although optical measurements at room temperature are

possible, in contrast with cryogenic temperatures [286], obtaining a binary readout from a single

measurement is impossible (see Sec. 3.18 for details on nuclear spin-assisted optical readout).

To circumvent the absence of single-shot reading, each measurement sequence was repeated R

times to achieve statistical information about spin states. Such that after the n-th iteration, the

total number of detected photons rn can be employed to update the probability distribution of Tχ

via the Bayes rule as:

(4.12) p(Tχ|r1:n,R)∝ p(rn|Tχ,R)p(Tχ|r1:(n−1),R)

Based on the results of R-independent and identical Bernoulli experiments, the likelihood is

a binomial distribution. During a single repetition, the probability that a photon click will be

detected can be calculated as follows:
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(4.13) pD(τ,Tχ, N)=α
(
1+V e−(τ/Tχ)N

)
where V and α are the parameters of a specific experimental setup, and they can be calculated

from the probability to detect a click as:

(4.14) V = pclk(|0〉)− pclk(|1〉)
pclk(|0〉)+ pclk(|1〉)

where pclk(|i〉) is the probability to get a click from the state |i〉. Similarly, α is given as:

(4.15) α= pclk(|0〉)+ pclk(|1〉
2

However, as the probability of getting photon clicks in a single measurement is quite small and

the number of repetitions R is large, the likelihood function can be approximated with a Gaussian

distribution as [213, 287]:

(4.16) p(r i|Tχ,R)≈ 1p
2πσ

exp

[
−

(
r−R · pD(τ,Tχ, N)

)2

2σ2

]

where σ= r(R− r)/R.

The estimation sequence is described in Algorithm 4. Initially, we establish a discretization

of the Tχ distribution, employing a set of K particles {xk} distributed according to the prior

probability p0(Tχ) (which in our case is uniform). The initial particle weights are assigned as

1/K . In each iteration, the mean T̂χ of the distribution is computed (line 5), and this mean

is utilized to determine the subsequent probing time as τ = ξ · T̂χ (line 6). Following this, the

selected experiment is executed R times, resulting in the detection of r photons. Subsequently, the

probability distribution p(Tχ) is updated based on the Bayes rule (line 11), with normalization

being applied to the distribution (line 12). At this juncture, if the distribution reveals big regions

with low weights (as described by the condition in line 13), it undergoes re-sampling in accordance

with the Liu-West algorithm [202]. We calculate the variance σ2, and subsequently, we generate

new particles through sampling (line 25) from a Gaussian distribution characterized by a variance

of σ2 and a mean value given as:

(4.17) µ′ = aLW · xk + (1−aLW ) ·µ ,

Here aLW in the Liu-West parameter, which governs the balance between maintaining the

original {xk} and incorporating the properties (mean µ) of the current p(Tχ) during the new
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Algorithm 4 Adaptive estimation algorithm

Input:
p0(x): prior probability distribution for x = Tχ;
K : number of particles;
N: number of epochs;
aLW : Liu-West re-sampling parameter;
tRS: re-sampling threshold

1: procedure ADAPTIVEESTIMATION(n, p0, N, aLW , tRS)
2: draw {xk} from p0(x)
3: {ωk}← {1/K}
4: for i ∈ 1..N do
5: T̂χ←∑

jωk · xk
6: τ← ξ · T̂χ

7: for j ∈ 1..R do
8: m j ←EXPERIMENT(τ)

9: r i ←∑R
j=1 m j

10: {ωk}← {ωk · p
(
r i|Tχ,R

)
}

11: {ωk}← {ωk/ (
∑

kωk)}
12: if 1/

∑
ω2

k < n · tRS then
13: {xk}←RESAMPLE({xk}, {ωk},aLW )
14: {ωk}← {1/K}
15: return T̂χ

16:

17: procedure RESAMPLE({xk}, {ωk}, aLW )
18: µ←∑

k xk ·ωk
19: σ2 ←∑

k x2
k ·ωk −µ2

20: µ′ ← aLW · xk + (1−aLW ) ·µ
21: {xk}←NORMAL(µ′,σ2)
22: return {xk}

sampling process. The resampling procedure occurs concurrently with data acquisition (see Fig.

3.50), ensuring that it does not introduce any extra delay to the total measurement duration.

The CRLB gives the fundamental performance limit for decoherence timescale learning for

the Fisher information in Eqn. 4.4. In Fig. 4.3(a), we present the simulation results for the

performance of our proposed algorithm in case of a perfect single-shot readout. We see that both

adaptive approaches (F and FT ) outshine the non-adaptive (random τ) protocol. With FT even

out-performing F. Here the CRLB is represented by the solid black line, where the best adaptive

protocol will saturate this limit. In the absence of the single-shot readout, a condition that is true

for our setup with NV centre at room temperature, the performance of the adaptive protocol is

limited because of doing a readout averaged over R repetitions.

Looking at the simulation results shown in Fig. 4.3(c), we can see that due to this imperfect
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FIGURE 4.3. Numerical simulations for estimation of T∗
2 . (a) Fisher information F in terms

of the actual value of Tχ = T∗
2 and the probe time τ, derived from Eqn. 4.4. Here F(τ,T∗

2 ) is
normalized by its maximum with respect to τ for each value of T∗

2 . A linear correlation between
the maximum of F(τ) and T∗

2 is evident, with the maximum of Eqn. 4.4 indicated by a red
dashed line in the plot. (b) Evaluation of the three strategies for T∗

2 estimation in the presence of
single-shot readout. The x-axis represents the cumulative probe time across all epochs, while
the y-axis represents the root mean squared error (RMSE). The strategies include: random τ

selection (blue curve), τ selection optimized by maximizing Fisher information F in Eqn. 4.4
(orange curve), and τ selection optimized by maximizing the rescaled Fisher information FT in
Eq. 4.9(green curve). The theoretical limit given by Cramér-Rao lower bound (CRLB) for Eqn.
4.4 is depicted by a solid black line. The protocol was averaged over 500 individual runs for each
strategy for the estimation of T∗

2 . The adaptive protocols perform better than the non-adaptive
protocol in terms of lower uncertainty for any given probing time. (c) Simulations results in the
absence of single shot readout with the probability of getting a photon for spin |0〉 is equal 0.0187,
and for |1〉 is 0.0148 (data from experimental results). Here we have R = 50000. Cramér-Rao
lower bound (CRLB) is shown in a black solid line with the dashed black line showing the CRLB
limit for the Fisher information FE in Eqn. 4.18.

readout, the performance of the adaptive protocol is far from the fundamental limit (solid black

line). Such a performance is due to sub-optimal information retrieval from each measurement. To

account for such a sub-optimal readout process and disentangle it from the performance of our

proposed algorithm, we can encode this information into the algorithm. This can be computed

from the Cramér-Rao bound by considering the modified likelihood function for non-SSR given in

Eqn. 4.13 and its corresponding Fisher information FE.

(4.18) FE(τ)=−
αV 2N2

(
τ

Tχ

)2N

T2
χ

(
αV 2 +2αV e

(
τ

Tχ

)N

−V e
(
τ

Tχ

)N

+αe2
(
τ

Tχ

)N

− e2
(
τ

Tχ

)N ) .

Like before, the ultimate lower bound on the variance can be obtained from the inverse of

Fisher information in the limit of many identical repetitions. Hence, we minimise the 1/FE for
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given experimental values of α and V , marking the optimal performance achievable for our

protocol. This is displayed in 4.3(c) as a dotted black line.

4.5 Experimental results

Data acquisition details. Before each batch of measurements, we implement a set of pre-

measurement calibrations. We start by performing a Continuous-wave optical detected magnetic

resonance (CW-ODMR) to extract the resonance frequency of the |0〉, |1〉 spin states. This is

followed by Rabi oscillation and a Ramsey measurement to find the π pulse length and detuning

frequency, respectively. After these pre-measurement calibrations, we perform the desired (T1, T2

or T∗
2 ) measurements.

A schematic illustration of the experimental setup can be found in Fig. 4.4(a), where a

real-time microcontroller performs the Bayesian update of the probability distribution Tχ in a

timescale of 50 µs. We performed the measurement on the electron spin associated with an NV

centre in diamond. We employed an arbitrary waveform generator (AWG) to create laser and MW

pulse sequences. The spin state is optically measured, and the microcontroller uses the detected

photon count rate to estimate the value of the decoherence timescale. Since a single interrogation

cannot discriminate between qubit states in our experiments. We are required to perform R

measurements, and the resulting number r of collected photons from these R measurements are

then used to update p(Tχ) via the Bayes’ rule (see Fig. 4.4 (b)). The optimal probing time τopt

is chosen from the updated probability distribution. The value of the optimal probe time τopt is

then fed into the arbitrary waveform generator (AWG), which provides the appropriate pulse

sequence (both microwave and laser) for the next measurement cycle. A computational latency

of 50 µs is a factor 20 faster than what has been previously reported for the real-time quantum

sensing experiment at ambient conditions [212]. And this updating time is much smaller than

the shortest measurement time (a few tens of ms, at τ∼ 1µs and R = 104) in our experiments.

Fig. 4.4(c) provides an example of an experimental T∗
2 estimation through an adaptive Ramsey

experiment, depicting the evolution of p(T∗
2 ) across successive estimation epochs. Initially, p(T∗

2 )

encompasses a uniform distribution within the range of 0-8 µs. As more measurement outcomes

are processed, this distribution progressively converges to a singularly peaked distribution.

For an NV centre in a high-purity diamond, the anticipated decay follows a Gaussian pattern

(β= 2) [76]. As such, an adaptive update rule is employed with ξ= 0.89. The selected τ values

are displayed in the lower plot, demonstrating their rapid convergence towards the optimal

τopt ∼ 0.89 · (T∗
2
)
true ∼ 2.23 µs.

Fig. 4.5 presents a comprehensive difference between the efficacy of adaptive and non-adaptive

protocols for estimating the dephasing timescale T∗
2 . This assessment encompasses a broader

scope and involves three distinct values of readout repetitions R (R = 106, R = 105, R = 104).

With experimentally measured values of pcl(|0〉)= 0.0186±0.0017, and pcl(|0〉)= 0.0148±0.0016,
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FIGURE 4.4. Online adaptive feedback. (a) The figure illustrates the online adaptive approach
implemented in this study. The investigation focuses on the electron spin associated with an NV
center within diamond. An Arbitrary Waveform Generator (AWG) is responsible for generating
pulses for spin manipulation. The spin state is measured optically, and the microcontroller uses
the detected photon counts to estimate the decoherence timescale value. (b) In our experiment, a
single measurement is insufficient for discriminating qubit states. Consequently, R measurements
are conducted, yielding the number r of collected photons. These r photons are utilised to
update p(Tχ) via Bayes’ rule and compute the probe time τ for the subsequent iteration. (c)
Experimental adaptive estimation sequence example, where p(Tχ) signifies the probability at
each measurement epoch. Beginning from a uniform, the probability p(Tχ) starts converging
towards a narrow peak as more measurement outcomes accumulate. The bottom plot displays
the experimentally optimised values of τ for each epoch.

denoting the number of detected photons per readout for the spin states {|0〉 , |1〉}. The three

varying readout repetition numbers R (R = 106, R = 105, and R = 104) correspond, to mean

photon numbers 〈n〉 ∼ 16700, 〈n〉 ∼ 1670 and 〈n〉 ∼ 167, respectively. We implement two distinct

non-adaptive protocols: one entails random τ selection within the designated 0−8 µs range (based

on experimentally observed range), while the other involves uniform τ sweeping across the range.

To ensure a fair comparison, the total number of measurements N ·R (where N signifies the
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Figure 4.5: Comparing adaptive and non-adaptive experimental estimation of dephasing
time T∗

2 . RMSE is taken with respect to a ground true value of 2.5 µs. Dephasing time T∗
2

is evaluated through a Ramsey experiment. The spin state, initially polarized in |0〉 with a laser
pulse, is prepared in a superposition state (|0〉+|1〉)/2 using a microwave (MW) π/2 pulse. A second
π/2 MW pulse, following a delay τ, transforms phase information into population distribution
of the |0〉 state, which is subsequently detected optically. Our adaptive protocol (represented by
the blue curve) showcases superior performance compared to non-adaptive protocols (sweeping τ
across a predefined range (indicated by the green curve) or randomly selecting τ (shown by the
orange curve)). This comparison encompasses varying readout repetitions R for each probing
time: (a) R = 106, (b) R = 105 and (c) R = 104. In each sub-plot, the root mean square error
(RMSE) is depicted, averaged across 110 distinct experimental runs for T∗

2 estimation. This
RMSE is displayed as a function of the total probe time in seconds. (d) The adaptive protocol’s
performance is compared across different R values, using the experimental data from (a), (b),
and (c) collectively presented for easy comparison. In all graphs, shaded regions represent 95%
confidence intervals.

number of epochs) remained consistent across varying R values, thereby maintaining a fixed

total measurement duration. All curves are the result of averaging over 100 iterations of the

complete estimation sequence, thereby deriving the mean performance from an estimated ground

truth value of 2.5 µs, presented with a 95% confidence interval.

Fig. 4.5(a) shows the comparison of measurement uncertainty against the total measurement

duration for R = 106 repetitions per probing time. Commencing with a uniform prior, which
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FIGURE 4.6. Comparing adaptive and non-adaptive experimental estimation of T1 time.
RMSE is taken with respect to a ground true value of 1.45 ms. Root Mean Square Error
(RMSE) with respect to probing time is analyzed for the estimation of spin relaxation time
T1 (N = 1). For the adaptive choice of τ, we optimized F with τopt = 0.8 ·Tχ, while employing
R = 104 readout repetitions for each probing time. In each measurement, the electron spin is
initialized in |0〉 and subsequently assessed for its probability of being in |0〉 after a delay τ. The
RMSE is averaged across 10 individual T1 measurements for each protocol. The shaded regions
within the plot signify the 95% confidence interval. Comparatively, the confidence interval for T1
estimation is notably wider than that for T∗

2 and T2 estimation. This difference arises due to the
relatively limited number of protocol repetitions, owing to the extended time required for each
measurement, given that the true value of T1 lies within the millisecond range.

serves as the common starting point for all three curves, the progression of uncertainty exhibits

clear differences among the three protocols. Notably, the adaptive protocol initiates the process

of learning the unknown parameter within only a few epochs, leading to a swift decline in

uncertainty as opposed to the non-adaptive protocols. In the case of the random selection of delay

τ, the learning process falls in between the adaptive protocol and the non-adaptive sweep in

terms of performance. The sweep protocol exhibits notably poor performance during the initial

estimation epochs. It conducts measurements with probing times considerably shorter than the

decoherence rate, leading to minimal information gain. As it eventually approaches probing

times closer to the actual decoherence time, the reduction in uncertainty occurs at a quicker

pace. Conversely, the protocol involving random probing times uniformly samples the entire

expected range, enhancing the likelihood of obtaining significant information even in the initial

epochs. In contrast, the adaptive protocol outperforms both non-adaptive approaches by swiftly

learning the optimal probing time to extract maximum information about the decoherence time. A

comparison among the three experimental curves underscores that, for instance, when targeting
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an uncertainty of 1 µs, the adaptive scheme proves approximately 10 times faster than either of

the non-adaptive schemes.
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FIGURE 4.7. Comparing adaptive and non-adaptive experimental estimation of T2 time.
RMSE is taken with respect to a ground true value of 35 µs. Root mean square error
(RMSE) as a function of probing time in estimating the Hahn echo decay time T2 (N = 3/2). The
adaptive choice of optimal probing time τ is based on maximising the Fisher information F as
discussed in the main text, and the number of readout repetitions for each probing time τ is
R = 104. Every measurement involves the qubit’s preparation in the state (|0〉+ |1〉) /2, followed by
the detection of its overlap with the initial state after a duration of 2 ·τ. At the time τ, a spin-flip
is executed to realign the state evolution, effectively nullifying the impact of static magnetic
fields. The RMSE is averaged over 40 individual measurements of T2 via each protocol. In the
plot, shaded regions correspond to the 95% confidence interval.

Fig. 4.5b illustrates the comparison for R = 105, displaying a similar trend, with the adaptive

protocol achieving learning about 4 times faster than the random protocol. However, the sweep

protocol’s performance is approximately 20 times worse. This advantage of the adaptive protocol

is also evident in the case of R = 104, as depicted in (Fig. 4.5c). In Fig. 4.5d, a comparative

assessment of the adaptive scheme’s performance across various R values indicates that R = 104

(corresponding to 〈n〉 ∼ 167 photons detected on average) attains the lowest uncertainty for

any measured probing time. This underscores the benefits of more frequent adaptive updates.

Decreasing R further, within the Gaussian approximation in Eq. 4.16, does not lead to further

performance enhancement due to increased shot noise in the number of detected photons at the

lower value of R. Consequently, we fix R = 104 for the subsequent experiments where we measure

T1 and T2 (see Fig. 4.6 and Fig. 4.7). We also exclusively focus on the version of the non-adaptive

protocol employing a random choice of τ, as it surpasses the parameter sweeping approach.

In Fig. 4.6, we compare the adaptive and non-adaptive protocols for estimating T1 (relaxation)
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CHAPTER 4. ADAPTIVE DECOHERENCE ESTIMATION

timescales, revealing the superiority of the adaptive strategy over the non-adaptive counterpart.

However, the gain achieved is comparatively less than that observed in T∗
2 measurements. This

discrepancy arises because T1 measurements take considerably longer to process (given true

value in the ms range leading to ms probing time with R = 104), and the statistical averaging of

repetitions was small in this scenario.

Moving to Fig. 4.7, we compare the adaptive and non-adaptive protocols for estimating T2

(dephasing) timescales, where the superiority of the adaptive strategy is again evident. The final

Root mean square error (RMSE) of the T2 value in the adaptive case is approximately 25 times

lower than that in the non-adaptive case.
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Figure 4.8: Experimental comparison between maximizing F and FT . RMSE is taken
with respect to a ground true value of 2.5 µs. Root mean square error (RMSE) as a function
of probing time in estimating the T∗

2 (N = 2) via the two different adaptive protocols. Calculating
an adaptive choice through the maximization of the Fisher information divided by the total
probing time (FT ) (Eqn. 4.4) results in a reduced uncertainty for a specific probing time compared
to the approach of simply maximizing the Fisher information (F). The experimental estimations
of T∗

2 (N = 2) is performed with R = 104 readout repetitions of each probing time. The RMSE has
been averaged over 35 individual measurements of T∗

2 via each protocol. The dashed black line
represents the theoretical limit as defined by FE in Eq. 4.18. Both experimental curves conform
to the scaling outlined by the Cramér-Rao Lower Bound (CRLB) for FE.

Fig. 4.8 presents a comparison of adaptive estimation for the dephasing time T∗
2 , achieved

through the maximization of either the Fisher information (F) or the Fisher information rescaled

by the probing time (FT ). As previously mentioned, this leads to a distinct multiplication factor ξ

for the adaptive τ choice, as outlined in Table 4.1. The plot in Fig. 4.8 demonstrates that as a

function of the total probing time, maximizing FT leads to approximately 2 times faster lowering

of RMSE than maximizing F, with both experimental curves conforming to the scaling outlined

by the Cramér-Rao Lower Bound (CRLB) for FE in Eq. 4.18.
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4.6 Multiparameter estimation

So far, in Chap. 4, we have discussed estimating a single parameter of the Hamiltonian. In this

section, we will provide simulation and preliminary experimental results for the case of multi-

parameter estimation. Where instead of maximum Fisher information for a single parameter, we

will have a Fisher information matrix (FIM) to be maximised. In such case, we start from Eqn.

4.1, where:

(4.19) p(0|Tχ, N)= 1
2

(
1+ e−

(
τ

Tχ

)N )
and p(1|Tχ, N)= 1

2

(
1− e−

(
τ

Tχ

)N )
Here we will try to simultaneously estimate Tχ and N. As mentioned in Sec. 2.2.1, in this case,

we will have a Fisher information matrix (FIM), which for Tχ and N takes the form:

FIM =

∑
x∈X

(
∂2

∂Tχ∂Tχ
log f(x|Tχ, N)

)
f (x|Tχ, N)

∑
x∈X

(
∂2

∂Tχ∂N log f(x|Tχ, N)
)

f (x|Tχ, N)∑
x∈X

(
∂2

∂N∂Tχ
log f(x|Tχ, N)

)
f (x|Tχ, N)

∑
x∈X

(
∂2

∂N∂N log f(x|Tχ, N)
)

f (x|Tχ, N)

 (4.20)

Following the similar procedure as done in Sec. 4.2, we can find terms of this FIM (see Apx. A.6

for details on calculation). Such that the final FIM for {Tχ, N} is:

FIM =



N2
(
τ

Tχ

)2N

T2
χ

e
2
(
τ

Tχ

)N

−1


N

(
τ

Tχ

)2N
log

(
τ

Tχ

)
Tχ·

e
2
(
τ

Tχ

)N

−1


N

(
τ

Tχ

)2N
log

(
τ

Tχ

)
Tχ·

e
2
(
τ

Tχ

)N

−1


(
τ

Tχ

)2N(
log

(
τ

Tχ

))2e
2
(
τ

Tχ

)N

−1




(4.21)

Using the D-optimality criteria discussed in Sec. 2.3, we find that the FIM is singular with a

determinant of 0:

(4.22) ∆=FIM00FIM11 −FIM01FIM10 = 0

Hence to counter this issue, we devise a new strategy where we use two consecutive sensing times

τ= {τn,τn+1} to calculate optimal sensing time for “n + 2” iteration with τn+2 = τn+1 −τn. We use

the combined probability distribution of the two last measurements resulting in the following 4

elements:
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(4.23) p(0,0|Tχ, N)= 1
2

(
1+ e−

(
τ1
Tχ

)N )
· 1
2

(
1+ e−

(
τ2
Tχ

)N )

(4.24) p(0,1|Tχ, N)= 1
2

(
1+ e−

(
τ1
Tχ

)N )
· 1
2

(
1− e−

(
τ2
Tχ

)N )

(4.25) p(1,0|Tχ, N)= 1
2

(
1− e−

(
τ1
Tχ

)N )
· 1
2

(
1+ e−

(
τ2
Tχ

)N )

(4.26) p(1,1|Tχ, N)= 1
2

(
1− e−

(
τ1
Tχ

)N )
· 1
2

(
1− e−

(
τ2
Tχ

)N )
In this case the sum (

∑
) in the FIM (see Eqn. 4.6) will be over the four probability distributions

with X = {
p(0,0|Tχ, N), p(0,1|Tχ, N), p(1,0|Tχ, N), p(1,1|Tχ, N)

}
for each entry of the FIM. The

entries of the FIM can be calculated following the same process as done for a single sensing time

(see Apx. A.6.1 for the final equations of this FIM).

Using four elements of the Fisher information matrix (FIM) mentioned in Apx. A.6.1 we find the

determinant as:

(4.27) ∆=
N2

(
τ1
Tχ

)2N (
τ2
Tχ

)2N
(
log

(
τ1
Tχ

)2 −2log
(
τ1
Tχ

)
log

(
τ2
Tχ

)
+ log

(
τ2
Tχ

)2
)

(Tχ)2
(
−e2

(
τ1
Tχ

)N

− e2
(
τ2
Tχ

)N

+ e2
(
τ1
Tχ

)N+2
(
τ2
Tχ

)N

+1
)

An analytical method for determining the maxima of this function eluded us. Instead, we

can calculate it numerically using probabilities for averaged readout. To implement this multi-

parameter estimation scheme, we used a piece-wise linear approximation for both simulation

and experiment (see Eqn. 4.28), which allows for a much faster calculation in real-time. On our

microcontroller, the approximation takes ∼ 200 ns per iteration compared to ∼ 60 µs per iteration

for the full calculation. The approximation works well for N < 5 and is given by:

(4.28) τ1opt =


0.313τ0 +1.04T̂χ, if τ0 < 0.83T̂χ

0.7τ0, if 0.83T̂χ < τ0 < 0.96T̂χ

0.109τ0 +0.55T̂χ, if 0.96T̂χ < τ0

Using this method, we performed simulations for simultaneous estimation of decay factor (N)

and dephasing time (T∗
2 ) with R = 105. We chose the detector click probability for state |0〉 and |1〉

as pclk(|0〉) = 0.01, pclk(|1〉) = 0.008. To highlight the performance of both schemes, we plot the

root mean squared error (RMSE) as a function of time in Fig. 4.9. Looking at the figure, we find
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Figure 4.9: Simulations for simultaneous estimation of T∗
2 top and N (bottom). RMSE

is taken with respect to a ground truth value of T∗
2 = 4.15 µs and N = 2. RMSE in the

estimation of T∗
2 and N for adaptive vs non-adaptive protocol. For these simulations, we choose the

detector click probability for state |0〉 and |1〉 as pclk(|0〉) = 0.01, pclk(|1〉) = 0.008. Both protocols
had R = 105 readout repetitions at each probing time. The piece-wise linear approximation
mentioned in Eqn. 4.28 for the adaptive protocol is used in this estimation.

that the performance of the adaptive protocol for simultaneous estimation of {T∗
2 , N} is about ∼ 4

times better than the non-adaptive protocol, giving smaller errors at all times.

Using Ramsey measurement (T̂χ = T∗
2 ), we experimentally confirm the gain of this adaptive

algorithm against the random non-adaptive measurement scheme. To more effectively sample the

two-parameter space, the Bayesian update is carried out over 500 particles with the parameter

search range set to be T∗
2 ∈ [2×10−7,2×10−5] and N ∈ [1,5]. Fig. 4.10 illustrates the experimental

results for simultaneous estimation of T∗
2 and N, indicating about ∼ 4 times better performance

for estimation of N similar to simulation results. While the gain for T∗
2 is comparatively less

compared to the simulations. These are preliminary results, with more investigation and analysis

underway in the lab.
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FIGURE 4.10. Concurrent experimental estimation of T∗
2 (top) and N (bottom). RMSE

is taken with respect to a ground truth value of T∗
2 = 4.15 µs and N = 2. The number

of readout repetitions for each probing time is R = 105. The results are averaged across 140
individual estimations of T∗

2 and N via each protocol. The piece-wise linear approximation
mentioned in Eqn. 4.28 for the adaptive protocol is used in this estimation. In all plots, the
shaded regions represent a 95% confidence interval. Credit to Ben Haylock for data acquisition.
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5
ADAPTIVE FREQUENCY ESTIMATION EXPERIMENT

5.1 Introduction

The goal of this chapter is to improve frequency estimation related to measuring a static magnetic

field with a single spin over a large dynamic range using adaptive protocols.

Phase estimation is not only a central idea in quantum metrology [13]; many important quan-

tum algorithms are also based on phase estimation algorithms, for example, Shor’s factorization

algorithm [2]. Cleve et al. quantum phase estimation algorithm (QPEA) [288], and Kitaev et al.

[203, 289] phase estimation algorithm (PEA) have been widely studied to date. Extensions of

Kitaev’s quantum phase estimation protocol have been shown to be quite successful in measuring

frequency over a wide dynamic range [205–207]. The dynamic range ( fmax/σ f ) is defined as the

ratio of maximum detectable frequency ( fmax) to frequency uncertainty (σ f ). The precision in

a conventional (classical) measurement is limited by the shot-noise limit, which depends on

the total measurement time T as ∝ 1/
p
τT [205, 206, 290]. This scaling happens because T/τ

repeated measurements are made with the constant sensing time τ. One can achieve a more

precise measurement with longer sensing time τ∼ T2, but the dynamic range will suffer due to

the 2π periodicity of the phase. To tackle the problem of 2π phase ambiguity, protocols designed

on quantum phase estimation algorithms have been used to achieve Heisenberg-limited scaling

of uncertainty (σ f ) with improved dynamic range [205, 291] (refer to Sec. 2.5 for more details on

this). Please note that in the literature concerning high dynamic range sensing, it is important to

distinguish between the Heisenberg-limited scaling for a single particle and the Heisenberg limit

for a system of N particles. While the Heisenberg-limited scaling for a single particle is limited

to 1/T in classical sensing, the Heisenberg limit for a system of N particles can be surpassed

through the utilization of entanglement.
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Using protocols based on a quantum phase estimation algorithm, the phase accumulated by

the quantum sensor due to interaction with the environment can be efficiently estimated. If this

interaction is dictated by the frequency f , the total sensing time (τ) grows exponentially, τ= 2kτ0,

where the index k ranges from 0 to K. In this chapter, we term this as an adaptive frequency

estimation algorithm (FEA). While τ0, the shortest sensing time, limits the sensor’s dynamic

range to =
[
− 1

2τ0
, 1

2τ0

]
, T∗

2 bounds the longest sensing time as 2Kτ0 < T∗
2 [205].

5.2 Adaptive frequency estimation algorithm (FEA)

The performance of a frequency estimation protocol can be improved by using a real-time

feedback approach which chooses the optimal measurement settings for the next run based on the

information from the previous outcomes [206, 292, 293]. An adaptive phase estimation algorithm

(PEA) has been realised to achieve Heisenberg-limit scaling [187].

According to theoretical and numerical work [207, 294], it may be possible to increase sensi-

tivities by adaptively controlling the sensing time τ or the phase φ. Experimental studies with

spin sensors for magnetic field estimations have been done as well [206, 211]. However, all of

these studies were either performed experimentally with a single-shot readout (SSR) scheme

[206] or have simulated the availability of SSR [211].

SSR is unfortunately not currently available in our setup for NV centre experiments at room

temperature, which is important, for example, for biological samples requiring ambient conditions

(see Sec. 3.4 for details on nuclear spin-assisted readout). Hence an adaptive scheme working with

non-SSR sensors is most desirable. This chapter discusses our experimental progress towards

implementing an adaptive frequency estimation algorithm (FEA) on a non-SSR sensor using

a binomial distribution to describe measurement outcomes. We have shown that by using this

adaptive algorithm, the sensitivity of real-time experiments can be greatly improved in contrast

to standard non-adaptive techniques.

A problem with non-SSR sensors is the strong overlap of the measurement outcome his-

tograms, as shown in Fig. 5.1(left). This makes it impossible to assign an outcome to either

state in a single readout shot with high fidelity. To counter this issue for a non-SSR sensor,

measurement step (1) is performed several times to gain information about the sensor’s spin state

via “averaged” detection [4], yet with a non-negligible error. The most commonly used method to

determine the spin state is to use a threshold, known as “majority voting” [295, 296]. Although

this approach results in a binary outcome, it is more prone to environmental noise as it disregards

most possible outcomes by simply thresholding the photons [213]. A more informative approach

is to use all the positive outcomes, r, from a batch of R repeated measurements [213] (see Sec.

4.4.1 for details). Such probability can then be represented by the binomial distribution as:

(5.1) P( f |r)=
(
R
r

)
Pd(1| f )r[1−Pd(1| f )]R−r
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where Pd(1| f ) is the probability of getting a positive outcome for a given unknown parameter

f , with r being the number of positive outcomes from R repetitions [213]. The term Pd contains

information regarding the accumulated phase because of the external target parameter. Since we

access the full range of possible outcomes using this method, our measurements are less prone to

any mistakes due to the noise from the environment. Which leads to a more sensitive estimation

[213].

Figure 5.1: Left: Histogram of measurement outcomes ‘0’ and ‘1’. Probability of detecting
a detector click per readout from spin state ms = 0 and ms =−1. The mean value for spin state
‘0’ was 0.0187 ± 0.0019, while for ‘1’ was 0.0148 ± 0.0016. The histogram was taken with R
= 10000. Right: Adaptive frequency estimation algorithm (FEA). Graph illustrating the
four steps of the adaptive frequency estimation algorithm. This begins by applying the desired
experimental pulse sequence (1). Based on the outcome from the previous step, the probability
distribution Pm(u| f ) is updated (2), which is followed by the Bayesian update of the probability
distribution of the unknown quantity of interest (3). Lastly, the optimal values are extracted,
and the next sequence is updated accordingly (4). Inset: We begin with a uniform probability
distribution which converges to the estimated value of the unknown quantity after several runs
of the protocol [287].

A cyclic process is used to apply adaptive FEA, as shown in Fig. 5.1 (right). Where beginning

from a uniform distribution, a set of four steps leads to a final estimation of the unknown quantity.

In the first step (1), we apply a Ramsey pulse sequence (see Sec. 3.5.4 for more details) with an

exponentially growing time delay, as discussed previously. After each sensing time, we perform a

measurement resulting in an outcome (u), which could be either one of the two possible outcomes

(0 or 1) for SSR or a majority voting case. While for the binomial distribution method, we model

the probability distribution as given in Eqn. 5.4. Using this outcome in step (2), we update

the probability function expressing the likelihood of detecting an outcome u due to unknown

frequency f . Step (3) is where we update our estimation of the unknown quantity using the

Bayesian inference (see Sec. 2.1.1 for more details). Given as [63, 206]:

(5.2) P( f |u)∝ Pm(u| f )P( f |u)

where P( f |u) is the posterior probability distribution of the unknown quantity of interest

f . The total number of iterations for each sensing time is given by Mk =G+ (K −k)F, where G
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and F are optimised parameters, while k is the sensing time index. Hence as the sensing time

grows, the number of iterations shrinks. The rationale for selecting such a number of iterations

is that shorter sensing times distinguish frequencies across a wider range, making errors more

detrimental to the variance. Thus, to mitigate errors, a greater number of repetitions are required

to achieve stronger suppression.

5.2.1 Rundown of the adaptive FEA experiment

Step 1 begins with applying a Ramsey interferometry pulse sequence to sense a DC magnetic

field. As discussed in Sec. 3.5.4, a π
2 pulse prepares the system into initial superposition state

of |φ(t = 0)〉 = 2− 1
2 (|0〉+ |1〉). After this, the system is allowed to evolve under the external field

applied (∆B), resulting in the accumulation of phase proportional to the external field in the

rotating frame, |φ(t)〉 = 2− 1
2 (|0〉+ e−ι2π f∆B t |1〉). After this, another π

2 pulse is applied to project the

spin to the eigenstate of σz. Which is followed by an optical readout of the spin state.

Step 2 is to update the probability function based on the outcome from Step 1. This function

is modelled as follows:

(5.3) Pm(u| f )= 1
2

[
1+ (−1)ue

−( t
T∗

2
)2

cos(2π f∆B t−φ)
]

Where T∗
2 is the dephasing time of the sensor. This model has been widely used for SSR or

majority voting non-SSR cases; however, for our experiments, as discussed earlier, we want to

use binomial distribution; hence we have an updated probability distribution function Pd(1| f )

given as

(5.4) Pd(1| f )=α
[
1+V e

−( t
T∗

2
)2

cos(2π f∆B t−φ)
]

Where α is the threshold given as α= 1
2 [Pd(1|m0)+Pd(1|m1)], and V gives the visibility of the

sensor, V = Pd(1|m0)−Pd(1|m1)
Pd(1|m0)+Pd(1|m1) . Here Pd(1|mi), for i = 0 or 1 is the probability of getting a detector

to click for each spin state. For complete derivation, refer to [213].

In the experimental results discussed below for DC magnetometry, our adaptive scheme relies

on finding the optimal readout phase. This is achieved by minimising the reachable variance of

an unbiased estimator of phase φ, known as Cramér-Rao lower bound (CRLB) or maximising the

Fisher information I to improve the estimation of phase φ (see Sec. 2.2 for more details on this).

Hence utilising this idea, we calculate the Fisher information of the probability function, written

as:

(5.5) I( f∆B)= E
[(

∂

∂ f∆B
log(P(r| f∆B))

)2]
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Here E represent the expectation value. Maximising it for the phase φ, such that :

(5.6)
∂

∂φ
I( f∆B)= 0

we find the optimal phase value to be given as:

(5.7) φopt = 2π f̂Bτ−arccos

(p
A2 −B2 − A

B

)

See Apx. A.7 for a complete derivation of this. In the next section, I will detail the experimental

demonstration of implementing a Bayesian approach utilising the full binomial distribution over

thresholding the distribution through a majority voting technique to deliver a binary outcome.

5.3 Majority voting vs Binomial distribution

This section describes the use of two contrasting approaches to infer the state of the spin sensor

after R repetitions from the number of collected photons r. Following the discussion about these

methods for a non-SSR sensor from Sec. 4.4.1 and Sec. 5.2, we perform an experimental evaluation

of the two methods and highlight the gain of binomial distribution method over majority voting.

We experimentally performed these measurements using the confocal setup described in Chap. 3

on a single NV centre in a laser-written diamond sample.

Figure 5.2: DC magnetometry for non-SSR case. A visual representa-

tion of the phase estimation algorithm used for measuring DC magnetic

fields via Ramsey interferometry in the absence of single shot readout

(i.e. non-SSR) [287].

As shown in Fig.

5.2, we performed non-

adaptive Ramsey mea-

surement (Step 1) to

perform DC magne-

tometry using the ex-

ternally applied mag-

netic field at the level

anti-crossing. We ran-

domly choose 500 dif-

ferent magnetic field

detunings f∆B in the

range [-2, +2] MHz.

R = 2500 repetitions

were performed for each detuning using both majority voting and binomial distribution scheme

(Step 2). The probability distribution in each case was updated using the Bayesian inference (Step

3). While the phase of the second π/2 pulse was swept linearly from 0 to π (Step 4). Measurements

times are chosen based on Kitaev’s algorithm [203, 289] and are given by τk≤K = 2kτ0. The
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number of measurements at each time step is given by Mk≤K = F +G(K −k), where F, G, and K

are integers. Set to G = 3, F = 5, and K = 5 for this comparison.

The performance of these two methods was calculated via estimation error:

(5.8) Estimation error=
√
〈( f̃B − fB)2〉

Here f̃B is the estimated frequency extracted from the probability distribution at each

iteration, while fB is the true frequency. In Fig. 5.3 (a), we present our experimental finding for

comparison between the two methods. It was found that binomial distribution achieved a more

precise estimate than majority voting across all the iterations for both theory and experimental

results. Particularly after 32 iterations, binomial methods reach an uncertainty of ∼ 0.33 MHz in

about 12.81 ms (τ= 125ns for the first 23 iterations and then τ= 250ns for the next 9), while to

reach the same level of uncertainty majority voting takes about 54 iterations with total sensing

time of 34.69 ms resulting in the binomial method being ∼ 2.7 faster in that case. The small

discrepancy between the theory and experimental results is mainly attributed to the uncertainty

in the calculation of detection probability for the two states, i.e. Pd(1|m0) and Pd(1|m1).
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Figure 5.3: Majority voting vs Binomial distribution. (a) Experimental result: Estima-
tion error as a function of the number of iterations for majority voting (orange) and binomial
distribution (blue). Measurements were performed for 500 randomly chosen detuning with R
= 2500 repetitions. The shaded region on the curve corresponds to the 95% confidence interval.
Dotted vertical lines mark the increment in the ‘k’ value signalling a change in sensing time (or
the number of iterations). Note the theory curves in this plot have added Gaussian noise with 2%
standard deviation to Pd(1|m0) and Pd(1|m1) to most closely emulate the experimental results.
(b) Simulation result: Estimation error as a function for the contrast (see Eqn. 5.9) of the two
spin states. Binomial distribution outperforms the majority voting for all contrast values. Credit
to Ben Haylock for data acquisition.

The performance of these methods was also compared against the contrast of the states. The

contrast is given as [72, 206]:
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(5.9) C =
[
1+ 2(Pd(1|m0)+Pd(1|m1))

(Pd(1|m0)−Pd(1|m1))2R

]−1/2

here Pd(1|m0), Pd(1|m1) is the number of photons per shot from spin state ms = 0 and ms = 1,

respectively, and R is the number of repetitions for each detuning.

In Fig. 5.3 (b), we show simulation results comparing the performance of majority voting

and binomial distribution methods in terms of estimation error vs contrast. We find that the

performance gain of binomial over the majority voting persists across contrast ranging from 0.2

to 0.85.

5.4 Adaptive frequency estimation algorithm result

This section describes the simulation and the experimental results for the estimation of the

frequency via the application of adaptive and non-adaptive frequency estimation protocols. The

simulations described in this section are different in a way that these were done using the

parameters (Pd (1|m0), Pd (1|m1)) of the NV centre extracted from real-time experiments.

Using these parameters, we simulated the counts, which are then used for the update and

adaptation. We employed a binomial distribution approach to calculate the probability function

in both cases. Similar to before, measurement times are chosen according to the Kitaev phase

estimation algorithm [203, 289], with measurement times given by τk≤K = 2kτ0. The number of

measurements at each time step is given by Mk≤K = F+G(K −k), where F, G, and K, are integers,

here set to F = 5, G = 3, K = 5. In the non-adaptive case, for each τk the phase is swept through a

full 2π. After reaching the end of the prescribed steps, τ is set to T∗
2 and measurement phases

are chosen in the range [0,2π] at random. The non-adaptive protocol does not take advantage

of information learned from previous measurements in any way. While for the case of adaptive

protocol, optimal phase choices are made based on the Eqn. 5.7.

Looking at Fig. 5.4, we can see that the phase values for the adaptive scheme start converging

in a small number of iterations, much faster than Mk iterations calculated theoretically.

To see the performance of this adaptive frequency estimation protocol, we performed experi-

mental measurements in the lab using our room temperature confocal setup. For the measure-

ment, we randomly choose 500 different values of magnetic field values f∆B in the range [-2,

+2] MHz and the performance of frequency estimation protocols was compared in regards to the

estimation error (see Eqn. 5.8) from the actual detuning magnetic applied to the system. Fig. 5.5

shows the simulation and experimental results for the frequency estimation via the proposed

adaptive phase estimation scheme protocol with R = 10000. As seen in the figure, the adaptive

protocol outperforms the non-adaptive scheme. The final error in frequency estimation is ∼ 4

times smaller for the adaptive than the non-adaptive scheme. Here the theory curves are plotted

by running simulations offline using the experimental settings (Pd(1|m0) and Pd(1|m1)) obtained
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Figure 5.4: Phase values for frequency estimation via Ramsey measurement. Phase
value in each iteration of the adaptive and non-adaptive scheme. Credit to Ben Haylock for data
acquisition.

from pre-calibration measurements. One thing to note here is that there is a difference between

theory and experimental results for both protocols. We attributed this issue to the instability of

the counts (change in the value of Pd(1|m0) and Pd(1|m1)) over time for experimental data.
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Figure 5.5: Simulations and experimental results for frequency estimation. Error is
calculated using Eqn. 5.8 from the true magnetic field detuning fB applied in the range
[-2,+2] MHz. Frequency estimation with R = 10000 repetitions. Here the theory curves are
plotted by running simulations offline using the experimental settings (Pd(1|m0) and Pd(1|m1))
obtained from pre-calibration measurements. The difference between theory and experimental
results for both protocols was attributed to the instability of the counts (change in the value of
Pd(1|m0) and Pd(1|m1)) over time for experimental data. The shaded region gives a confidence
interval of 95%. Credit to Ben Haylock for data acquisition.

To test the protocol’s robustness, we applied it to R = 4000 repetitions, as shown in Fig. 5.6.

Here again, we see that even though the total number of detected counts is smaller due to R

= 4000 iterations, the adaptive scheme for both simulations and experiment is better than the
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Figure 5.6: Simulations and experimental results for frequency estimation. Error is
calculated using Eqn. 5.8 from the true magnetic field detuning fB applied in the range
[-2,+2] MHz. Frequency estimation with R = 4000 repetitions. Here the theory curves are plotted
by running simulations offline using the experimental settings (Pd(1|m0) and Pd(1|m1)) obtained
from pre-calibration measurements. The shaded region gives a confidence interval of 95%. Credit
to Ben Haylock for data acquisition.

non-adaptive scheme, leading to an almost 2 times smaller error in the final estimate. For the

case of R = 100000 (see Fig. 5.7), the experimental results for both adaptive and non-adaptive

cases are not only far from the theoretical predictions, but the adaptive gain is also much smaller

compared with lower R values. We attributed this issue to the count’s instability (change in

detection probability from each state, Pd(1|m0) and Pd(1|m1)) leading to experimental poor

performance of both protocols in comparison to theory.

We also compared the performance of this adaptive FEA protocol against the scheme already

present in the literature along with the adaptive-optimised scheme proposed in our paper [287],

which in this chapter we name as “Double adaptive protocol".

1/sigma adaptive protocol: This protocol is described in [212]. In this scheme, the first

measurement time is chosen as τ0, while the subsequent times are chosen by τ= 1
2πσ , where σ is

the standard deviation in the Bayesian estimate of the detuning frequency. Once τ≥ T∗
2 , τ is set

to a random value selected from a Gaussian distribution of standard deviation T∗
2 /20 centred at

0.7T∗
2 . The phase is kept constant at zero, and averaged readout is via majority voting (for more

details, refer to Sec. 2.5).

Double adaptive protocol: This protocol is proposed in [287]. Where the estimation proceeds

the same as the adaptive scheme, except when the optimal phase estimate is stable (defined

as when the variance of three consecutive phase choices is less than 0.1
π

, see Fig. 4b in [287]),

the update rule then proceeds immediately to the next value of τ without completing Mk≤K

measurements.

Fig. 5.8, and 5.9 show the performance of the adaptive FEA protocol against these protocols

for different repetitions (R). Where we find that the adaptive FEA protocol performs quite well
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Figure 5.7: Simulations and experimental results for frequency estimation. Error is
calculated using Eqn. 5.8 from the true magnetic field detuning fB applied in the range
[-2,+2] MHz. Frequency estimation with R = 100000 repetitions. Here the theory curves are
plotted by running simulations offline using the experimental settings (Pd(1|m0) and Pd(1|m1))
obtained from pre-calibration measurements. The difference between theory and experimental
results for both protocols was attributed to the instability of the counts (change in the value of
Pd(1|m0) and Pd(1|m1)) over time for experimental data. The shaded region gives a confidence
interval of 95%. Credit to Ben Haylock for data acquisition.

against the other protocols, see Fig. 5.8.

Time (sec)
10-2 10-1 100

105

106

E
st

im
a
ti

o
n
 e

rr
o
r 

(H
z)

Non-adaptive Exp.
Adaptive Exp.

Adaptive theory
Non-adaptive theory

Non-adaptive Exp. C.I.
Adaptive Exp. C.I.

Double adaptive Exp.
1/sigma Exp.

Double adaptive Exp. C.I.
1/sigma Exp. C.I.

Double adaptive theory.
1/sigma theory C.I.

Figure 5.8: Simulations and experimental results for frequency estimation for different
protocols. Frequency estimation with R = 2000 repetitions. Here the double adaptive scheme
performs on par with the adaptive scheme, but as time gets longer, it starts to saturate, and both
adaptive and non-adaptive schemes surpass it. The shaded region gives a confidence interval of
95%. Credit to Ben Haylock for data acquisition.

But as the number of repetitions increases, when R = 20000 (see Fig. 5.9), adaptive FEA

protocol is outperformed by other protocols, especially the double adaptive becomes significantly

better. Hence, we find that with different R, the performance gain of the protocols changes and
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certain protocols perform better than others (more details on this in Sec. 5.5).
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Figure 5.9: Simulations and experimental results for frequency estimation for different
protocols. Frequency estimation with R = 20000 repetitions. In this case, the double adaptive
scheme performs much better than any other scheme for the whole duration, with adaptive
performing marginally better than the non-adaptive scheme. The shaded region gives a confidence
interval of 95%. Credit to Ben Haylock for data acquisition.

5.5 Simulations: Performance of adaptive protocols for different
experimental settings

In this section, we performed simulations to better understand the contrasting behaviour of

the above-described protocols across different repetitions R. For these simulations; we used the

values which emulated the experimental values closely. For these simulations, the detection

probabilities for the two spin states were set to Pd(1|m0)= 0.016 and Pd(1|m1)= 0.011. The value

of T∗
2 was set to 5.5µs and N = 2 for a Ramsey measurement. Here each trial was run over 500

epochs to ensure convergence has been reached, and 500 trials of each simulation were performed

to reduce statistical uncertainty. In addition to the above-mentioned schemes, we propose two

new adaptive schemes and compare them with the schemes already discussed in Sec. 5.4. These

two additional schemes are:

Dual adaptive variance rule: in this protocol, measurement times are chosen as per

the 1/sigma protocol update rule, while the measurement phase is chosen as described for the

Adaptive FEA update rule (Eqn. 5.7).

Step adaptive variance: In this scheme, the selection of measurement phases follows the

process outlined in the adaptive FEA rule (Eqn. 5.7). However, updates to the measurement

times occur only after the phase estimate has stabilized. The 1/sigma update rule governs these

time updates when they do occur.
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Figure 5.10 displays the results for two different values of R. We observe that in both cases

adaptive FEA rule performs quite well at long time scales. For R = 25000 at short time scales,

all three multi-adaptive protocols (double adaptive, dual adaptive variance, and step adaptive

variance) outperform both adaptive FEA and non-adaptive schemes, with the double adaptive

being a clear winner. While at longer timescales, the performance of adaptive FEA and the double

adaptive is almost the same. Conversely, at R = 2500, only the two multi-adaptive protocols based

on 1/σ briefly outperform the non-adaptive scheme, but they do not reach anywhere near the

final absolute error. Here the adaptive FEA scheme is a clear winner. Furthermore, at R = 2500,

the double adaptive rule seems to be the worst performer.
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Figure 5.10: Simulations comparing different protocols for frequency estimation. (a)
Estimation with R = 2500. (b) The same estimation with R = 25000.

This settings-dependent performance for simulations discussed above along with the varied

performance for experimental estimation discussed in Sec. 5.4 was quite intriguing. Hence to

further understand it, we performed simulations in terms of contrast (see Eqn. 5.9). In our

model, the probability equation 5.4, is dependent on the parameters α and V which in return

are dependent on the detection probabilities (Pd(1|m0) and Pd(1|m1)) from the spin state. Since

we find these detection probabilities from pre-calibration measurements and they stay constant

throughout each of these protocol runs, the performance of the protocols gets strongly affected if

there is any change in these values during the measurement. Hence we performed simulations,

where we compared all these adaptive rules across different experimental parameters expressed

in terms of contrast. In Fig. 5.11 we plot the performance of all these schemes in terms of

estimation error vs contrast.

In these simulations against contrast, the contrast is varied by adjusting the value of R (see

Eqn. 5.9). The number of iterations is held constant for each rule at every contrast level. However,

the number of iterations varies when moving between contrast levels. Therefore, performance

comparisons between different contrast levels should not be made directly.

There are features of the estimation that are not captured by this contrast plot which are

captured by Fig. 5.10 or by Fig. 5.8. One of the most significant limitations is that Fig. 5.11 only
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Figure 5.11: Simulations comparing different protocols performance against contrast.
In this plot number of iterations (Mk) is the same for all protocols at one particular value of
contrast. Mk changes between different contrast values.

plots the final value, disregarding any intermediate values. However, as seen in experimental and

simulation results there are certain experimental parameters (contrast values) where alternative

protocols perform significantly better over certain time intervals. For example in Fig. 5.10(b),

the dual adaptive variance algorithm reaches a value close to the best achieved by any other

algorithm in ∼ 10s vs 20s for others, and then maintains that value. Therefore, if the R = 25000

experiment were run for only 10 seconds, the dual adaptive variance algorithm would seem like a

better choice than the Adaptive FEA algorithm. Hence, the findings of these initial experimental

and simulation results dictate that when selecting the optimal algorithm, all experimental

conditions must be carefully evaluated.

One thing that we observed across our experimental and simulation results was sometimes

poor convergence of the protocols based 1/sigma rule, which skews the average performance

upward. The limiting factor for these algorithms has previously been observed experimentally

by Joas et al. [212] as well. With no clear explanation for why such runs occur and no practical

method for preventing them, even in theory, all of the runs had to be taken into account. Although

such runs can be identified and eliminated post-experiment, in such a case, the additional

overhead of failed runs must be factored into the average run time of the remaining successful

runs. This calculation has not been performed here.
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6
SINGLE VANADIUM CENTRES IN SIC

6.1 Introduction

A number of the most successful applications of quantum networking primitives have been

based on using single optically-active spin defects and impurities [182]. In general, such systems

can be described as having an electron spin that is associated with a point defect, such as a

nitrogen-vacancy (NV) in diamonds [17, 34, 297] (see Sec. 1.3 for details) or silicon vacancies

[298, 299] along with other related systems such as in SiC [157, 163] (see Sec. 1.4.1 for details)

or 2D materials [300, 301], interfaced with optical photons by means of spin-selective optical

transitions that are spectrally stable and atomic-like in nature. As an electron spin couples to

several nuclear spins, these spins are used to store the quantum states over a long period of time.

They can also be used for implementing quantum error-correction codes to achieve fault-tolerant

operation. A direct interface between optical photons and nuclear spins is possible in some

systems with a long optical lifetime [302, 303] as in such systems, the hyperfine interaction

may be larger than the optical linewidth, allowing for optical photons to interact directly. A

spin-photon interface in the telecom wavelength region can be useful for quantum network

applications since it is compatible with standard optical fibre networks that cover the same

wavelength range. Although nonlinear processes can convert emissions at other frequencies into

the telecom range [36, 127, 304], the requirement for additional optics in the system to implement

such protocols reduces the system’s overall efficiency. The inhomogeneity of the optical transition

frequencies is one of the most important parameters for analyzing the optical transition for

different emitters. The emission frequencies of quantum emitters are typically spread over a

wide range in response to local variations in strain and electric field in the solid-state matrix.

However, to ensure high-visibility quantum interference, quantum networking protocols require
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the emission to be indistinguishable. To overcome this problem, either strain or electric fields

have been used to tune the optical transitions. On small-length scales, strain is not an easy

process to implement. It can have a detrimental impact on other properties, including the mixing

of excited states, which impacts the spin relaxation time and the fidelity of optical spin readouts

[286]. While by applying an electric field through small electrical contacts on the surface of

the chip, it is possible to tune optical transition in a reproducible manner, with experiments

showing a very large tuning range [166, 305, 306]. However, scalability is not easy; adding

more electrical contacts while reducing crosstalk is a technical complexity that is not trivial. A

potential alternative to this approach is to utilize the quantum frequency process employed for

frequency conversion to the telecom range. The pump laser can be tuned to finely control the

output telecom frequency so that all emitters are in resonance [307]. This approach involves

considerable technological complexity for each emitter in the network.

In this chapter, we study the vanadium (V) defect’s optical, electronic and charge state

properties (V4+) with an excited state lifetime of 167 ns in an isotopically-purified 4H-SiC (sample

A) as well as in standard high-purity semi-insulating (HPSI) 4H-SiC sample (sample B). This

study gives the first experimental confirmation of optical transitions that conserve spin and

their corresponding dependence on the externally applied magnetic field. Our study involves

a comprehensive analysis of the optical emission from numerous V4+ centres, examining their

distribution patterns in both standard and isotopically-purified samples. An ultra-narrow (∼ 100

MHz) inhomogeneous distribution is observed in the isotopically-purified sample, in contrast

to the several GHz spectral distribution found in SiC with natural isotopic composition. This

small distribution can be attributed to the decrease in local stress due to the lack of isotopic mass

variation. In the last section of this chapter, I will discuss our findings of charge state dynamics of

V4+ centre, where we show that for a high-purity semi-insulating (HPSI) sample, we can achieve

charge state stability of more than a few seconds. The results discussed in this chapter highlight

the potential of V4+ centres for promising applications as a telecom-ready quantum networking

platform.

6.1.1 Sample

We make use of two SiC samples designated as ‘A’ and ‘B’ in this study.

Sample A: The material used for this sample was a ∼ 110 µm thick isotopically-enriched

4H-28Si12C layer. This layer was grown by chemical vapour deposition (CVD) on the Si-face of a

standard 4-degree off-cut (0001) 4H-SiC substrate. The isotope purity was estimated to be about

∼ 99.85% for 28Si and about ∼ 99.98% for 12C. These purities were then confirmed by secondary

ion mass spectroscopy (SIMS) for one of the wafers in the series. To confirm the n-type nature of

the layer, current-voltage measurements were carried out using a mercury probe station. The

measurement showed a free carrier concentration of about 6 ·1013 cm−3. This value is quite

close to the concentration of the residual nitrogen (N), which is a shallow donor of ∼ 3.5 ·1013
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cm−3 concentration as determined from low-temperature photoluminescence (PL) [308, 309].

The concentration of the B shallow acceptor is expected to be in the low 1013 cm−3 range due

to contamination from the susceptor. Deep-level transient spectroscopy (DLTS) measurements

indicated that the primary electron trap within the layer was associated with the carbon vacancy

VC, exhibiting a concentration within the lower range of 1013 cm−3.
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FIGURE 6.1. Transition levels scheme in SiC and impurity concentration in HPSI 4H-
SiC. (Left) An energy diagram showing the levels at which carbon vacancy (VC), divacancy
(VSiVC), vanadium (V), nitrogen (N) and boron (B) charge transition are in SiC. For the case of
the HPSI sample, depending on whether the upper level is occupied or not for the case when [N]
< [B], the Fermi level can be positioned above either the (2+|+) or (+|0) level of VC. This same
concept applies to the acceptor levels of divacancy for the case when [N] > [B]. To indicate the
location of the Fermi level, dotted lines are placed within the levels. Hence depending on the
concentration of N and B, the Fermi level will be found at either the donor levels of VC or the
acceptor levels of the divacancy. The transition levels for VC are extracted via DLTS, EPR and
calculations [310–312] (see details in the main text). Right: Analysis of impurities in high-purity
semi-insulating (HPSI) 4H-SiC material using secondary ion mass spectrometry (SIMS). Data
adapted from [313].

Sample B: This is a high-purity semi-insulating (HPSI) silicon carbide (4H-SiC) obtained

from Cree. It was used to stabilise the charge state of single vanadium emitters. The residual

N donor and B acceptor in this HPSI material are present in compatible concentrations in

the low-mid 1015 cm−3 range. Meanwhile, the dominant intrinsic defects in the material are C

vacancy and divacancy, which are present in the high 1015 cm−3 range. One thing to note here is

that this difference in impurity concentration between two different samples leads to a change

in the Fermi level (as shown in Fig. 6.1 (left)). While, the main contributor to the reduction of

inhomogeneous broadening is the purity of the sample from isotopic variations. Assuming a

higher concentration of N donors than B acceptors, the Fermi level will reside at approximately ∼
EC - 1.35 eV on the (0|−) acceptor level of the divacancy. In the case where B acceptors are more
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concentrated and can compensate for the N donors, the Fermi level will instead occupy the (+|0)
donor level of VC at approximately ∼ EC - 1.35 eV. The Fermi level is situated between the (+|0)
and (0|−) levels of V in both scenarios, with the neutral charge state V4+ being stable (see Fig.

6.1). However, in the first scenario, the single V4+ emitters’ photoluminescence decay may still be

minimally affected by electrons trapped at the divacancy’s (0|−) acceptor level.

In Fig. 6.1(left), we depict the energy levels of the various defects in the 4H-SiC sample.

By monitoring the transmutation of implanted radioactive 51Cr isotope to 51V using deep-level

transient spectroscopy (DLTS) techniques [314, 315], it has been determined that the single

acceptor level (0|-) of V in 4H-SiC is ∼0.97 eV below the conduction band (EC - 0.97 eV). A

study by Evwaraye et al. [316] has reported the (+|0) donor level of V in 6H-SiC at 1.55 eV

measured using optical admittance spectroscopy (OAS). While based on photoexcitation electron

paramagnetic resonance (photo-EPR) measurement of the 4H and 6H polytypes, it was reported

that the single donor (+|0) level of V was located ∼1.6 eV above the valence band (VB) (EV +

1.6 eV) [317], further supporting the OAS results. As a result of a subsequent study of V-doped

semi-insulating (SI) 4H-SiC, Mitchel et al. [318] found the activation energy of free carriers to be

about 1.6 eV from temperature dependence measurement. This value was assigned to the (+|0)

donor level of V with energy distance as EC - 1.6 eV [318]. A deep donor level cannot compensate

shallow donors in n-type materials. Thus, it does not help pin the Fermi level in sample A. Hence

the activation energy should be associated with the valence band, and the (+|0) level of V should

be at ∼ EV +1.6 eV in accordance with the results of photo-EPR studies [317], OAS results and

the Langer-Heinrich rule [319].

In both samples, vanadium ions were implanted at an energy of 100 keV, which corresponds

to a depth of about 58 nm. Single emitter studies were enabled by a low implantation dose of

108 cm−2. The damage created to the lattice due to the implantation process can be repaired by

annealing the sample at 1400 ◦C under an Ar atmosphere for 30 minutes. This annealing was

done without a C-cap layer, and no noticeable surface morphology degradation was observed.

The vanadium (V) defect formation happens when a V atom substitutes a silicon atom in

the lattice of SiC [180, 264, 320]. Three possible charge states of vanadium can exist within the

4H-SiC: V4+ (neutral), V5+ (positively charged), and V3+ (negatively charged). Out of these three,

only one charge state exhibits luminescence in the telecom region and possesses an electron

spin of S = 1/2 that is required for quantum networking applications. Two zero-phonon lines

are observed in 4H-SiC for the neutral charge state (V(4+)), encoded as α and β, respectively,

corresponding to the impurity in the (k) site or the (h) site, respectively [320]. For the study

done in this chapter, we will focus on the α site of the V(4+). A zero-phonon line at ∼1278.8 nm

characterises this site.
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6.1.2 Optical measurements

All of the optical measurements discussed in the later part of this chapter were performed with

the sample at 4.3K. This sample was mounted in a closed-cycle cryostat (Montana Cryostation

s100) with a custom-made external shroud, allowing us to bring an external SmCo permanent

magnet as close as 20 mm from the sample. These measurements were conducted using a custom-

built standard confocal microscopy setup. Where we used a CW telecom tunable diode laser, in

resonance with the α site of the vanadium [320]), and a 520 nm green repump laser [264]. We

employed a series of long-pass filters in the detection path, allowing us to filter out the excitation

laser and only collect the emission’s phonon sideband (PSB) (1280 nm - 1600 nm). This PSB is

detected by a superconducting nanowire single-photon detector (SNSPD from Single Quantum

EOS). Sec. 3.10 discusses more details about this optical setup.

The following sections will identify a single vanadium defect by performing an auto-correlation

measurement. We will follow this by studying the defect’s electronic structure via the polarisation-

resolved photoluminescence excitation (PLE) and give a first experimental demonstration of the

spin-conserving optical selection rules [321]. We have systematically studied the optical emission

of more than 150 defects (sample A) and more than 300 defects (sample B). We found that for

sample A, the emission wavelengths spread of the defects within each region had a standard

deviation as small as 100 MHz with an overall standard deviation of less than 1 GHz. Compared

to any other quantum emitter reported in the literature, these numbers are much smaller, greatly

reducing the need for any additional frequency conversion or tuning processes.

6.2 Optical spectroscopy of a single vanadium centre

A home-built confocal microscopy setup (described in Sec. 3.10) has been used to conduct the

optical measurements at a temperature of 4.3K. As part of our optical spectroscopy, we use

two lasers to excite the system: a narrowband (20 kHz) telecom laser that can be tuned to a

wavelength between 1270 and 1350 nm in resonance with the zero phonon line of the V α-line

[320] as well as a green repump laser (520 nm) which is used to compensate for ionisation caused

by lasers [264]. To simplify the discussion, we express the frequency of the resonant excitation

throughout the entire chapter in terms of detuning (in GHz) from a base frequency f0 = 234425.0

GHz, which corresponds to a wavelength of 1278.8417 nm. A photoluminescence (PL) map of

the sample is acquired by scanning an excitation laser across the x-y plane of the sample, thus

identifying the V defects, as shown in Fig. 6.2(a), where the vanadium defects are visible as bright

(∼103 counts per second) localized spots. The PL map shown in Fig. 6.2(a) contains 389 spots that

are detected using an automated detection algorithm (see Sec. 6.3) over a map area of 1600 µm2.

This corresponds to having about 0.29 spots/µm2. Since the algorithm does not detect every spot,

and all of these spots do not correspond to single emitters, this number is a rather lower bound.

To confirm the presence of a single emitter among these spots, we performed a second-order
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(a) photoluminescence map of vanadium emitters

(d) polarisation-resolved PLE spectroscopy
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FIGURE 6.2. Optical spectroscopy of a single vanadium V4+ centre in 4H-SiC. (a) The
photoluminescence (PL) intensity map obtained by scanning an excitation laser across the
sample in resonance (1278.84 nm, 234.42457 THz) with the zero phonon line (ZPL) of the V
defects. These vanadium defects are marked by the localised spots in the map (∼1000 counts
per second). (b) Shows a second-order autocorrelation measurement g2(τ) performed for one of
the defects as a function of time delay (τ). The measured experimental value of g2(0) = 0.255 ±
0.180 signalling the presence of a single vanadium defect. Experimental data (blue) was fitted
with a single exponential function (orange line) given in Eqn. 6.1. (c) Vanadium impurities in
SiC can be represented using the following simplified energy level diagram. The presence of
spin-orbit couplings (represented by ∆1

SO = 529(1) GHz [264] and ∆2
SO = 181(1) GHz [264] in

the figure) lifts the degeneracy of the ground and excited state set by C3v symmetry [321, 322].
The degeneracy between the electron spin levels is further removed by applying a magnetic
field B. Two circularly-polarised transitions are permitted σ+ and σ−, indicated by the red and
blue arrows, respectively. (d) Shows the performed polarisation-resolved photoluminescence
excitation (PLE) measurements where we scanned the frequency of the resonant excitation laser
and recorded the resultant photoluminescence at an applied field of about 1000 Gauss. Here red
circle corresponds to a σ− circular polarisation, while a blue triangle corresponds to a σ+ circular
polarization. The frequency of the laser on the x-axis has been expressed as a detuning from the
base frequency f0 = 234425 GHz.

correlation g2(τ) measurement. For this, we used a Hanbury-Brown and Twiss configuration

to perform the g(2) measurements. As shown in Fig. 3.52, the PL emission from the defects is

split between 50:50 using a fibre beam splitter ("FBS", Thorlabs TW1300R5F1). This split signal
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is then passed on to the two channels of the superconducting nanowire single-photon detector

(SNSPD). The output of which is counted via a TimeTagger (Swabian Instrument). We use the

Timetagger to record and time correlate the photon arrival on the two channels. To verify the

working of the Hanbury-Brown and Twiss configuration, we used a signal from a single NV

centre before performing a measurement with a single vanadium defect. Switching back to the

vanadium signal, we observed an experimental value of g2(0) = 0.255 ± 0.180 (see Fig. 6.2 (b)).

The experimental data were fitted with a single exponential function given as:

(6.1) g(2)(τ)= 1− Ae−τ/τc

the values for fitting in Fig. 6.2 (b) were A = 0.828 ± 0.163 and τc = 0.048 ± 0.013 µs.

After characterising the emitter with g(2)(τ) measurement. Our next step was to study its

electronic structure by using a method known as photoluminescence excitation spectroscopy

(PLE). We carried out the theoretical calculations described in the section below.

6.2.1 Theoretical study of electronic structure

Based on a combination of the theories presented in [321–323], we present a theoretical analysis

of the optical transitions with the help of the lowest ground and excited Kramers doublets (KDs).

Our approach is based on the KD Hamiltonians to model the energies of the KDs, given as:

Hk =Ek + 1
2
µBB⃗gkσ⃗k +

1
2
σ⃗kAk I⃗ +µN gN B⃗ · I⃗,(6.2)

where in the above equation, k labels are used for KDs, while the zero-field energies of the k-th

KD are represented by Ek (in MHz). With µB being the Bohr magneton and µN the nuclear

magneton (in MHz/Gauss). The nuclear g-factor is given by gN , the strongly KD dependent

g-tensor as gk, and the hyperfine tensor as Ak, see Table 6.1 for the values of these parameters

from literature.

KD k gz
k azz

k /h (MHz) axx,yy
k /h (MHz) axz

k /h (MHz)

g (1,Γ4) 1.748 232 165 0
e (2,Γ5/6) 2.24 213 0 75

Table 6.1: A review of related KDs parameters from literature for the Vanadium α defect in
4H-SiC. Ground states (GS) parameters are derived from [323], which are based on [264]. While
for the excited state (ES), we use parameters from [185]. The signs of azzk are chosen to describe
the data best. In addition to these components, there are no other components of the g- and
hyperfine-tensors (i.e. they are 0).
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It is possible to describe the coupling to an electric field with a frequency in the vicinity of the

crystal field splitting ∆cr = Ee −Eg by using the Hamiltonian formula, given as:

Hσ
d ≈ E (t)ϵ |e,−σ〉〈g,−σ|+h.c.(6.3)

where the pseudo-spin of the KDs along with the polarisation of the electric field E having an

amplitude E (t) is described by σ=±=↑,↓ within the rotating wave approximation (RWA). In this

case, we only take into consideration the dominant part of the transition, that’s spin conserving,

and by doing so, we ignore the much weaker spin-flipping transition that may occur due to the

spin-orbit coupling process. Where for the RWA the driving field must fulfil |ϵE |≪mini |∆i
so|. The

first step of modelling the spectra is assuming the width of each of the hyperfine transitions, γ, is

the same. As a result, we can quantify the transition intensity of each of the hyperfine transitions

as:

a|〈g,σg,mg| |g,σ〉〈e,σ| |e,σe,me〉|2 γ[
4(ω−Ee

σe,me +Eg
σg,mg )2 +γ2

](6.4)

In this case, we use (a) as a fitting parameter that is independent of the hyperfine states (but

still dependent on B). The hyperfine states are grouped by their main spin (σk) as well as their

nuclear contribution (mk). Nevertheless, the hyperfine states are composed of spin, orbital, and

nuclear states that are different from each other. The analytical expressions for the states and

energies are contained in the reference [323].

6.2.2 Experimental results for PLE

To perform polarisation-resolved PLE measurements, the excitation laser frequency is scanned

across the zero-phonon line with selected polarisations, the excitation laser is prepared in one of

the two circularly polarisation basis (σ+ or σ−), and the detection is carried out in the co-polarised

state. For these measurements, we use a Fizeau-Interferometer wavemeter (HighFinesse, WS7)

with a resolution of 1 Angstrom to measure and scan the wavelength of the excitation telecom

laser. As shown in the "PLE measurements" box in Fig. 3.52, with the help of a fibre beam

splitter (FBS), we will split the excitation laser and send 10% of the power from the excitation

laser to the wavemeter. To control the excitation power and fix the polarisation of the excitation

laser, we use a half-wave plate and a linear polarizer, which are referred to as "HWP" and

"LP" in Fig. 3.52, respectively. The excitation laser is then passed through a quarter-wave plate

(QWP), with its fast axis set at 45° with respect to the incident linear polarisation. It is thus

possible to circularly polarize the excitation beam before the excitation of a sample in this way.

A polarimeter, composed of the same quarter-wave plate ("QWP"), a half-wave plate, and a

linear polarizer (marked as the "HWP2" and "LP2" in Fig. 3.52 ) is then used to analyze the PL
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Parameter 0 Gauss 600 Gauss 1000 Gauss

Amplitude a(B) (GHz/s) 22.6±0.2 19.5±0.2 23.1±0.2
Offset o(B) (1/s) 24.9±0.3 23.4±0.3 27.6±0.3

Table 6.2: Fitting parameters dependent on the measurement setup.

emission from the V defects before being detected by the SNSPD. This physics of V4+ charge

state is largely determined by a single active electron placed in a 3d orbital, which has, as a

result, a C3v symmetry imposed by the crystal field of SiC. By coupling spin-orbits into Kramer

doublets, which are pairs of states with the degeneracy connected through time inversion, the C3v

symmetry is further broken. An externally applied magnetic field is the only thing that can lift

the degeneracy of Kramer doublets. Theoretical calculations [321, 322] have predicted that the

Kramers doublet in the ground and excited states will undergo spin-selective circularly polarized

optical transitions. Theoretical calculations predict spin-selective circularly-polarized optical

transitions between Kramers doublets in the ground and excited states (Fig. 6.2(c)). There are

two distinct peaks observed with orthogonal circular polarisations when PLE is performed at

a magnetic field of 1000 Gauss, roughly aligned along the SiC c-axis (Fig. 6.2(d)). We fitted the

data to a Lorentzian function with a centre at 0.155 ± 0.015 GHz for σ+ and with -0.335 ± 0.011

GHz for σ−. In agreement with our theoretical predictions (see Sec. 6.2.1), we have extracted a

relative Zeeman splitting of ∼510 MHz from the fittings. The two peaks shown in Fig. 6.2(d) are

because of the circular polarisation-dependent selection rules [322]. These peaks are related to

the spin-conserving transitions, as schematically shown in Fig. 6.2(c), between the first ground

(GS1) and the first excited state (ES1).

Further investigation was carried out on how the spectrum of PLE is affected by the externally

applied magnetic field B along the sample c-axis (Fig. 6.3). In the case of B = 0 Gauss, the two

transitions are superimposed onto each other without visible splitting between them. A small

amount of splitting can be observed at B = 600 Gauss, and this splitting increases further at B =

1000 Gauss. In a remarkable finding, the linewidth of the resonance appears to decrease with

increasing magnetic field strength. To complete a study, we compare our data with the existing

theoretical models[322, 323]. For example, we calculate the frequency and hyperfine transitions

strength based on the previously measured experimental values [185, 264, 323], as shown in

Fig. 6.3(d). For each hyperfine allowed transition, we assume that the shape is a Lorentzian

with the same width γ. As part of our fitting model, we treat the width γ≈ 1 GHz, the central

(or zero-field) transition frequency ∆cr for each defect, along with the amplitude of peak and

background offset parameters as the fitting parameters (more details are given in Sec. 6.2.1).

Setup-dependent fitting values of these parameters are given in Table. 6.2.
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FIGURE 6.3. Magnetic field-dependent PLE spectroscopy. (a), (b), (c) show the magnetic
field-dependent spectroscopy of the same vanadium defect at various applied B fields along
the c-axis of the sample. While in (d) shows the predicted hyperfine transitions based on the
model described in Sec. 6.2.1 and the hyperfine parameters were taken from [185, 264, 323]. The
main transitions (solid lines) start narrowing as the magnitude of the magnetic field increases
with the conservation of the nuclear and KD spin. On the other hand, the hyperfine-allowed
transitions (dashed lines) flip the KD spin and can polarize the nuclear spin. The fit [solid lines in
(a)-(c)] allows for different backgrounds and amplitudes for each of the measurements but shares
the same width 1038 ± 7 MHz and central transition frequency ∆cr = 234425594 ± 4 MHz for
all transition frequencies [see (d)]. Where the legends of the figure give information about the
polarization.

As part of fitting the data in Fig. 6.3, we sum all the possible transitions within a given polarisa-

tion (σ) and a global offset (o) (dependent on B), using the hyperfine parameters from [185, 322],

we determine the hyperfine linewidth γ, magnetic field dependent fit parameters {a(B), o(B)}

along with the crystal splitting ∆cr (which can vary from one defect to another). Hence using the

least square fitting weighted by the inverse Poisson error of data, we extract γ= 1038±7MHz

with the fitted central frequency of ∆cr = 234425594±4MHz. It is important to stress that under

the same signs of the zz component of the hyperfine tensors, the model using values from the

literature predicts the narrowing of the linewidth due to the bunching of the main hyperfine

transitions for higher magnetic fields. Where the splitting of the two peaks in Fig. 6.3 can be

approximated by µB|ge − gg|B when we have large magnetic fields B ≫ 100 Gauss, both of the

predictions of the theory are true for our measurement results.
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6.3 Ultra-narrow inhomogeneous distribution

It is noticeable from the previous experiments [264] that the zero-phonon lines in vanadium

ensembles have an asymmetry, with the tails being longer at higher frequencies and the lines

being duplicated at higher frequencies as well. It has been suggested that this is due to isotope

shifts of the nearby 13C, 29Si, and 30Si isotopes. This isotope shift is a phenomenon caused by

a change in the mass of nearby atoms, thereby affecting the local strain or bandgap [324, 325],

resulting in a change in the frequency of the zero-phonon line due to the variation in the mass

of nearby atoms. For the linewidth fitting method, a shift of 22±3 GHz per unit mass has been

observed for nearest-neighbour carbon isotopes and 2.0±0.5 GHz per unit mass for silicon isotopes.

To support this, it was recently shown by Hendriks et al. [184] that tuning the optical excitation

wavelength of a vanadium ensemble can result in a change in the optically-detected magnetic

resonance spectrum. Where the excitation at a wavelength of 1278.86 nm (with a detuning of

approximately -3 GHz compared to our base frequency f0) only produced a dip corresponding to

the vanadium electron spin resonance, excitation at 1278.76 nm (approximately +15 GHz from

f0) showed side peaks that could be attributed to hyperfine couplings with the neighbouring
29Si atomic nuclei. There is, therefore, a suggestion that in contrast to the case where natural

abundance isotope composition is present, the inhomogeneous distribution of zero-phonon lines

should become narrower in the case of isotopically enriched SiC, with the removal of the majority

of 13C, 29Si and 30Si isotopes.

In this work, we investigated this quantitatively using a dataset derived from a sequence

of photoluminescence maps taken at different excitation frequencies for both samples (see Fig.

6.4(a) and Fig. 6.4(b)).

For sample A, the spectral distribution of more than 150 PL spots was statistically analysed to

gain a quantitative understanding of the data. To do this, we took a series of maps at different

detunings across 4 different regions of the sample, each about 100 µm2 wide (see Sec. A.8 for

more details). These maps were processed by automatically detecting the spots associated with

emitters. This was done by convolving the image with a Gaussian function of a size comparable

to the diffraction limit of the microscope and detecting the local maxima. Then we computed the

counts for each spot by integrating the signal over a square of the area as large as the confocal

width for each spot. For every spot position, we plot the total counts in each map as a function of

excitation laser detuning, which was then fitted with a Gaussian function to extract the centre

frequency of the transition. Fig. 6.4(c) shows the histograms for inhomogeneous distributions of

central frequencies for sample A and sample B.

For sample A, we found that all of the spots associated with V4+ defects appear and disappear

on relatively similar excitation frequencies, with a standard deviation of about 100 MHz in the

central frequencies of these emitters. The frequency shift of optical transitions in V4+ emitters

can be attributed to the local strain generated by nearby isotopes [182]. In theory, the impact

of stress on the spin characteristics of V4+ can be explained by a coupling between the energy
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FIGURE 6.4. Inhomogeneous distribution study of Vanadium emitter for sample A and
sample B. (a), (b): Shows an example of series of PLE maps taken at different excitation laser
detunings for two samples. Maps in (a) have an area of 10 x 10 µm, while maps in (b) have an area
of 20 x 20 µm. Sample A shows evidence that most emitters are only visible at a narrow frequency
range. While for sample B there is a big spread of frequency distribution for different emitters. (c)
Shows central frequencies histogram with a standard of more than 150 vanadium centres across
4 different sample regions for sample A (left). The standard deviation of the inhomogeneous
distributions within these regions is approximately 100 MHz. While for the standard sample
containing isotopes of Si and C in natural abundance, the frequency distribution spans several
GHz.

levels of V4+ and the local strain produced by lattice distortion resulting from nearby isotopes.

Particularly, strain coupling satisfies the time-reversal symmetry, and this leads to two strain

tensor elements which transform like an electric field in the (z)-direction within (C3v) symmetry:

(ϵzz) and (ϵxx +ϵyy) [326]. As in the electric field case, these elements can directly influence the

energy spacing of the Kramers doublets [321]. The other strain-tensor elements can also affect

these spacings at a higher order. Hence, we are able to assign the different transition frequencies

to different values of local strain, and we note that strain engineering may be used in the future

to tune the transition frequencies of vanadium emitters into resonance with specific applications.

For sample B, we analysed more than 300 emitters. We found an excitation frequencies window

of a couple of GHz consistent with the anticipated ∼ 2 GHz per unit mass for Si isotopes [264].

One could explore the possibility of measuring the hyperfine coupling for different detunings

of the zero-phonon line by correlating optical spectroscopy with optically-detected electron spin
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resonance measurements. Such an investigation could yield interesting results. Despite our

efforts, we were unable to observe optically-detected magnetic resonance on individual centres,

which is probably because the electron spin relaxation timescales for vanadium are too short at

4K [185].

centre wavelength lifetime Fourier linewidth inhomogen. distr. η

NV:diamond (single) 637 nm 12 ns 13 MHz ∼40-50 GHz [327] >3000
SiV:diamond (single) 637 nm 1.7 ns 94 MHz ∼10 GHz [328, 329] 107

VSi:SiC (single) 861 nm 6 ns 27 MHz ∼15 GHz[330] 565
V:SiC (single) 1278 nm 167 ns 0.95 MHz >10 GHz >10,000

V:28Si12C (single) 1278 nm 167 ns 0.95 MHz ∼100 MHz 105
Er3+:Si (single) 1536 nm ∼ 0.186 ms [331] ∼ 856 Hz ∼0.5 GHz [331] ∼ 0.6 ·106

T centre:Si (single) 1326 nm 940 ns [332] 169 kHz ∼1 GHz [333] 5900
T centre:28Si (ensemble) 1326 nm 940 ns [332] 169 kHz 60 MHz (0.25 µeV) [332] 355
G centre:28Si (ensemble) 1280 nm 5.9 ns [334] 27 MHz 72 MHz [334] 3

G centre:Si (single) 1280 nm 5.9 ns [335] 27 MHz >100 GHz [335] >3000
171Yb3+:Y2SiO5 (ensemble) ∼ 980 nm ∼ 1ms [336] ∼ 160 Hz ∼ GHz [336] > 6 ·106

153Eu3+:EuCl3 · 6H2O (ensemble) 579.7 nm ∼ 2ms [337] ∼ 80 Hz 25 MHz [338] > 3 ·105

TABLE 6.3. An overview of the inhomogeneous distribution of a number of spin-active quantum
emitters. In the table above, η is the ratio between the inhomogeneous broadening and transform-
limited linewidth.

The local inhomogeneous distribution of the order of 100 MHz for the studied vanadium

emitter is very favourable compared to other quantum emitters (see Table.6.3). In Table 6.3,

we compare the inhomogeneous broadening and lifetime-limited linewidth for various quantum

emitters across different materials platforms. The observed value for vanadium defect is several

orders of magnitude smaller than what is found for the nitrogen-vacancy (NV) centres (∼ 40 - 50

GHz [327]). A more narrow inhomogeneous distribution has been reported for silicon vacancy

centres SiV in diamond [328, 329], and silicon carbide (VSi) [330] on the order of 10-20 GHz.

The vanadium distribution in SiC can even be compared favourably to that of rare-earth ions,

which can show even narrower distributions down to the MHz-GHz level [336, 338, 339]. In this

case, a better measure of merit would be the ratio η between the inhomogeneous broadening

and transform-limited linewidth. This ratio can be used to quantify how many linewidths the

frequencies of two emitters need to be shifted to bring them in resonance with each other. We see

that in Table 6.3, that vanadium defect in SiC performs equally well with the silicon-vacancy

centre in diamond (η∼ 100) while being an order of magnitude better than the nitrogen-vacancy

(NV) centre in diamond (η> 3000). A recent study conducted on the T centre (ensemble) in Si has

revealed an exceptionally low level of inhomogeneous broadening, reaching as narrow as 60 MHz,

with η ∼ 350 [332]. Rare-earth ions exhibit remarkable coherence in their optical transitions,

with some cases showing inhomogeneous broadening as low as the MHz range (see Table 6.3).

However, their long optical lifetimes lasting in the ms range and linewidths limited by their

lifetime in the few tens of Hz range result in relatively high values for η.
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6.3.1 Narrowest linewidth

FIGURE 6.5. PLE spectrum of a single vanadium impurity V4+ in SiC. The smallest
linewidth of 615.82 ± 3.6e-5 MHz was observed at a resonant telecom excitation power of 0.1 µW.
The defects central frequency was 234.425152 ± 1.2e-5 THz. Red symbols show experimental
data.

This section presents the PLE spectrum with the narrowest emission linewidth of a single

vanadium V defect. For this, we performed our measurements at 3.5 K and at a telecom excitation

laser power of 0.1 µW. The value of the applied magnetic field was about 1000 Gauss, and we

used + polarisation of the incident light. The obtained PLE spectrum is shown in Fig. 6.5; the

data was fitted to a Lorenztian function to extract the FWHM of 615.82 ± 3.6e-5 MHz.

In contrast to a predicted lifetime limited linewidth of less than 1 MHz, at the lowest excitation

power, we observe a linewidth of ∼ 600 MHz (see Fig. 6.5). To account for this discrepancy, the

presence of eight hyperfine lines due to an interaction with I = 7/2 51 V nuclear spin results

in electronic and optical transition being broadened with respect to the lifetime limit, with the

hyperfine splitting on the order of 200 MHz. Additionally, power broadening may also have

limited our results here, but we could not reduce the optical power any further, as this leads to

a poor signal-to-noise ratio due to the low emission rate of a single vanadium centre. It should

also be noted that temperature can also affect linewidth through the process of phonon-assisted

dephasing. We cannot fully assess the impact of phonon dephasing in our system because we are

limited to experiments at about 4 K. Additional measurements at lower temperatures will be

required to assess this phenomenon fully. There is also the possibility that the spectral diffusion

caused by fluctuating electric fields associated with charge traps near the vanadium emitters

could play a role in the phenomenon. The implantation process is quite aggressive for heavier

atomic species such as vanadium. Hence, despite the sample being annealed at a very high-

temperature post-implantation, it is possible that the crystal lattice of the SiC has not been fully

repaired.
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6.4 Charge state stability V(4+)

As discussed previously, there are three different possible charge states in which vanadium

can exist in 4H-SiC, including V(3+) (negatively charged), V(4+) (neutral), and V(5+) (positively

charged) [317]. Only the V(4+) state can emit luminescence in the telecom region and has an S =

1/2 electron spin, which is essential for quantum networks. Therefore, it is important to ensure

the V(4+) state is prepared well and is stable over a long period.

Hence in this section, we discuss the measurements performed for the charge state study

of the vanadium defect in both samples. To investigate the dynamics of the charge state of V

defects, we performed time-resolved PL measurements by pulsing the telecom laser and/or the

repump laser and time-tagging the emitted photons. A fibre-coupled acousto-optic modulator

(AOM, Aerodiode - 1310-AOM-2) is used to pulse the telecom laser. While for the green laser, we

use the current controller (Thorlabs LDC205C) for pulsing. During these experiments, the control

pulse and the time tagger trigger signals are generated with the help of a waveform generator

(Streamer 8/2 by Swabian Instruments). To time tag the signal from V defects, we used Swabian

Instruments time tagger directly connected to the Pulse Streamer and the SNSPDs.

For vanadium defect, a resonant excitation induced by a 1278 nm laser results in a quenching

of the luminescence because of a change in the charge state of V. This luminescence can be

recovered by shinning a green (520 nm) repump laser, which leads to recovery of the charge state.

In the following discussion, we will show the experiment carried out to study this effect under

different excitation-repump conditions. The first experiment we performed on both samples was

the study of the ionisation of V defect due to the resonant (telecom) laser. For this experiment, we

prepared the V4+ state with the help of a green laser pulse of 300 ms, where the resonant 1278

nm laser was used to probe the system (see Fig. 6.6(a)). Here the repump laser is repeated after

700 ms to allow enough time for the counts to decay completely. We repeat this measurement

sequence at varying resonant excitation power and fit the data to a single exponential decaying

function to extract the decay time for each resonant laser power. For sample A the values for

decay rate T f it are given as T f it = 80.30±0.19 ms for P = 0.5µW, T f it = 50.33±0.29 ms for

P = 4.0µW and T f it = 35.64±0.44 ms for P = 8.0µW. While for sample B, we see a decay rate

decreasing from >300 ms to ∼150 ms as the power increases from 2 µW to 25 µW. We observed

that these decay rates have an exponential decay dependence on the resonant power.

The next experiment we performed was to study the lifetime of the charge state in the absence

of any optical excitation (Fig. 6.6(b)). This is an important case for quantum memory applications

since the electron spin qubit is maintained with no excitation. The microwave pulse sequences can

be applied to extend its T2 coherence time, with the storage time being limited by the presence

of the S = 1/2 electron. For this case study, we used the pulse sequence depicted in (Fig. 6.6(b))

where we used a green pulse laser of 300 ms to initialise the charge state, which is followed by

a resonant excitation laser at varying time delays τ to read out the charge state. Applying this

pulse sequence for different delays τ leads to a decaying photoluminescence signal (Fig. 6.6(b)).
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FIGURE 6.6. Charge state stability study of vanadium V4+ in SiC. (a) Inset depicts the
pulse sequence used to study the PL decay over time of V4+ as a function of resonant power.
V4+ is prepared using a 300 ms repump pulse, while the resonant laser is used to read the PL
intensity. The repump pulse is repeated every 700 ms, a time enough for the PL intensity to decay
completely. The exponential decay of the count rate is observed as evidence of ionisation resulting
from resonant excitation, and the decay constant varies exponentially for both samples depending
on the applied excitation power. Sample A has a much stronger response to an increase in laser
power, with the decay rate going down from 80 ms to 50 ms in about 8 µW increase of power.
While for sample B, this decay is relatively slow as the decay rate decreases from ∼ 300 ms to ∼
100 ms over 20-25 µW increase of power. (b) Inset depicts the pulse sequence used to study the
lifetime of the V4+ charge state in the absence of any optical excitation. Here again, the system is
prepared in the V4+ state by a repump pulse of 300 ms, and the PL emission intensity is then
recorded as a function of the delay time (τ) between the pump and probe pulse. The peak intensity
gives the initial probability of V to be in V4+ state. In the absence of optical excitation, there is
a strong exponential decay of the initial amplitude with increasing delay time τ for sample A
(purple curve) as the electrons excited from traps to the conduction band by resonant excitation
accelerate the process to convert V4+ to V3+ in about 129 ± 6. While for sample B, with mostly
empty electron traps, the impact of the resonant excitation on the PL decay is weaker, helping to
stabilize V4+ charge state, and the lifetime of the charge state is at least a few seconds.
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Where for each delay, τ starting amplitude reflects the probability of the system being in V4+. We

observe that for sample A, the peak intensity decays exponentially with the charge state lifetime

of 129 ± 6 ms as the delay time is swept (purple curve in Fig. 6.6(b)). While for sample B, due to

the Fermi level pinning between the (+|0) and (0|−) levels of V, the neutral charge state V4+ is

stable and we find a charge state lifetime of several seconds.

In the n-type layer we use for sample A, V is expected to be in the negative charge state V3+

in equilibrium. The small implantation dose (1 ·108 cm−2), required to observe single isolated

vanadium emitters, cannot change the Fermi level in the n-type layer. When a green repump

laser is applied, the electrons from the acceptor levels of V, VC and the shallow nitrogen N donor

are excited to the conduction band, leading to neutral charge states. However, when the repump

laser is stopped, free electrons in the conduction band are captured back to the defects’ acceptor

levels. As a result, V exists in both neutral and negative charge states, with the latter being

the predominant state, and the acceptor levels of the carbon vacancy (VC) are also populated.

This electron-capturing process turns V to the negative charge state, leading to the decay of the

PL intensity of the neutral V4+ centre. In principle, if the photon energy of the resonant laser

could excite electrons from the (0|-) acceptor level of V to activate the neutral charge state, then

the photoluminescence quenching may not occur. Hence, the green repump laser would not be

needed. However, from the decrease of the PL decay time with an increase of the red laser power,

as shown in Fig. 6.6(a), it is likely that the resonant laser (1278.84 nm or 0.9695 eV) cannot

efficiently excite electrons from the (0|-) level of V (at EC - 0.97 eV) to the conduction band, while

it can efficiently remove electrons from the higher-lying (0|-) and (-|2-) levels of VC (at ∼0.5 eV

and ∼0.7 eV below the conduction band, respectively). With higher power, the red laser removes

electrons from the acceptor levels of VC more efficiently, leading to a higher concentration of free

electrons in the conduction band. This, in turn, enhances the process of capturing electrons to the

acceptor level of V, leading to a higher photoluminescence quenching rate.

Hence to summarise the results we found for the experiments discussed above, the decay

of PL we see in Fig. 6.6(a) reflects the depletion of these free-electrons in the conduction band

created by the green repump laser as the excitation laser is applied. The decay we see in Fig.

6.6(b) further supports this notion. The peak PL intensity exponentially decays as the delay

time τ increases since the population of the V4+ state is decaying exponentially along with the

free-electron concentration. For sample A, electrons excited from traps to the conduction band

by resonant excitation accelerate the process of charge state conversion. Hence, we observed a

charge state lifetime for the V4+ of about 129 ± 6 ms. While by using the HPSI sample B with

mostly empty electron traps, the impact of the resonant excitation on the PL decay is weaker,

helping to stabilize the charge state. For this sample, we find a charge state lifetime that extends

to several seconds.
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6.5 Summary

As a result of our study, we gained insight into the optical properties of single vanadium de-

fects in SiC. As the first experimental evidence for spin-dependent selection rules of the optical

spectroscopy of photoluminescence, we observe surprising inhomogeneous distributions of pho-

toluminescence in the sub-GHz range, which are critical for applications in the field of telecom

quantum technology. We provide the first experimental verification of its spin-dependent selection

rules and observe surprising sub-GHz photoluminescence inhomogeneous distributions, critical

for telecom quantum technology applications. The narrowness of the inhomogeneous distribution

can be an essential element for creating remote entanglement between different emitters within

the nodes of a quantum network since perfect indistinguishability between the photons in a

quantum network is necessary for high visibility quantum interference. In addition, it also has

the potential to be useful for superradiance experiments, which also require indistinguishability.

The ultra-narrow inhomogeneous distribution was achieved by isotopically enhancing the sample,

as the isotope shift effect is responsible for the local change in emission frequencies. It is possible

to use this property to pre-select emitters with a specific configuration of nearby nuclear spins

using optical spectroscopy, which could facilitate selecting specific emitters for implementing a

quantum memory. The charge state study for sample A revealed a charge state lifetime of 129 ± 6

ms for the neutral V4+ state. While this timescale is not particularly long, it can be explained by

the Fermi level (n-type) in our sample, stabilising the negatively charged vanadium state. While

for sample B, with no trapped electrons, we were able to extend this lifetime to several seconds.

To conclude, the findings presented in this study, in combination with recent work on the

measurement of long spin coherence time (T< 2 K) [184], suggest that a vanadium centre

embedded in SiC could make an attractive candidate for quantum networking. The direct

emission at telecom O-band wavelengths, stable charge state and the demonstration of an

ultra-narrow inhomogeneous distribution enable the practical realisation of multi-V colour

centre entanglement without using complex additional hardware for conversion and tuning.

This broadening also enables efficient interfacing between multiple emitters. Additionally, the

emission of quantum signals in the telecom O-band can open up doors to wavelength-multiplexing

of the quantum signals in the O-band with classical signals in the C-band over a standard

telecom fibre. The combination of these results and the fact that there is an electronic spin in

vanadium with a long coherence time leads to the conclusion that vanadium in SiC might make

an appealing candidate for the demonstration of quantum repeaters and quantum networking

nodes for telecom wavelengths.
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7.1 Conclusion

This dissertation presents the results of experimental work about novel characterisation tools

and spin systems for spin-based quantum technology.

Chapter 4 presented the development and implementation of our adaptive protocols for the

estimation of decoherence timescales associated with a qubit. Our study showed improved perfor-

mance of the proposed protocols compared to the non-adaptive protocols. In this study, we first

focused on estimating a single noise parameter, i.e. Tχ, while calibrating the other parameters,

such as decay factor N, from measurements in the lab. We presented simulation results to

characterise the performance of these adaptive protocols vs the non-adaptive scheme: in the

case of single-shot readout (SSR), our adaptive protocols saturated the theoretical limit set by

the CRLB, while for the case of the non-SSR regime, we found a modified theoretical limit and

showed the gain of adaptive protocols over the non-adaptive one. To verify these results, we also

performed experimental measurements for three different timescales {T1,T2,and T∗
2 }. The adap-

tive protocols achieved more precise estimation at a given time in comparison to the non-adaptive

protocol for {T2,and T∗
2 }. The gain for T1 was, however, undermined due to long delay times and

few iterations of the protocol. In the final section of Chap. 4 we presented the generalisation

of our adaptive protocol to two-parameter estimation. Where we experimentally studied the

performance of adaptive protocol versus the non-adaptive scheme for the estimation of Tχ, N.

While these protocols were implemented at room temperature on a single spin associated with

the nitrogen-vacancy (NV) centre, they are generalisable and applicable to any qubit system. The

methods showcased in this study will directly lead to the enhancement of quantum relaxometry,

where the measurement of qubit decoherence derives valuable insights into environmental noise.
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An example of this is the application of single spins within nano-diamonds to assess radical levels.

This strategy leverages the fact that radicals induce magnetic noise, consequently diminishing

the T1 timescale of the sensor spin. It has been employed in diverse applications, including

the examination of particular chemical reactions [340] and the determination of radical oxygen

species concentration within living cells [275, 341].

We followed up our study of decoherence timescales with the use of adaptive learning for

frequency estimation. In Chap. 5, we presented our adaptive frequency estimation protocol. We

compared it against the other frequency estimation protocols already present in the literature,

along with a few modified new methods that we proposed in this study. We found that our

proposed method outperforms the non-adaptive as well as previously studied adaptive frequency

estimation methods. We also studied the effect of change in experimental conditions and found

that our proposed methods perform better than the non-adaptive method. The study done in this

chapter showcased how non-SSR sensors can be employed as effective instruments in adaptive

frequency estimation algorithms and establish a proof of concept for a non-SSR sensor based

on NV centre in diamond. However, the approach holds general applicability and can also be

implemented in other sensing systems as well [342].

In Chapter 6, we performed optical spectroscopy measurements to study the optical, elec-

tronics and charge state properties of implanted vanadium ions in SiC. Vanadium presents a

promising platform for quantum networking applications, with the ability to emit light directly

in the telecom O-band. This presents an opportunity to use wavelength-multiplexing on the same

standard telecom fibre to combine quantum signals in the O-band with classical signals in the

C-band. We studied an isotopically purified sample implanted with V and observed ultra-narrow

inhomogeneous broadening (∼ 100 MHz) along with the charge state that lasts more than 129

± 6 ms. By using the high-purity semi-insulating (HPSI) sample, we showed that this lifetime

can increase to several seconds. These results will enable entanglement among multiple V colour

centres and eliminate the need for intricate wavelength conversion and tuning equipment.

7.2 Outlook

While I have had the opportunity to gain knowledge and expertise in the field of adaptive

sensing and spin-based quantum technology, there are many ideas that my PhD study has not

encompassed and are yet to be explored.

7.2.1 Adaptive learning prospects

In terms of adaptive learning, in the final section (Sec. 4.6) of chapter 4, we present preliminary

experimental results for the simultaneous estimation of T∗
2 and N at R = 105. The next short-

term goal will be to perform these measurements for different repetitions R (contrast values)

to analyse the gain of the adaptive scheme for different experimental conditions. The use of
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adaptive multi-parameter estimation schemes will provide a more comprehensive picture of each

spin qubit, making these techniques more general for future implementation.

As a mid-term term goal, although the adaptive schemes we have discussed in this thesis

have provided gain over the standard non-adaptive measurement techniques, the experimental

uncertainties, such as a fluctuation of counts and stability of the setup, severely limit their

benefits. Hence as a next step, it will be helpful to include these errors as part of the learning

process. The idea of incorporating information from a system has been applied for quantum

sensing [213], where information about photon arrival times is incorporated to achieve a more

sensitive measurement. Similar studies have been done, which include noise for approximate

Bayesian computation of a dynamical system [343, 344]. Hence Bayesian inference schemes with

the incorporation of system noise will lead to a more efficient estimation in future.

Another challenge that we need to address is that the complexity of the problem scales with

an increase in the number of parameters to be estimated. We saw in Chap. 4, as we went from

single parameter to two-parameter estimation, the equation (see Eqn. 4.27) to be maximised

became quite complex. Maximising such an equation in each measurement iteration would be

too computationally intensive. Additionally, if one wants to estimate more than two parameters,

it will become even more complex and intensive. Hence a better method for multi-parameter

estimation was recently proposed by Fiderer et al. [345]. In their paper, they make use of a

reinforcement learning technique to devise efficient experiment-design heuristics in Bayesian

quantum estimation. This scheme results in a significant improvement over the previously

developed slow algorithms [208, 346]. Particularly, some of the key features of this approach are

(a) its versatility in adapting to various types of estimation problems, (b) its utilization of a neural

network as a broad ansatz for the experiment-design heuristic, and (c) the ability to achieve global

optimization by finding heuristics that are optimal for all upcoming experiments, as opposed to

local strategies that merely optimize the next experiment. However, these studies still depend on

either a complete understanding of the system’s quantum state or the explicit likelihood function

that characterizes the system’s output probabilities. Hence a more robust method that can answer

both of our original problems, namely the incorporation of noise and handling the complexity

of the estimation problem with an increase in the number of parameters, can be addressed by

a more recent study by Cimini et al. [347]. They propose a method extending and combining

the power of the two machine learning algorithms discussed in [345] and [348]. Their approach

employs deep-learning-based methods and does not require any prior knowledge of the system

to execute practical Bayesian quantum metrology estimation proficiently. Implementing such a

scheme for quantum sensing can help to include the system’s imperfections, and being model-free

will help scale up the multi-parameter estimation problem.

As a long-term goal for this adaptive learning work, I believe an artificial intelligence-based

Nano-MRI method holds great promise. As discussed in Chap. 1, a lot of effort is being spent

on using solid-state spin-based sensors for detecting and imaging nearby nuclear and electron
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spins with unprecedented resolutions [57, 58]. Such experiments usually involve gathering huge

amounts of data and post-processing with manual efforts. Although studies in this domain using

machine learning have shown a potential to outperform manual human input [349]. Achieving

the ability to image larger and more intricate systems requires the development of machine

learning techniques that are both optimal in data acquisition and data analysis. The goal is to

extract meaningful information from complex and noisy spectra, which is not possible by humans

using standard techniques. Additionally, machine learning methods can not only be used to

choose optimal measurements to be performed but may also predict new spectroscopy techniques,

which will help to achieve an even more detailed study of complex systems.

With these fascinating prospects yet to be achieved, I believe there are exciting times ahead,

and the future holds great promise for machine learning-based estimation techniques across the

board.

7.2.2 SiC-based quantum technologies

A technical goal for future studies in the project is to answer an open question about the linewidth

of the optical transitions observed during the experiments presented in Chap. 6. In contrast to a

predicted lifetime limit of less than 1 MHz at the lowest excitation power, we observe a linewidth

of ∼ 600 MHz. The presence of eight hyperfine lines due to an interaction with I = 7/2 51 V nuclear

spin results in electronic and optical transition being broadened with respect to the lifetime

limit, with the hyperfine splitting on the order of 200 MHz. Including the hyperfine transitions,

however, would result in a set of multiple separate lines with MHz-linewidth allowing direct

access to the nuclear spin through optical means. Although power broadening may have limited

our results discussed in Chap. 6, we could not reduce the optical power any further, as this leads

to a poor signal-to-noise ratio due to the low emission rate of a single vanadium centre. An idea

about addressing this issue in future is either to embed the emitter in a photonic structure such

as a solid immersion lens (SIL) [350] or to build a nanopillar to enhance collection efficiency. It

should also be noted that temperature can also affect linewidth through the process of phonon-

assisted dephasing. We cannot fully assess the impact of phonon dephasing in our system because

we are limited to experiments at about 4 K. Additional measurements at lower temperatures

will be required to assess this phenomenon fully. There is also the possibility that the spectral

diffusion caused by fluctuating electric fields associated with charge traps near the vanadium

emitters could play a role in the phenomenon. The implantation process is quite aggressive for

heavier atomic species such as vanadium. Hence, despite the sample being annealed at a very

high-temperature post-implantation, it is possible that the crystal lattice of the SiC has not

been fully repaired. For future experiments, it may be possible to assess and even address the

contribution of this factor by embedding the vanadium centres into a p-i-n diode structure. By

applying a large electric field, we can empty all the charge traps in the structure, which will lead

to a stabilised local electromagnetic environment [166]. This has been shown to strongly reduce
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spectral diffusion, resulting in coherent optical transitions and stable spin-photon interfaces

[132, 351].

Moreover, in future, emissions from vanadium can be enhanced by using a resonant photonic

structure. Recent studies involving rare-earth ions have shown that Purcell factors of more than

500 could be achieved by using photonic crystals [302] or open microcavity [352] architectures.

Since the spin-photon interface is built on a circularly-polarised optical transition, preserving

the polarisation degeneracy of the cavity modes is important. This will require controlling the

birefringence and shape in the case of open cavities or control over the symmetry of the geometry

for photonic crystals [353]. Since vanadium centres host a 51V nuclear spin with hyperfine

interaction on the order of 200 MHz, it can provide a fast quantum memory. A study has proposed

protocols to polarise these nuclear spin [322].

A long-term goal will include demonstrating a quantum network based on colour centres

in SiC photonics. To this end, the integration of defects into photonic structures holds the key.

Such integration of spin defects can enhance their interaction with identical photons, thereby

facilitating the effective entanglement of distant defects. Although significant advancements have

been made in the development of the cavity-defect node, there still exists a substantial disparity

in performance between integrated quantum photonics and their classical counterparts [354]. In

this regard, SiC-on-insulator demonstrates exceptional suitability in closing the gap between

classical and quantum photonics [355–357]. Furthermore, it shows great potential for realizing a

quantum photonic processor based on defects, which would incorporate fully-integrated high Q/V

photonic crystal cavities, integrated detectors and rapid cryogenic optical modulators [354].

Additionally, photonics inverse design [358] is a promising device engineering technique that

is likely to impact the advancement of scalable quantum photonic circuits significantly. Especially

for complex systems, inverse design presents a unique approach for accomplishing intricate tasks

by enabling targeted optimization across multiple metrics, which includes enhancing robustness

to fabrication imperfections (thereby boosting yield) and overcoming fabrication constraints [359].

In the future, integrated spin-based photonic structures hold great promise for scalable quantum

communication platforms and SiC with successful demonstrations of integration of emitters into

semiconductor junctions on a wafer-scale [166], utilization of isotope engineering for nuclear

spin registers [360], creation of a SiC-on-Insulator material suitable for quantum applications

[357, 361], and production of indistinguishable single photon emission [361] shows great potential

in the years to come.
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A.1 Smallest incremental step size calculation

To measure the smallest incremental step size, we used Fig. 3.5 to extract that 0.14 V = 5um or
0.028V= 1um. The Labjack we used to control the Glavos mirror has an instrumental resolution
of = 20Vptp(−10V to10V )

216 = 0.00030517578 V= 10.89 nm. In comparison, the Galvo system has a
repeatability of 0.0008° (14 µrad or about 14 nm). To extract the smallest incremental step, we
divided the optimal scan step voltage of 0.00042V by 0.028 V (1 µm), giving us the minimum
incremental step of ∼ 15 nm. The choice of optimal scan step was based on looking at the line
profile across the checkerboard and seeing at what point we start seeing multiple y data points
at the same level for different values of applied voltage (see Fig. A.1).

FIGURE A.1. Line profile across the checkerboard scan. Zoomed in image of the profile shows the
presence of multiple y data points at the same level for two different values of voltage (x-axis).
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A.2 Code for ADwin

Here I will describe the case-by-case programming of the ADwin. ADwin code for adaptive

measurements is divided into 8 cases, each describing one particular microcontroller function.

case 0: Update DIO parameters and values for the next run.

Figure A.2: Case 0, where the parameter for the current estimation run is chosen, and this value
is set on the DIO ports.

case 1: Check if resampling is needed.

Figure A.3: Case 1, Where the protocol checks if the re-sampling is needed

case 2: Activate the Counter and trigger the AWG.
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Figure A.4: Case 2, Where the protocol opens up the counter channels for the ADwin and triggers
the AWG.

case 3: Wait for AWG to complete its sequence.

Figure A.5: Case 3, where the protocol waits for the AWG to finish its sequence run.

case 4: Stop counters, read out results and assign values to Data arrays.

Figure A.6: Case 4, where the protocol, after receiving the trigger from AWG signalling the
measurement has finished, stops the counters and readouts the value on each of them. Based on
the choice of adaptive scheme decided, it either goes to Bayesian updating via majority voting
(case 5) or binomial distribution (case 6).
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case 5: Bayesian update based on majority.

Figure A.7: Case 5, where the protocol performs a Bayesian updating via majority voting for a
binary outcome. This case was used only in the experiments discussed in Chap. 5.

case 6: Bayesian update based on the averaged readout.

Figure A.8: Case 6, where the protocol performs a Bayesian updating based on the averaged
readout. This case was used for the experiments discussed in both Chap. 4 and Chap. 5.

case 7: Normalisation, data extraction and incrementation of an epoch.
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Figure A.9: Case 7, where the protocol normalises the updated probability distribution and
extracts the optimal parameter for the next measurement cycle.

case 100: Resampling procedure

Figure A.10: Case 100, where the protocol estimates the variance of the current probability
distribution and re-generates x-values to represent the probability distribution.

A.3 Code for High definition arbitrary waveform generator
(HDAWG)

Here is the code we use to make pulses for T1 relaxometry with HDAWG based on feedback from

the ADwin.

{{
//This sequence is for adaptive T1 relaxometry.

// Constants/variables for the sequence
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const ClockCycle = 3.3333e-9; //Time length of one clock cycle -wait command
const SeqCycle = 1/2.4e9;//One cycle in the sequence , limited by sampling

rate

//1 = 1st channel , 2 = 2nd channel , 4 = 3rd channel , 8 = 4th channel

const TTagger_trigger_cycles = 30;
const AOM_channel = 0b0001; // TTL channel for laser pulsing
const sig_channel = 0b0100; // TTL for the signal from marker of channel 3
const nor_channel = 0b1100; // TTL for the normalisation from marker of

channel 4
const I_channel = 1; //I and Q microwave channels -- these need to be 1 and

2 for amplitude/
const Q_channel = 2; // phase control using the command table version Red

1.0.
const IQ_factor= 1; // to compensate for differnce in heights in outputs of

IQ channels
const IQ_phase_correction =-1; // to compensate for the difference in phase

of the IQ channels
const AWG_done_pin = 24; // Pin in DIO to toggle AWG finished
const AWG_ready_pin = 25; // Pin to signal HDAWG ready
const ADwin_pin_pi = 4;
const ADwin_para = 8;
//var ADwin_pin_start = 0;

const rect_duration = {pulse_duration }; // Duration of rectangular pulse in
seconds

const rect_amp = 1; // Amplitude of rectangular pulse
const n_pulses = {n_pulses }; // Number of iterations of the sequence loop

before exiting
const wait_between_sequences = 50e-6; //Wait time in -between sequences , in

seconds
const pulse_delay = {pulse_delay }; //Wait time (delay) between pulses , in s
const wait_after_pulse = 600e-9; //Delay between laser pulse and microwave

pulse , in s
const sig_gate_length= {sig_gate_length }; // Gate length for signal in

seconds
const nor_gate_length= {norm_gate_length }; // Gate length for normalisation

in seconds
const sig_buffer = {sig_buffer }; // Buffer at the start of the aom pulse

before the signal gating
const nor_buffer = {norm_buffer }; // Buffer at the end of the aom pulse

after the normalisation gate
const scaling_factor = {scaling_factor }; // scaling factor -- in T1 , applies

to delays and is in units of samples , i.e. 16 == 6.667 ns per step in
DIO
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const mw_amp = {mw_amplitude }/100; // Initial amplitude of microwave pulse ,
in %

const mw_pi_duration = {mw_pulse_duration }; // Length of microwave pi pulse

// Calculations

const Cycles_rect = rect_duration/ClockCycle; // Number of clock cycles for
rectangular pulse

const Cycles_sequence_wait = wait_between_sequences/ClockCycle; // Wait
between sets of sequences

const Samples_rect = rect_duration/SeqCycle; // Number of samples in the
rectangular pulse

const Samples_pulse_delay = pulse_delay/SeqCycle; // Convert delay into units
of samples

const Samples_wait_after_pulse = wait_after_pulse/SeqCycle; // Wait after
optical pulse before microwave pulse

const Cycles_sig_gate_length = sig_gate_length/ClockCycle; // Signal gate
const Cycles_nor_gate_length = nor_gate_length/ClockCycle; // Norm gate
const Cycles_sig_buffer= sig_buffer/ClockCycle; // signal buffer
const Cycles_nor_buffer= nor_buffer/ClockCycle; // norm buffer
const Cycles_wait_after_pulse = wait_after_pulse/ClockCycle; // wait between

laser pulse and mw
const Samples_mw_pi = mw_pi_duration/SeqCycle; // Number of samples in

microwave pulse

// Generate possible waveforms

// wave w_rect = 1*rect(Samples_rect , rect_amp);
wave w_mw_pi = 1*rect(Samples_mw_pi , mw_amp); // this changes the length of

the mw pi pulse - pad it below

// Create padded microwave waveform
const padding = Samples_mw_pi % 32;
wave w_pad_l = 1*rect(round(padding /2) ,0);
wave w_pad_r = 1*rect(padding -round(padding /2) ,0);
wave w_mw_pi_padded = join(w_pad_l ,w_mw_pi ,w_pad_r);

do{{
// Waiting for the ADwin to be ready , AWG is ready at this point
setDIO(1<<AWG_ready_pin);

resetOscPhase ();
setSinePhase (0, 0);
setSinePhase (1, 90 + IQ_phase_correction);
wait (30);

waitDIOTrigger ();
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var dio = getDIO ();

// get the value of the rabi length (parameter we are trying to sweep with
ADwin)

var pi_switch = (dio >>4) & 0b01;
wait (10);
var t1_delay = (dio >>ADwin_para) & 0xFF;

// Programming the sequence

setTrigger(AOM_channel);
wait(Cycles_rect);
setTrigger (0);

repeat(n_pulses)
{{
if(pi_switch ==0) {{

playZero(t1_delay*scaling_factor+Samples_wait_after_pulse);
waitWave ();
}}

else{{
playZero(Samples_wait_after_pulse);
resetOscPhase (); // added to make sure every pulse start with same

phase each time
setSinePhase (0, 0);
setSinePhase (1, 90 + IQ_phase_correction);
playWave(I_channel , w_mw_pi_padded , Q_channel , w_mw_pi_padded*

IQ_factor);
playZero(t1_delay*scaling_factor+round(Samples_wait_after_pulse /10))

;
waitWave ();
}}

setTrigger(AOM_channel);
wait(Cycles_sig_buffer);
// Triggers
setTrigger(AOM_channel+sig_channel);
wait(Cycles_sig_gate_length);
setTrigger(AOM_channel);
wait(Cycles_rect -Cycles_sig_buffer -Cycles_sig_gate_length -

Cycles_nor_gate_length -Cycles_nor_buffer);
setTrigger(AOM_channel+nor_channel);
wait(Cycles_nor_gate_length);
setTrigger(AOM_channel);
wait(Cycles_nor_buffer);
setTrigger (0);

}}
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//Send DIO finished to ADwin
setDIO(1<<AWG_done_pin);
wait(Cycles_sequence_wait);
}} while (1);
}}

A.4 Use of HDAWG and ADwin for adaptive experiments

To interface the adaptive electronics with each other, we wrote a Python wrapper for both HDAWG

and ADwin. Here in this section, we will give a snippet of code used to initialise these devices and

perform a simple adaptive T1 measurement (for example of a code, see Appx. A.3). Communication

between the two devices exploits the 32-bit DIO ports available on both ADwin and HDAWG. The

first 16 bits are reserved for back-and-forth communication about the readiness of each device,

while the next 16 bits are used to pass the adaptively-optimised experimental settings.

Figure A.11: Snippet of the code to initialise HDAWG via Python.

Figure A.12: Snippet of the code to initialise ADwin via Python wrapper that we wrote.

A.5 Fisher information calculation for single parameter
estimation

This section gives the mathematical derivation of the Fisher information for the case of single

parameter estimation (Tχ). Beginning from Eqn. 2.3 in the main text, we can find the Fisher
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Figure A.13: Snippet of the code to upload file to ADwin and HDAWG. Filename contains
the address to the ADwin file for a specific measurement run. While the awg_program contains
the code to be uploaded to HDAWG.
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similar steps can be taken to find the solution for spin state |1〉.
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solving this will lead to the following general equation for the Fisher information of a two-level
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This results in the final general solution given in Eqn. 4.4.

A.6 FIM matrix calculations

This section describes the mathematical steps performed to calculate the FIM matrix for the case

of multiparameter estimation (N, Tχ) discussed in Sec. 4.6. FIM00 has been derived in the section

above (see Apx. A.5). Here I will only derive FIM10, and FIM11 as FIM10 = FIM01.
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similarly we can find that:

(A.17)
∂2

∂N∂Tχ
log p(1|Tχ, N)= ∂2

∂N ∂Tχ

log

1− e−
(
τ

Tχ

)N

2


= ∂

∂Tχ

 ∂

∂N
log

1− e−
(
τ

Tχ

)N

2




(A.18) = ∂

∂Tχ

 e−
(
τ

Tχ

)N (
τ

Tχ

)N
log

(
τ

Tχ

)
1− e−

(
τ

Tχ

)N


154



A.6. FIM MATRIX CALCULATIONS

(A.19)

=
−Ne

− τN

TN
χ τN TN

χ log
(
τ

Tχ

)
− e

− τN

TN
χ τN TN

χ +Ne
− 2τN

TN
χ τN TN

χ log
(
τ

Tχ

)
+ e

− 2τN

TN
χ τN TN

χ +Ne
− τN

TN
χ τ2N log

(
τ

Tχ

)
T2N+1
χ

(
1− e−

(
τ

Tχ

)N )2

substituting Eqn. A.19 and Eqn. A.16 into Eqn. A.13, and simplifying it we get the final solution
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Following the similar approach we can find the value for FIM11 as:
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While
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Substituting the above two results in Equ. A.22, we get:
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The other two terms of the FIM matrix are:
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A.6.1 FIM entries for two consecutive sensing times

This subsection gives the entries of Fisher information matrix (FIM) for the case of two parameter

(N, Tχ) estimation. As described in the main text when we choose single sensing time τ, the

determinent of the matrix is 0, hence we modified out adaptive strategy to take two consecutive

sensing time τ1 and τ2. This section provides the element of FIM for that. These entries have

been calculated following the same method as done for the single sensing time τ above (see Apx.

A.6). The entries we found for the FIM were:
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A.7 Optimal phase calculation

In this section, we drive the optimal phase for the adaptive frequency estimation. We begin by

defining a likelihood model L expressing the probability of a frequency fB for a given phase φ.

(A.34) L( fB,φ)=α[1+V cos(2π fBτ−φ)]

With the corresponding derivative given as:

(A.35) L′( fB,φ)= ∂

∂ fB
L( fB,φ)=−2αVπτsin(2π fBτ−φ)

Using the binomial probability distribution, given as:

(A.36) P( f |r)=
(

R
r

)
Pd(1| f )r[1−Pd(1| f )]R−r

We can write the mean and variance as:

(A.37) µr = E[r| fB]= R.L( fB,φ)

(A.38) σ2
r = E

[
(r−µr)2| fB

]= R.L( fB,φ)[1−L( fB,φ)]
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for ∆<< 1, we can approximate L( fB,φ) = r
R +∆. Using we can write the variance as:
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for simplicity we have replaced we have replaced L( fB,φ) = L. For σ2
r ≥ 0: it can be shown that

L( fB,φ)+ r2

R2 −2 r
R L( fB,φ) ≥ L2( fB,φ)+ r2

R2 −2 r
R L( fB,φ) ≥ 0.

Taking the logarithm of the model (likelihood function), we get:

(A.40) K(r, fB)≡ logP(r| fB)= log

(
R
r

)
+ rlogL( fB,φ)+ (R− r)log(1−L( fB,φ))

Taking the partial derivative of Eqn. A.40 with respect to fB, we get:
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Using Eqn. A.41 we can now calculate the Fisher information below:
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rewriting the above equation in a more compact form, we get the following:

(A.43) I( fB)= C
sin2(2π fBτ−φ)

A+Bcos(2π fBτ−φ)

Where A, B and C are given as:

(A.44) A = r2

R2 +
(
1−2

r
R

)
α

(A.45) B =
(
1−2

r
R

)
αV

158



A.7. OPTIMAL PHASE CALCULATION

(A.46) C = 4Rα2V 2π2τ2

Using Eqn. A.43, we can maximise it to get the optimal phase φ as:
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(A.48)
∂

∂φ

(
C

sin2(2π fBτ−φ)
A+Bcos(2π fBτ−φ)

)
= 0

(A.49)

C
d
dx

(
sin2 (

2π fBτ−φ
))(

A+Bcos
(
2π fBτ−φ

))− d
dx

(
A+Bcos

(
2π fBτ−φ

))
sin2 (

2π fBτ−φ
)(

A+Bcos
(
2π fBτ−φ

))2 = 0

(A.50) = C

(−sin
(
2

(
2π fBτ−φ

)))(
A+Bcos

(
2π fBτ−φ

))−Bsin
(
2π fBτ−φ

)
sin2 (

2π fBτ−φ
)(

A+Bcos
(
2π fBτ−φ

))2

(A.51) = C
(−sin

(
2

(
2π fBτ−φ

))(
A+Bcos

(
2π fBτ−φ

))−Bsin3 (
2π fBτ−φ

))(
A+Bcos

(
2π fBτ−φ

))2

(A.52) = C · (Bsin3 (
φ−2π fBτ

)+2cos
(
φ−2π fBτ

)(
Bcos

(
φ−2π fBτ

)+ A
)
sin

(
φ−2π fBτ

))(
A+Bcos

(
2π fBτ−φ

))2

simplifying the above equation, we get:

(A.53)
C · (cos

(
φ−2π fBτ

)(
Bcos

(
φ−2π fBτ

)+2A
)+B

)
sin

(
φ−2π fBτ

)(
A+Bcos

(
2π fBτ−φ

))2 = 0

Where this Eqn. A.53 has two solutions. First one is for φ= 2π fBτ, while the second solution

is:

(A.54) Bcos2(2π fBτ−φ)+2Acos(2π fBτ−φ)+B = 0

hence by defining z = cos(2π fBτ−φ), we can find that :

(A.55) z = −A+
p

A2 −B2

B
→ cos(2π fBτ−φ)=

p
A2 −B2 − A

B
Leading to a final optimal value of phase as Eqn. 5.7, mentioned in the main text.

(A.56) φopt = 2π f̂Bτ−arccos

(p
A2 −B2 − A

B

)
where f̂B = E[ fB].
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A.8 Inhomogeneous distribution calculation

This section discusses the statistical analyse]s done to give quantitative results about the

inhomogeneous broadening in our isotropically purified (sample A) and standard (sample B)

samples. For sample A, we chose four different regions (one shown here) of the sample and took a

series of PL maps at different detunings (see, for example, Fig. A.14). An automated detection

was done to find out the spot’s comparable to the size of the diffraction limit. The total counts

were integrated for each spot and plotted as a function of detuning (see, for example, Fig. A.15).

Fitting the peaks in these plots for four different regions, we analyse more than 150 vanadium

defects in sample A and plot the distribution of inhomogenous broadening in Fig. 6.4(c) in Chap.

6.

-4.098 GHz -4.005 GHz -3.725 GHz -3.431 GHz -3.104 GHz -2.802 GHz -2.487 GHz

-2.177 GHz -1.900 GHz -1.590 GHz -1.269 GHz -0.952 GHz -0.659 GHz -0.358 GHz

-0.283 GHz 0.295 GHz 0.678 GHz 1.038 GHz 1.400 GHz 1.786 GHz 2.170 GHz

2.573 GHz 2.929 GHz 3.260 GHz 3.618 GHz

0

100

200

FIGURE A.14. Series of PLE maps in region A of sample A. An illustration of photolumines-
cence maps with different laser detunings.

A similar analysis was done for sample B. In this sample, we analysed more than 300 PL

spots. Here I show one such PLE map taken in that sample across an excitation frequency of -4.3

to +1.4 GHz as shown in Fig. A.16. The corresponding spectra of automatically detected spots in

these PLE maps are shown in Fig. A.17.
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4

FIGURE A.15. Series of PLE spectra in region A of sample A. Spectra of the 33 spots in Fig
A.14 fitted with Gaussian function. In each subplot, the x-axis represents the frequency of the
excitation in GHz, while the y-axis represents the total detected counts.
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-4.295 GHz -4.190 GHz -4.138 GHz -4.020 GHz -3.966 GHz

-3.789 GHz -3.097 GHz -2.746 GHz -2.497 GHz -2.342 GHz

-2.153 GHz -2.024 GHz -1.919 GHz -1.753 GHz -1.575 GHz

-1.435 GHz -1.314 GHz -1.258 GHz -1.066 GHz -0.848 GHz

-0.655 GHz -0.539 GHz -0.535 GHz -0.333 GHz -0.193 GHz

0.528 GHz 0.529 GHz 0.785 GHz 1.063 GHz 1.398 GHz

100
200
300

1
0

m�

FIGURE A.16. Series of PLE maps in sample B with a natural abundance of isotopes. An
illustration of photoluminescence maps with different laser detunings.
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FIGURE A.17. Series of PLE spectra in sample B with a natural abundance of isotopes.
Spectra of the PL spots in Fig A.16 fitted with Gaussian function. In each subplot, the x-axis
represents the frequency of the excitation in GHz, while the y-axis represents the total detected
counts.
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Hassan, N. T. Son, J. Vučković, et al., “Vibronic states and their effect on the temperature

and strain dependence of silicon-vacancy qubits in 4H-SiC,” Physical Review Applied,

vol. 13, no. 5, p. 054017, 2020.

[155] D. Simin, H. Kraus, A. Sperlich, T. Ohshima, G. Astakhov, and V. Dyakonov, “Locking of

electron spin coherence above 20 ms in natural silicon carbide,” Physical Review B,

vol. 95, no. 16, p. 161201, 2017.

[156] M. Widmann, S.-Y. Lee, T. Rendler, N. T. Son, H. Fedder, S. Paik, L.-P. Yang, N. Zhao,

S. Yang, I. Booker, et al., “Coherent control of single spins in silicon carbide at room

temperature,” Nature Materials, vol. 14, no. 2, pp. 164–168, 2015.

178

https://iopscience.iop.org/article/10.1088/0022-3727/40/20/S17/meta
https://www.nature.com/articles/s41566-018-0232-2
https://www.nature.com/articles/s41566-018-0232-2
https://www.nature.com/articles/srep37077
https://www.nature.com/articles/srep37077
https://www.nature.com/articles/ncomms8783
https://www.nature.com/articles/srep01637
https://www.nature.com/articles/srep01637
https://pubs.acs.org/doi/full/10.1021/acsphotonics.8b00375
https://pubs.acs.org/doi/full/10.1021/acsphotonics.8b00375
https://onlinelibrary.wiley.com/doi/full/10.1002/adom.201300246
https://onlinelibrary.wiley.com/doi/full/10.1002/adom.201300246
https://journals.aps.org/prb/abstract/10.1103/PhysRevB.66.235202
https://journals.aps.org/prb/abstract/10.1103/PhysRevB.66.235202
https://journals.aps.org/prapplied/abstract/10.1103/PhysRevApplied.13.054017
https://journals.aps.org/prapplied/abstract/10.1103/PhysRevApplied.13.054017
https://journals.aps.org/prb/abstract/10.1103/PhysRevB.95.161201
https://journals.aps.org/prb/abstract/10.1103/PhysRevB.95.161201
https://www.nature.com/articles/nmat4145
https://www.nature.com/articles/nmat4145


BIBLIOGRAPHY

[157] R. Nagy, M. Niethammer, M. Widmann, Y.-C. Chen, P. Udvarhelyi, C. Bonato, J. U. Hassan,

R. Karhu, I. G. Ivanov, N. T. Son, et al., “High-fidelity spin and optical control of single

silicon-vacancy centres in silicon carbide,” Nature Communications, vol. 10, no. 1,

pp. 1–8, 2019.

[158] S. Majety, P. Saha, V. A. Norman, and M. Radulaski, “Quantum information processing

with integrated silicon carbide photonics,” Journal of Applied Physics, vol. 131, no. 13,

p. 130901, 2022.

[159] S. Castelletto and A. Boretti, “Silicon carbide color centers for quantum applications,”

Journal of Physics: Photonics, vol. 2, no. 2, p. 022001, 2020.

[160] C. Babin, R. Stöhr, N. Morioka, T. Linkewitz, T. Steidl, R. Wörnle, D. Liu, E. Hesselmeier,

V. Vorobyov, A. Denisenko, et al., “Fabrication and nanophotonic waveguide integra-

tion of silicon carbide colour centres with preserved spin-optical coherence,” Nature

Materials, vol. 21, no. 1, pp. 67–73, 2022.

[161] N. Son, P. Carlsson, J. Ul Hassan, E. Janzén, T. Umeda, J. Isoya, A. Gali, M. Bockstedte,

N. Morishita, T. Ohshima, et al., “Divacancy in 4h-SiC,” Physical Review Letters, vol. 96,

no. 5, p. 055501, 2006.

[162] W. F. Koehl, B. B. Buckley, F. J. Heremans, G. Calusine, and D. D. Awschalom, “Room

temperature coherent control of defect spin qubits in silicon carbide,” Nature, vol. 479,

no. 7371, pp. 84–87, 2011.

[163] D. J. Christle, P. V. Klimov, C. F. de las Casas, K. Szász, V. Ivády, V. Jokubavicius, J. Ul Has-

san, M. Syväjärvi, W. F. Koehl, T. Ohshima, N. T. Son, E. Janzén, A. Gali, and D. D.

Awschalom, “Isolated spin qubits in SiC with a high-fidelity infrared spin-to-photon

interface,” Physical Review X, vol. 7, no. 2, p. 021046, 2017.

[164] C. P. Anderson, E. O. Glen, C. Zeledon, A. Bourassa, Y. Jin, Y. Zhu, C. Vorwerk, A. L. Crook,

H. Abe, J. Ul-Hassan, et al., “Five-second coherence of a single spin with single-shot

readout in silicon carbide,” Science Advances, vol. 8, no. 5, p. eabm5912, 2022.

[165] D. J. Christle, A. L. Falk, P. Andrich, P. V. Klimov, J. U. Hassan, N. T. Son, E. Janzén,

T. Ohshima, and D. D. Awschalom, “Isolated electron spins in silicon carbide with

millisecond coherence times,” Nature Materials, vol. 14, no. 2, pp. 160–163, 2015.

[166] C. P. Anderson, A. Bourassa, K. C. Miao, G. Wolfowicz, P. J. Mintun, A. L. Crook, H. Abe,

J. Ul Hassan, N. T. Son, T. Ohshima, and D. D. Awschalom, “Electrical and optical

control of single spins integrated in scalable semiconductor devices,” Science, vol. 366,

pp. 1225–1230, Dec. 2019.

179

https://www.nature.com/articles/s41467-019-09873-9
https://www.nature.com/articles/s41467-019-09873-9
https://pubs.aip.org/aip/jap/article/131/13/130901/2836629/Quantum-information-processing-with-integrated
https://pubs.aip.org/aip/jap/article/131/13/130901/2836629/Quantum-information-processing-with-integrated
https://iopscience.iop.org/article/10.1088/2515-7647/ab77a2/pdf
https://www.nature.com/articles/s41563-021-01148-3
https://www.nature.com/articles/s41563-021-01148-3
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.96.055501
https://www.nature.com/articles/nature10562
https://www.nature.com/articles/nature10562
https://link.aps.org/doi/10.1103/PhysRevX.7.021046
https://link.aps.org/doi/10.1103/PhysRevX.7.021046
https://www.science.org/doi/full/10.1126/sciadv.abm5912
https://www.science.org/doi/full/10.1126/sciadv.abm5912
https://www.nature.com/articles/nmat4144
https://www.nature.com/articles/nmat4144
https://www.science.org/doi/10.1126/science.aax9406
https://www.science.org/doi/10.1126/science.aax9406


BIBLIOGRAPHY

[167] A. Bourassa, Control of Spin Qubits in a Classical Electronics Material.

PhD thesis, The University of Chicago, 2021.

[168] B. Magnusson, N. T. Son, A. Csóré, A. Gällström, T. Ohshima, A. Gali, and I. G. Ivanov,

“Excitation properties of the divacancy in 4H-SiC,” Physical Review B, vol. 98, no. 19,

p. 195202, 2018.

[169] A. L. Falk, B. B. Buckley, G. Calusine, W. F. Koehl, V. V. Dobrovitski, A. Politi, C. A. Zorman,

P. X.-L. Feng, and D. D. Awschalom, “Polytype control of spin qubits in silicon carbide,”

Nature Communications, vol. 4, no. 1, p. 1819, 2013.

[170] J. Davidsson, V. Ivády, R. Armiento, T. Ohshima, N. Son, A. Gali, and I. A. Abrikosov,

“Identification of divacancy and silicon vacancy qubits in 6H-SiC,” Applied Physics

Letters, vol. 114, no. 11, p. 112107, 2019.

[171] H. Singh, A. N. Anisimov, P. G. Baranov, and D. Suter, “Identification of different silicon

vacancy centers in 6H-SiC,” arXiv preprint arXiv:2212.10256, 2022.

[172] T. Bosma, G. J. Lof, C. M. Gilardoni, O. V. Zwier, F. Hendriks, B. Magnusson, A. Ellison,

A. Gällström, I. G. Ivanov, N. Son, et al., “Identification and tunable optical coherent

control of transition-metal spins in silicon carbide,” npj Quantum Information, vol. 4,

no. 1, pp. 1–7, 2018.

[173] L. Spindlberger, A. Csóré, G. Thiering, S. Putz, R. Karhu, J. U. Hassan, N. Son, T. Fromherz,

A. Gali, and M. Trupke, “Optical properties of vanadium in 4H silicon carbide for

quantum technology,” Physical Review Applied, vol. 12, no. 1, p. 014015, 2019.

[174] M. Bickermann, D. Hofmann, T. L. Straubinger, R. Weingartner, and A. Winnacker, “On

the preparation of vanadium-doped semi-insulating SiC bulk crystals,” in Materials

Science Forum, vol. 389, pp. 139–142, Transtec Publications; 1999, 2002.

[175] J. Schneider, H. Müller, K. Maier, W. Wilkening, F. Fuchs, A. Dörnen, S. Leibenzeder,

and R. Stein, “Infrared spectra and electron spin resonance of vanadium deep level

impurities in silicon carbide,” Applied Physics Letters, vol. 56, no. 12, pp. 1184–1186,

1990.

[176] M. Rejhon, M. Brynza, R. Grill, E. Belas, and J. Kunc, “Investigation of deep levels in

semi-insulating vanadium-doped 4H-SiC by photocurrent spectroscopy,” Physics Letters

A, vol. 405, p. 127433, 2021.

[177] J. Elzerman, R. Hanson, L. Willems van Beveren, B. Witkamp, L. Vandersypen, and L. P.

Kouwenhoven, “Single-shot read-out of an individual electron spin in a quantum dot,”

Nature, vol. 430, no. 6998, pp. 431–435, 2004.

180

https://www.proquest.com/docview/2510292858?pq-origsite=gscholar&fromopenview=true
https://journals.aps.org/prb/abstract/10.1103/PhysRevB.98.195202
https://www.nature.com/articles/ncomms2854
https://pubs.aip.org/aip/apl/article/114/11/112107/36706
https://arxiv.org/pdf/2212.10256.pdf
https://arxiv.org/pdf/2212.10256.pdf
https://www.nature.com/articles/s41534-018-0097-8
https://www.nature.com/articles/s41534-018-0097-8
https://journals.aps.org/prapplied/abstract/10.1103/PhysRevApplied.12.014015
https://journals.aps.org/prapplied/abstract/10.1103/PhysRevApplied.12.014015
https://www.scientific.net/MSF.389-393.139
https://www.scientific.net/MSF.389-393.139
https://pubs.aip.org/aip/apl/article/56/12/1184/56875/Infrared-spectra-and-electron-spin-resonance-of
https://pubs.aip.org/aip/apl/article/56/12/1184/56875/Infrared-spectra-and-electron-spin-resonance-of
https://www.sciencedirect.com/science/article/pii/S0375960121002978
https://www.sciencedirect.com/science/article/pii/S0375960121002978
https://www.nature.com/articles/nature02693


BIBLIOGRAPHY

[178] M. Pfender, N. Aslam, P. Simon, D. Antonov, G. Thiering, S. Burk, F. Fávaro de Oliveira,

A. Denisenko, H. Fedder, J. Meijer, et al., “Protecting a diamond quantum memory by

charge state control,” Nano Letters, vol. 17, no. 10, pp. 5931–5937, 2017.

[179] A. Barbiero, J. Huwer, J. Skiba-Szymanska, D. J. Ellis, R. M. Stevenson, T. MuÃàller,

G. Shooter, L. E. Goff, D. A. Ritchie, and A. J. Shields, “High-performance single-photon

sources at telecom wavelength based on broadband hybrid circular Bragg gratings,”

ACS Photonics, vol. 9, no. 9, pp. 3060–3066, 2022.

[180] M. Kunzer, H. Müller, and U. Kaufmann, “Magnetic circular dichroism and site-selective

optically detected magnetic resonance of the deep amphoteric vanadium impurity in

6H-SiC,” Physical Review B, vol. 48, no. 15, p. 10846, 1993.

[181] J. Reinke, H. Weihrich, S. Greulich-Weber, and J.-M. Spaeth, “Magnetic circular dichroism

of a vanadium impurity in 6H-silicon carbide,” Semiconductor Science and Technology,

vol. 8, no. 10, p. 1862, 1993.

[182] G. Wolfowicz, F. J. Heremans, C. P. Anderson, S. Kanai, H. Seo, A. Gali, G. Galli, and

D. D. Awschalom, “Quantum guidelines for solid-state spin defects,” Nature Reviews

Materials, vol. 6, no. 10, pp. 906–925, 2021.

[183] M. Felle, J. Huwer, R. Stevenson, J. Skiba-Szymanska, M. Ward, I. Farrer, R. Penty,

D. Ritchie, and A. Shields, “Interference with a quantum dot single-photon source and a

laser at telecom wavelength,” Applied Physics Letters, vol. 107, no. 13, p. 131106, 2015.

[184] J. Hendriks, C. M. Gilardoni, C. Adambukulam, A. Laucht, and C. H. van der Wal, “Coherent

spin dynamics of hyperfine-coupled vanadium impurities in silicon carbide,” arXiv

preprint arXiv:2210.09942, 2022.

[185] T. Astner, P. Koller, C. M. Gilardoni, J. Hendriks, N. Son, I. Ivanov, J. Hassan, C. van der

Wal, and M. Trupke, “Vanadium in Silicon Carbide: Telecom-ready spin centres with

long relaxation lifetimes and hyperfine-resolved optical transitions,” arXiv preprint

arXiv:2206.06240, 2022.

[186] J. L. O’Brien, A. Furusawa, and J. Vuƒçkoviƒá, “Photonic quantum technologies,” Nature

Photonics, vol. 3, pp. 687–695, Dec. 2009.

[187] B. L. Higgins, D. W. Berry, S. D. Bartlett, H. M. Wiseman, and G. J. Pryde, “Entanglement-

free Heisenberg-limited phase estimation,” Nature, vol. 450, no. 7168, pp. 393–396,

2007.

[188] D. W. Berry and H. M. Wiseman, “Optimal states and almost optimal adaptive measure-

ments for quantum interferometry,” Physical Review Letters, vol. 85, no. 24, p. 5098,

2000.

181

https://pubs.acs.org/doi/full/10.1021/acs.nanolett.7b01796
https://pubs.acs.org/doi/full/10.1021/acs.nanolett.7b01796
https://pubs.acs.org/doi/full/10.1021/acsphotonics.2c00810
https://pubs.acs.org/doi/full/10.1021/acsphotonics.2c00810
https://link.aps.org/doi/10.1103/PhysRevB.48.10846
https://link.aps.org/doi/10.1103/PhysRevB.48.10846
https://link.aps.org/doi/10.1103/PhysRevB.48.10846
https://iopscience.iop.org/article/10.1088/0268-1242/8/10/013/meta
https://iopscience.iop.org/article/10.1088/0268-1242/8/10/013/meta
https://www.nature.com/articles/s41578-021-00306-y
https://pubs.aip.org/aip/apl/article/107/13/131106/28461
https://pubs.aip.org/aip/apl/article/107/13/131106/28461
http://arxiv.org/abs/2210.09942
http://arxiv.org/abs/2210.09942
https://arxiv.org/abs/2206.06240
https://arxiv.org/abs/2206.06240
https://www.nature.com/articles/nphoton.2009.229
https://www.nature.com/articles/nature06257
https://www.nature.com/articles/nature06257
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.85.5098
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.85.5098


BIBLIOGRAPHY

[189] A. Ly, M. Marsman, J. Verhagen, R. P. Grasman, and E.-J. Wagenmakers, “A tutorial on

Fisher information,” Journal of Mathematical Psychology, vol. 80, pp. 40–55, 2017.

[190] H. Jeffreys, “An invariant form for the prior probability in estimation problems,” Proceed-

ings of the Royal Society of London. Series A. Mathematical and Physical Sciences,

vol. 186, no. 1007, pp. 453–461, 1946.

[191] C. W. Helstrom, “Quantum detection and estimation theory,” Journal of Statistical Physics,

vol. 1, pp. 231–252, 1969.

[192] F. Albarelli, M. Barbieri, M. G. Genoni, and I. Gianani, “A perspective on multiparame-

ter quantum metrology: From theoretical tools to applications in quantum imaging,”

Physics Letters A, vol. 384, no. 12, p. 126311, 2020.
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