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Abstract

This thesis delves into the evolving landscape of NLP, particularly focusing on the tempo-
ral persistence of text classifiers amid the dynamic nature of language use. The primary
objective is to understand how changes in language patterns over time impact the per-
formance of text classification models and to develop methodologies for maintaining their

effectiveness.

The research begins by establishing a theoretical foundation for text classification and
temporal data analysis, highlighting the challenges posed by the evolving use of language
and its implications for NLP models. A detailed exploration of various datasets, including
the stance detection and sentiment analysis datasets, sets the stage for examining these
dynamics. The characteristics of the datasets, such as linguistic variations and temporal
vocabulary growth, are carefully examined to understand their influence on the performance

of the text classifier.

A series of experiments are conducted to evaluate the performance of text classifiers across
different temporal scenarios. The findings reveal a general trend of performance degradation
over time, emphasizing the need for classifiers that can adapt to linguistic changes. The
experiments assess models’ ability to estimate past and future performance based on their
current efficacy and linguistic dataset characteristics, leading to valuable insights into the

factors influencing model longevity.

Innovative solutions are proposed to address the observed performance decline and adapt
to temporal changes in language use over time. These include incorporating temporal infor-
mation into word embeddings and comparing various methods across temporal gaps. The
Incremental Temporal Alignment (ITA) method emerges as a significant contributor to
enhancing classifier performance in same-period experiments, although it faces challenges
in maintaining effectiveness over longer temporal gaps. Furthermore, the exploration of
machine learning and statistical methods highlights their potential to maintain classifier

accuracy in the face of longitudinally evolving data.

The thesis culminates in a shared task evaluation, where participant-submitted models

are compared against baseline models to assess their classifiers’ temporal persistence. This
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comparison provides a comprehensive understanding of the short-term, long-term, and

overall persistence of their models, providing valuable information to the field.

The research identifies several future directions, including interdisciplinary approaches that
integrate linguistics and sociology, tracking textual shifts on online platforms, extending the
analysis to other classification tasks, and investigating the ethical implications of evolving

language in NLP applications.

This thesis contributes to the NLP field by highlighting the importance of evaluating text
classifiers’ temporal persistence and offering methodologies to enhance their sustainability
in dynamically evolving language environments. The findings and proposed approaches
pave the way for future research, aiming at the development of more robust, reliable, and

temporally persistent text classification models.
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Chapter 1

Introduction

1.1 Motivation

State-of-the-art machine learning text classifiers, including deep learning models, are effec-
tive for identifying patterns in data to then apply to similar-looking data. However, these
models tend to be supervised, i.e., reliant on previously labeled data. The process of label-
ing data tends to be both time-consuming and expensive, leading generally to a scarcity
of labeled data, often not completely encompassing the patterns of the data the model
may end up seeing during the application or testing phase of the model. This leads, among
others, to the limited generalizability of models in highly dynamic environments where
data evolves over time, leading to labeled datasets becoming obsolete after some time and
limiting their applicability to new data. This limitation leads to labeled datasets becoming
outdated, restricting the sustainability of models and adaptability when tested in new and
emerging data sources in different fields, including image classification [Alzubaidi et al.,
2023] and natural language processing (NLP) [Khurana et al.,|2023]. While one may argue
that the problem can be resolved by labeling new, more recent datasets, this thesis studies
the scenario where one cannot afford such recurrent annotation of new datasets due to the
cost and effort involved, and hence the adaptation needs to be achieved in the absence of

new labels.

Recent developments in NLP leverage statistical patterns of context observed surrounding
words [Volkova et al., [2016], [D’Andrea et al., 2019, Lai et al., 2018, | Lai et al., 2019], with
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the intuition that words in close proximity to each other help determine and represent their
meaning. One of the approaches building on this intuition are word embeddings [Mikolov
et all, 2013a]. Word embeddings connect every word in vector representations based on
its context, making them a powerful tool for enhancing text classifier performance. Recent
state-of-the-art methods rely on static [Mikolov et al. [2013bl [Pennington et al., |2014,
Bojanowski et al., 2017, Mikolov et al., 2018] and dynamic language model embeddings
[Shibata et al.l 1999 Devlin et al. 2019, [Radford et al., |2019, Liu et al., [2019, [Ha et al.,
2020] to boost text classifier performance. In our context, to retain long-term classifier
performance, we would want our text classifier to update vector representations based on
incoming data and future data without the need for labeling additional data. Moreover,
while a machine learning text classifier can fit any training data, it is more challenging
to interpolate to new data points in a reasonable way without additional learning efforts,
which consumes money and time. All of these weaknesses make our work a much-needed
and challenging research area within an understudied task that requires establishing a

benchmark for rigorous and consistent experimentation.

The evolving nature of language and social opinions adds an additional layer of complexity
to the challenges faced by text classifiers. Language undergoes continuous changes, reflect-
ing shifts in societal norms and opinions and the emergence of novel concepts and words.
For instance, consider the evolution of public sentiments on climate change over the past

two decades:

e Sentence from 2000: “Global warming is a theory that needs more proof; it’s not

urgent.”

e Sentence from 2010: “Evidence for climate change is mounting, and we need to

start taking action.”

¢ Sentence from 2020: “Climate change is an undeniable crisis that requires imme-

diate global action.”

The context over two decades in the above example shows that language and urgency
surrounding climate change have evolved from skepticism to an accepted crisis |Alkhalifa
et all, [2024]. Models not updated with recent discussions and policy changes might fail to
accurately capture the critical tone and terminology used in current dialogues about the
environment. Similarly, the rapid emergence of new vocabulary, as witnessed with terms
like COVID-19, highlights the dynamic nature of language, presenting unique challenges
for text classifiers |Alkhalifa et al., [2020Db].
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In this thesis, our primary focus and interest lie in user-generated content on social media,
which serves as a rich and dynamic source of linguistic expressions. User-generated content
captures real-time opinions, diverse language use, and evolving trends, making it a suitable
domain for studying the temporal dynamics of language and opinion. The inherent chal-
lenges of adapting models to this dynamic environment encouraged us to explore innovative

approaches to assess persistence and enhance the adaptability of text classifiers.

Our work adopts novel approaches, focusing on automatically quantifying classifier tempo-
ral drops and adapting to the temporal dynamics in textual expressions. This approach aims
to achieve cross-temporal textual classification, enabling text classifiers to effectively nav-
igate the evolving linguistic landscape over time. Our investigation specifically highlights
the study of the impact of time on text classifiers in general, employing state-of-
the-art prediction algorithms across diverse textual datasets. Additionally, we assess the
characteristics of datasets that make them more prone to performance drops over time,
propose temporal adaptation methods, with a special focus on stance detection task
where language and social attitudes towards different events impact language use in social

media, contributing valuable insights to the new field of temporal text classification.

1.2 Research Questions and Objectives

Our hypothesis is grounded in the idea that textual classification data, and the linguistic
content underlying in such texts, spanning diverse topics or events, undergoes temporal
fluctuations, resulting in the emergence of historically evolving contexts. This historical
context signifies the evolution of language use, shedding light on how it has been generated
and its influence on our contemporary understanding, as compared to past and future

perspectives. In essence, our overarching research inquiry seeks to investigate:

RQ@Q1. How does the dynamics of language use impact text classifiers? or, in
other words, can we capture the temporal dynamics of language use so as to adapt text clas-
sifiers? Our exploration began with a comprehensive review of the theoretical foundations
of dynamic of textual data in Chapter [2 This laid the groundwork for understanding the
temporal dynamics of language use. The subsequent chapters, [3| and |4}, delve into method-
ological approaches and practical assessments, providing insights into the challenges posed

by dynamic language use on text classifiers.

RQ2. How can we assess the influence of time on text classifier performance
using a longitudinal dataset? We studied the influence of time on text classifier perfor-
mance through different longitudinal datasets. Chapters and [5] laid the foundation for
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understanding the challenges associated with temporal persistence of text classifiers over

different longitudinal datasets.

R@Q3. What machine learning and statistical methods can facilitate the main-
tenance of classifier accuracy in the context of evolving language use? Chapters
and [0] address RQ3 by evaluating various machine learning and statistical methods to
enhance classifier accuracy amid evolving language use. The assessment encompasses a
shared task that enabled the scientific community to compare different models in terms of
short-term, long-term, and overall temporal persistence. These chapters contribute insights
into the methods that can mitigate challenges posed by dynamic language use and sustain

classifier accuracy.

R@Q4. How can we maintain our classifiers’ performance by circumventing the
impact of evolving language and patterns? RQ4 is addressed in Chapter [5] where we
propose a novel solution to enhance text classifier performance by incorporating temporal
information into word embeddings. This chapter sheds light on the challenges posed by
evolving language and patterns, and performs a comparison of methods to improve classifier

accuracy in this context.

Hypothesis.  Our hypothesis is that textual classification data on a variety of issues
fluctuates over time, creating historically shifting contexts which will in turn
impact text classification model performance over time. Through the following
chapters, we introduce detailed experiments to investigate the above research questions,
delving into specific NLP methods such as the effects of various word representations,
the efficacy of deep learning text-based classifiers, the detection and inspection of shifting
features, and the potential utility of frequency-based methods for text classifier adaptation
of temporal changes. Our aim is not only to enhance our comprehension of the persistence of
text classifier performance over time but also to provide pragmatic insights into sustaining
text classifier performance while alleviating the challenges posed by evolving language and
knowledge. These inquiries serve as the foundation for our comprehensive investigation into

the temporal dynamics of text classifiers’ performance.

In pursuit of these overarching questions, we have defined the following specific research

objectives:

e O1. To design and formalize a robust methodology to enable temporal evaluation
of text classification models, including the identification and collection of suitable

datasets, as well as a definition of the evaluation methodology.

e 0O2. To gain a deep understanding of the impact of different datasets when applied
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to longitudinal social media data and their influence on text classifier performance.

e 03. To assess the effectiveness of various classification models and representation

approaches in achieving temporal persistence in text classifiers.

e 4. To propose computational methods that leverage older annotated datasets while
minimizing the drop in performance, thereby facilitating the adaptation of text clas-

sifiers to changing language use dynamics.

1.3 Thesis Roadmap

This thesis is structured with an introductory chapter, a background chapter, a dataset
chapter, three analytical chapters, and a conclusive chapter. Chapters [I| and [2| establish
the research’s motivation, questions, objectives, and background. Chapter [3| delineates the
datasets employed in the subsequent analysis. Chapters [4] to [6] delve into a comprehensive
examination of the temporal dynamics in the performance of text classifiers. The conclusive

Chapter [7| wraps up the study and set future research directions.
Specifically, the thesis is organized as follows:

Chapter |2| Background on Temporal Persistence of Text Classifiers This chapter
provides the background and related work relevant to understanding the rest of the
thesis. It explores three key dimensions: a detailed examination of challenges related
to studying temporally-evolving data, an introduction to methods and techniques for
the temporal persistence of text classifiers, and a comprehensive review of existing
literature in text classification with a focus on its connection to semantic change liter-
ature. Additionally, it introduces a novel theoretical framework tailored to capturing
stance dynamics in social media through an in-depth review of prior research on lan-
guage use and temporal changes, specifically in the context of stance detection and
other opinion change literature, state-of-the-art stance detection datasets, and other
longitudinal datasets. Finally, the chapter identifies both core challenges within the
domain of stance detection and general gaps in temporal text classification, offering
a robust foundation for understanding the issues associated with temporally-evolving

data and maintaining temporally persistent classifiers.

Chapter |3| Temporal Analysis Methodology, Evaluation Metrics, and Longitu-
dinal Datasets. This chapter introduces the methodology we proposed to evaluate
any longitudinal datasets employed to assess the persistence of text classifiers. It also

introduces the datasets we use throughout the thesis for our experiments, including
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two new datasets that we create and one that we borrow from previous work. The
chapter presents the details of these datasets and performs an analysis of their char-
acteristics by looking at their changes over time. Additionally, it outlines all the steps
taken to preprocess and sample the data used in the thesis, ensuring its quality and

representativeness for the experiments covered in the following chapter.

Chapter |4] Assessing the Temporal Persistence of Text Classifiers. Here, we delve
into the methodology and findings of the temporal persistence of text classifiers show-
ing a novel experiential set up to understand the deficiency of text classifier perfor-
mance when using dynamic longitudinal datasets containing different characteristics

and linguistic features.

Chapter [5| Implementation of Temporally Adaptive Classification Methods.
This chapter presents a novel approach to implement a persistent text classifier by
addressing the problem of performance drop over time with using two novel stance
detection datasets. It focuses on incorporating temporal information into word em-
beddings and presents findings from experiments comparing different methods across

various temporal gaps.

Chapter [6] Comparative Analysis of Classifier Temporal Persistence. This chap-
ter discusses our efforts in organizing a shared task on longitudinal evaluation of
text classification models, LongEval, where we encouraged other researchers to de-
velop their own methods by following the guidelines and datasets we published. The
shared task was organized as one of the labs of the CLEF forum. Its main aim was
to attract a wider community of NLP researchers to engage with the task, which in
turn gave us the opportunity to broaden our analysis and findings by incorporating

the approaches tested by others.

Chapter |7| Conclusions and Further Work. This chapter summarizes the achieve-
ments and findings of the thesis, proposing future research avenues. It highlights the
importance of evaluating text classifiers’ temporal persistence and how the thesis

helps pave the way to researchers undertaking this challenging task in the future.
1.4 Contributions

This thesis makes the following contributions:

¢ Shedding light on the importance of expanding the time frame covered in classification

datasets, this thesis underscores how this extension significantly enhances machine
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learning model performance evaluation beyond a single performance score (Chapter
and .

Proposing a practical methodology for assessing the persistence of text classifiers over

time using time gaps, widely applicable to various classification tasks (Chapter
and .

Emphasizing and analyzing how language use evolves in longitudinal text, highlight-
ing the challenge of temporal dynamics of changing vocabulary for text classifiers
(Chapter [3)).

Demonstrating when, why, and how a text classifier’s performance changes and writ-
ing insights about dataset complexity through a comparison of word familiarity be-

tween training and testing data (Chapter {4)).

Investigating the influence of temporal dynamics on text classifiers’ performance
across diverse models and datasets, revealing patterns of performance decline over
time (Chapter [4] and [f)).

Introducing adaptation approaches for evaluating model generalization in real sce-

narios by incorporating knowledge derived from unlabeled data (Chapter |5)).

Introducing the concept of evaluating text classifiers over time as a collaborative task
for the NLP research community (Chapter [6).
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1.5 Associated Publications

The detailed work in this thesis has been presented in national and international scholarly
publications. The journal venue names are highlighted in bold, and the conference names

are in italic.

Journal Publications

« Chapter [2} Sections [2.3] and accepted for publication in the International
Journal of Digital Humanitieﬂ as Capturing stance dynamics in social me-

dia: open challenges and research directions ([Alkhalifa and Zubiagal [2022]).

¢ Chapter [4} Research from this chapter has been accepted for publication in the In-
formation Processing & Managememﬂ as Building for tomorrow: Assessing

the temporal persistence of text classifiers (|Alkhalifa et al., [2023]).

Conference Publications

o Chapter |5; Presented at the Proceedings of the 2021 Workshop on Open Challenges
in Online Social Networks (OASIS ’21), co-located with ACM Hypertext 202 as
Opinions are made to be changed: Temporally adaptive stance classifica-
tion (| Alkhalifa et all 2021]).

o Chapter [6f Further development of the Temporal Multilingual Sentiment Analysis
(TMSA) tweets dataset, initially shared publicly in [Yin et al., [2021], led to the cre-
ation of its English-only version, LE—TESAH This refined dataset, specifically cleaned
and human-annotated, was utilized as a novel longitudinal baseline dataset for the
LongEval shared task. It provided researchers with a robust tool for investigating lon-
gitudinal sentiment analysis. LE-TESA’s development and its application in the task
were initially presented as part of a publication named LongEval: Longitudinal
Evaluation of Model Performance ([Alkhalifa et al., [2023b]) at the Conference
and Labs of the Evaluation Forum 2023 (CLEF 2023). An extended overview of
the CLEF-2023 LongFEval lab and its participants’ results were further detailed in
Extended overview of the CLEF-2023 LongEval lab on longitudinal eval-

uation of model performance (|Alkhalifa et al., [2023a]).

Thttps://www.sciencedirect.com/journal/information-processing-and-management
?https://www.sciencedirect.com/journal/information-processing-and-management
3https://dl.acm.org/doi/proceedings/10.1145/3472720
“https://clef-longeval.github.io/data/
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https://dl.acm.org/doi/proceedings/10.1145/3472720
https://clef-longeval.github.io/data/
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Preprints

o Chapter |3; The emojification of sentiment on social media: Collection and
analysis of a longitudinal twitter sentiment dataset ([Yin et al.,[2021]) includ-

ing a dataset were publicly shared as an archival dataset paper.

Other Publications
Additional work carried out during the PhD, though not directly related to the thesis, has

been published in workshops, including:

¢ QMUL-SDS at CheckThat! 2020: Determining COVID-19 tweet check-worthiness
using an enhanced CT-BERT with numeric expressions (|Alkhalifa et al.l [2020b]),
presented at CLEF CheckThat! 2020}

¢« QMUL-SDS @ SardiStance2020: Leveraging network interactions to boost per-
formance on stance detection using knowledge graphs (|Alkhalifa and Zubiagal [2020]),
presented at EVALITA 2020 7]

¢« QMUL-SDS @ DIACR-ITA evaluating unsupervised diachronic lexical semantics
classification in Italian ([Alkhalifa et al., 2020a]), also presented at EVALITA 2020.

Shttps://sites.google.com/view/clef2020-checkthat/
Shttps://books.openedition.org/aaccademia/6732
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Chapter 2

Background on Temporal Persistence
of Text Classifiers

Social media platforms provide invaluable insights for analyzing public opinion on various
societal issues, making them crucial for tasks such as stance detection, fact-checking, hate
speech detection, and sentiment analysis. In the realm of text classification, whether for
sentiment or stance detection tasks, temporal persistence involves categorizing individual
social media posts, considering the evolving nature of textual expressions toward a given
issue due to shifts in natural language use over time. While previous research has predom-
inantly focused on short-term datasets, there is a growing interest in studying longitudinal
datasets to understand evolving dynamics over time for more temporally persistent classi-
fiers. The ever-changing linguistic and behavioral patterns in new data necessitate adaptive

text classifier models to accommodate these shifts.

In the upcoming sections, we delve into the theoretical foundations of textual classification,
conducting a thorough review of existing literature on temporal text classification. This
review will explore state-of-the-art temporal text adaptation methods and the understand-
ing of semantic shifts in text data and how they are connected to temporally persistent
classification. Additionally, we will introduce a theoretical framework that serves as the cor-
nerstone for comprehending the temporal dynamics of stance detection classifiers, which is

further investigated through novel methods for temporal adaptation (Chapter [5)).

This comprehensive background chapter is designed to set the stage for our subsequent
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chapters. Our aim is to shed light on the temporal dynamic factors that impact text
classifiers, providing valuable insights into their performance over time. Furthermore, we
seek to explore their applicability to various classification tasks, with a particular focus
on stance detection. While addressing research gaps and motivations, we will carefully

navigate both core and general challenges within this domain.

2.1 Overview of Text Classifier

Most NLP research predominantly concentrates on exploring methods, algorithms, data
structures, and the reliability of predictive techniques, primarily machine learning, to com-
prehend representative textual data. This encompasses the utilization of lexicon cues, su-
pervised, weakly supervised, and unsupervised machine learning tools, as well as deep
learning and word embedding models, which have proven highly effective (more in Sec-
tion . These cutting-edge approaches contribute significantly to various NLP tasks,
including stance detection and sentiment analysis. However, it is crucial to note that the
roots of textual classification extend beyond the realm of computer science to encompass

linguistics, communication research, and real-life contexts.

**Traditional text classification™* Traditional text classification methods include various
supervised learning algorithms that have been widely used due to their simplicity and
effectiveness. Linear Support Vector Machines (LinearSVC) are an algorithm that searches
for a hyperplane (decision boundary) to linearly separate classes, widely used in numerous
NLP classification problems. It can generalize to high-dimensional and sparse feature spaces
without requiring extensive feature engineering. Logistic Regression is typically used for
binary classification, utilizing a probability curve to predict classes. It fits a single line to
split the space into two using a sigmoid function and can interpret model coefficients to
determine feature importance. Multinomial Naive Bayes (MultinomialNB) is a probabilistic
learning algorithm that assumes feature independence, robust against infrequent features,

and effective in text classification tasks.

**Deep learning models** Deep learning models have revolutionized text classification
by leveraging large datasets and complex architectures to capture intricate patterns in
text. Convolutional Neural Networks (CNNs) can retain the order of feature elements
and process text by sliding over it with a convolutional filter, learning various levels of
n-gram co-occurrences. This shift-invariant classifier is highly effective in extracting fea-
tures from text sequences. Long-Short Term Memory (LSTM) Networks are capable of
learning long-term dependencies and semantic changes due to their recurrent units and

temporal backpropagation. They model sequences word by word, making them suitable for
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capturing latent syntactic and semantic signals. Hierarchical Attention Networks (HANS)
combine GRU units with an attention mechanism to generalize predictions based on word
and sentence relationships. They use bidirectional GRU layers to capture context and an

attention mechanism to highlight important parts of the text.

**Large Language Models (LLMs) ** Large Language Models (LLMs) have set new
benchmarks in NLP by utilizing extensive pretraining on large corpora and fine-tuning
for specific tasks. Notable LLMs include BERT (Bidirectional Encoder Representations
from Transformers), which generates contextual word representations by processing all
tokens in a text bidirectionally. It uses a static masked language modeling (MLM) loss
objective to fine-tune on downstream tasks, making it effective in understanding context.
RoBERTa (Robustly Optimized BERT Pretraining Approach) enhances BERT’s capabil-
ities with improved pretraining efficiency and a dynamic MLM loss objective, making it
more effective in capturing contextual meanings across a larger vocabulary. GPT-2 (Gener-
ative Pretrained Transformer 2) is an auto-regressive model that generates text iteratively,
predicting tokens based on left-to-right context. It is primarily used for text generation

tasks, employing a causal language modeling (CLM) loss objective.

For a text classifier to be more generalized, robust, and able to persist over time, the tra-
ditional method of gathering consistent data, assuming static words distributed uniformly
across time frames, proves inadequate. This limitation is particularly evident in highly dy-
namic systems featuring evolving topics and emerging vocabulary. Social media platforms,
being hubs of new subjects and real-world events, foster constantly changing vocabularies
and dynamic shifts within short and long timeframes. While evolutionary classification,
as introduced by [He et al., 2018, presents a solution to manage short-term fluctuations
and long-term word changes, it involves a trade-off, demanding more annotated data to
effectively address the impact of language evolution. Additionally, it requires more up-
to-date language models that reflect a more timely and representative vocabulary along
with contextual meaning. This differs from the objectives set forth in this thesis of achiev-
ing temporal persistence in scenarios where continually labeling new datasets over time

becomes impractical or unaffordable.

In this thesis, GPT embeddings, along with BERT and RoBERTa, were used to enhance
text classification tasks by providing rich contextual word representations. GPT-2 em-
beddings were particularly beneficial in tasks requiring human-like text generation and
understanding nuanced contextual information [Radford et al., 2019]. In our work, the em-
beddings are integrated into the classification pipeline using TensorFlow and the Hugging

Face Transformers library. The models were trained with custom architectures, incorpo-
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rating features like hierarchical attention networks and convolutional layers, to optimize
performance on various datasets. The embeddings were fine-tuned to align with specific
dataset characteristics, ensuring that the models could effectively handle the dynamic
and evolving nature of real-world textual data. For more details on the classifiers used
throughout this thesis, refer to Chapter 4} where we provide an in-depth analysis of their

implementation and performance.

2.2 Temporal Perspectives in Text Classification Research

In the rapidly evolving landscape of text classification, the temporal dimension plays a
crucial role in shaping model performance. This section delves into the intricate relation-
ship between time and text classifiers, exploring how the dynamics of language evolution
impact the effectiveness of these models over different time periods. We review research
methodologies, approaches, and empirical investigations that shed light on the challenges

and opportunities posed by temporal shifts in textual data.

2.2.1 Adaptation to Temporal Changes

Ezxploring Temporal Shifts in Data

Related areas of research addressing temporal aspects of model performance have focused
on evolutionary learning [He et al. 2018 Pustokhina et al., |2021] and lifelong machine
learning (LLML) [Nguyen et al., 2020, Ha et all 2018, Xu et al., [2020]. These works,
however, assume that longitudinally annotated data is available, which can be incorporated

into the model for continuous training.

This line of research can be complementary to ours, however, it is not applicable in our
scenario where the data available for training is temporally restricted, i.e., the model needs
to make the most of labelled data for a particular period of time, which will then be applied

to test data distant in time.

In this scenario, our own work in |Alkhalifa and Zubiagal [2022], as discussed in Section
contributes a theoretical perspective on the influence of time on classification models. This
study delves into several challenges encountered by text classification models when dealing
with data from time periods distinct from those used for training. Specifically focusing on
the stance detection task in the realm of social media, the authors, through a comprehensive
literature analysis, identified three primary factors attributing to the temporal impact on

stance detection models: stance utterance, stance context, and stance influence.

Other works have studied temporal aspects of model performance through empirical experi-
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ments. The link between words and classes evolves over time as a result of terms emerging,
disappearing, and exhibiting varying dimensions, e.g., word polarity drift in sentiment
classifiers, as demonstrated by Rocha et al.| [2008]. Lukes and Sggaard, [2018] investigated
polarity rank drift over time using a logistic regression classifier. They illustrated how the
polarity of words can impact model performance. Another line of research that focuses on
concept drift looks into the impact of changes in label distribution over time [Nishida
et all, |2012], such as hashtag usage change. Continuing with text classifiers, our own work
in| Alkhalifa et al|[2021] which will be discussed in Chapter 5 and [Réttger and Pierrehum-
bert [2021] conducted preliminary experiments that resulted in findings about the impact

of time on model performance and dataset usability on upstream and downstream tasks.

In our thesis, we introduced a methodology for temporal splitting, dividing the dataset
into intervals to capture a range of temporal dynamics (discussed in detail in Chapter 3)).
The data is split into temporal gaps such as 0, &1, +2 years, representing both past and
future intervals relative to the training period. This approach aids in understanding model
performance over different time spans and the impact of lexical and contextual changes. By
ensuring dataset consistency and relevance across time periods, we can observe performance

degradation in models trained on specific intervals and evaluated on subsequent ones.

Additionally, we employ a lighter version for simpler analysis, as discussed in Chapter [6]
using sentiment analysis data with human annotated testing splits. This version involves
basic model training and evaluation on a smaller subset of data focusing on key aspects of

temporal variations, such as major shifts in language use or trending topics.

Empirical Investigations in Temporal Text Classification

There is a body of research looking into the impact of time on classification performance,
which we summarise in Table Previous work investigated supervised temporal
adaptive approaches that study the impact of the size of the annotated dataset on
the persistence of performance over time [Rocha et al., 2008, Nishida et al., 2012, |He et al.,
2018, Lukes and Sggaard, 2018, Florio et al., 2020] assuming that the annotated data is
available for training and testing periods. Moreover, [Florio et al.; 2020] demonstrated that
when the amount of annotated data is progressively augmented from the target
year, some models tend to be more sensitive than others. This differs from our main objec-
tive, where we consider scenarios where the annotated data for model training only covers
a limited time period. Using temporal gaps between training and test data, we restrict our
model’s ability to acquire additional annotated data. Our research is unique in that we aim
to measure model persistence by assessing design models’ temporal generalisability across

a sizable number of dynamically evolving training and test sets.
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Temporal Granular-

Preotiuc-Pietro
and Cohn

[2013)

Ref. Task ity Dataset (time-span)
Rocha et all | Document classifica- Yearl ACM-DL (1980-2001) and MedLine (1980-
[2008) tion Y 2001)

| INishida_et_al.l | Document classifica- . . .

| [oi2] tion Daily and hourly Hashtags as different topics

Hashtag classification

Monthly

Twitter public Gardenhose stream (2011)

He et al.|[2018]

| [Lukes and Sg¢-
saard [2018|

| [Florio et al.
|12020|

[ [Murayama
et al] [2021]

Topic classification

Monthly and yearly

NYTimes (1996 to 1997), RCV1 (Jan 01, 1987
to June 19, 2007)

Review
tion

raing predic-

Across group of years

ARR (2001 to 2014)

Hate speech detection

Monthly

unbalanced Haspeede (Oct 2016 to 25 April
2017), TWITA (2012-2017)

Fake news detection

Across group of years

MultiFC, Hornel7, Celebrity,
(2007-2015, 2016, 2016-2017, 2020)

Constraint

Allein__et__al.

[2023)

view rating prediction

Fact-checking Daily MultiFC
[2021)
| [Rottger  and Document  classifica- Reddit Time Corpus (RTC) (March 2017 and
Pierrehnmberfi . Monthly February 2020), Political Subreddit Prediction
tion
| [2021) (PSP)
|2Aél2<§1‘ahfa et al. Stance detection Yearly GESD (2014-2019)
| ILazaridou et al. Question answerin Yearl WMT (2007-2019), ARXIV (1986-2019) and
| [2021) & y CUSTOMNEWS (1969-2019)
Alkhalifa ot al] | Stence detection, senti- GESD (2014-2019), TESA (2013-2020) and
ment analysis and re-  Yearly

ABRR (2000-2018)

Chuang et al.
|12023|

Stance detection

Across group of years

COVID (2020-2022), WIWT (2015-2018),
SCI-ERC(1980-2016), PUBCLS (Not speci-
fied)

Table 2.1: Summary of related works addressing data evolution and model performance
over time.

Several existing works introduced unsupervised temporal adaptive approaches also
to improve the temporal persistence of text classifiers, either through incremental static
embedding training | Alkhalifa et al., [2021 He et al., 2018] or through continuous
pretraining using transformers [Rottger and Pierrehumbert, 2021} |Lazaridou et al., 2021,
Chuang et al., 2023]. Their objective, however, differs from ours, as we focus instead on
drawing an in-depth understanding of the impact of different aspects on temporal perfor-
mance by employing widely-used methods. Our objective is to perform a hitherto lacking
investigation into the extent to which a model’s performance drops due to temporal lan-
guage evolution | Alkhalifa et al., 2021] (Chapter [5]), as well as when and why it occurs
[Alkhalifa et al., |2023] (Chapter [4)), with the aim of devising best practices for the devel-

opment of models with their temporal persistence as the objective.
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‘ Related Papers Feature type ‘
‘ Basic Features ‘
Sun et al.| [2016 Theme word with target (TWT)

‘Wojatzki et al. ,|Sun et al.l Length
Sobhani et al.| [2019 Stylistic features
‘ Linguistic Features ‘
Somasundaran and Wiebe & R |Walker et al‘l |2012b|7 |Mandel et al.l m, |R,ekik et al.l M lexicon cue and Polarity
Somasundaran and Wiebe| [2009: Syntactic rules
Somasundaran and Wiebe| [2009 Modal verb
Somasundaran and Wiebe| [2000 Unsupervised methods
‘Wojatzki et al.||2018 o Text similarly
Mandel et al.| [2012], |Wojatzki et al.|[2018 Semantics of words
Hasan and Ng| [2014 Frame-semantic features
Anand et al.| 2011 Repeated Punctuation.
Anand et al.| 2011 Syntactic Dependency
Sun et al.| |2016: Syntax tree (STPH)
Sun ct al| [2016} Dependency tree (DPGD)
Sun ¢t al.| [2016] POS
‘ User Profiling Features ‘
Nguyen et al|[2012], |Graells-Garrido et al.| [2020] Profiling attributes
Addawood and Bashir| im, [Anand et al|[2011], |Somasundaran and Wiebel Personal Word Choices
Mandel et al.| [2012], |Volkova et al.| [2016], (Graells-Garrido et al.| {2020} Demographic Analysis

Table 2.2: Classical feature engineering techniques

2.2.2 Semantic Evolution in Textual Data

The dynamic nature of language usage is an ideal setting for exploring the impact of tempo-
ral changes in NLP. As linguistic expressions shift and transform over time, understanding
the influence of semantic evolution becomes crucial. In this subsection, we delve into the
field of diachronic lexical semantics, which focuses on exposing changes in word-level lan-
guage across temporal dimensions. Our investigation of semantic shifts goes beyond mere
detection; we navigate the intersection of this semantic evolution and the dynamic world
of textual data. Text classifiers, dealing with the dynamic and evolving nature of language,
face unique challenges and opportunities as they interact with the constantly changing,
evolving vocabulary dynamics and adaptations in language use. This investigation pro-
vides context for discussing the significant implications of temporally-evolving data for
text classifiers, providing useful insights into the evolving nature of NLP text classifier

data that extend beyond its dynamic semantic dimension.

Understanding Semantic Shifts

The quantitative analysis of language evolution over time is an emerging research area
within Natural Language Processing (NLP) [Turney and Pantel, 2010, Hamilton et al.|
2016¢, Dubossarsky et al., 2017]. The study of Diachronic Lexical Semantics
et all, 2021, Kutuzov et al., [2018] contributes to detecting word-level language evolution,

bringing together researchers from computational linguistics, cognitive science, statistics,
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mathematics, and historical linguistics. Identifying words whose lexical semantics have

changed over time has applications in historical linguistics and NLP.

Unsupervised diachronic lexical semantics detection approaches can be categorized based

on the type of word representations used in a diachronic model, such as graph or probability

distributions [Frermann and Lapatal, 2016|, |Azarbonyad et al., [2017], temporal dimensions

[Basile and McGillivray, 2018], frequencies or co-occurrence matrices [Sagi et al., 2009,

\Cook and Stevenson, 2010], and neural- or Transformer-based methods [Hamilton et al.)
[2016¢, Del Tredici et al., 2019, |[Shoemark et al. [2019] |Schlechtweg et al.l 2019, |Giulianelli

6t all, [2020].

Systems operating on representations like Skip-gram or Continuous Bag-of-Words often
use deterministic approaches, employing mathematical matrix transformations
et all, 2016¢, |Azarbonyad et al., |2017, Tsakalidis et al., 2019] or machine learning models
[Tsakalidis and Liakatal 2020]. The goal is to learn a mapping between independently

trained word vectors from different time periods, with cosine distance being a common

measure for diachronic semantic change [Turney and Pantel, [2010].

However, using cosine distance can introduce bias due to word frequency variations
bossarsky et all, 2017]. Some approaches, like that of Tan et al|[2015], mitigate this by

considering only vectors of the top frequent terms in the transformation matrix calculation.

Incremental update strategies [Kim et al., [2014} Del Tredici et al., 2019 use intersections

of words between datasets in each time frame to compare word shifts across different years.
Temporal Word Embeddings with a Compass (TWEC) [Di Carlo et al.| 2019] leverages

freezing selected vectors based on the model’s architecture, learning a parallel embedding

for all time periods from a base embedding with frozen vectors.

Breaking Down Semantic Variations in Temporal Text Classification

The dynamic nature of textual data over time introduces profound implications for text
classifiers. As language evolves, so do the challenges and opportunities faced by these clas-
sifiers in effectively capturing and generalizing patterns. Understanding the implications of
temporally-evolving data is crucial for developing robust and adaptable models. In broader
view, when analysing textual data, features usually transformed into a numerical matrix
using variations of two main approaches: classical approaches using frequency-based meth-
ods and vector representations using context-based methods. Frequency-based method are
based on counting (e.g., co-occurrence matrix), while prediction-based methods are based
on predicting contextual meaning form surrounding words (e.g., continuous bag of words).

In the following, we summarize some related work under these two categories and discuss
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how data can impact text classifiers performance based on our understanding of semantic-

shift literature.

**Classical feature-based learning™* In social media application using NLP and traditional
machine learning model, features can be extracted by using stylistic signals from text
such as bag of n-grams, char-grams, part-of-speech labels, and lemmas, structural signals
such as hashtags, mentions, uppercase characters, punctuation marks, and the length of
the tweet, and pragmatic signals related to author’s profile. Table summarize related

work in these regards.

Studies which target users’ profile and human opinion modeling are also taking two direc-
tions. In first branch, some studies that target individuals focused on evolution of singu-
lar user profiles including user posts, full name, biography, URLSs, hashtags and number
of following/followers/posts, posting time. Although, state-of-art user profiling tools can
participate in aggregating more insights about both author and respondent in social me-
dia, in our work, we focus on collective analysis which represent the second branch with
more focus on aggregated features which is go beyond user profiling by include linguis-
tics and contextualized feature representation which can guarantee long term performance
for longitudinal-based applications without violating general term of use for social media

platforms.

In |Graells-Garrido et al., [2020], with an objective to identify users who have changed
their stance before and after an event, they find out that over-time people adopt new
technologies to express their stance such as using emoji and pictures. This is different
than the classical assumption of using textual tokens within an utterance and removing
all other segments. They monitor semantic meaning of emojis with an attempt to identify
how demographic and user profile explain variations in stance. Though, they choose two
culturally similar for the longitudinal analysis, Argentina and Chile, they have different
legalization low for selected topic, Abortion. In their work, they use classifier to predict
gender and location while keeping only profile with high confidence. With that, thy only
kept the largest connected component (LCC) of the discussion network containing text of
retweets, mentions, replies, and quotes. Similar to number of researches that uses network
homophily (see Section , during legislative session discussion peaks while return to

normality afterwards.

In [Volkova et al 2016], their visualisation tool revealed a fascinating pattern of collective
sentiment dynamics using a state-of-the-art collective prediction model [Nguyen et al.

2012, |O’Connor et al.l [2010] designed to understand public opinion by shedding light on
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the contextual variations: their context, different languages and geographical locations.
Their work utilised machine learning models to predict opinion dynamics towards the USA
in Russia and Ukraine over time. Their storyline visualisation is a clear illustration of how
people change their opinion from neutral to positive or negative over time. They further
correlated these changes with incidents that occur in the same time period, making their
work very beneficial for longitudinal stance analysis. However, they used sentiment and
emotion features to understand opinion dynamics to overcome shortage of general use

stance detection models.

**Neural context-based learning** With modern deep learning model more shift toward
contextualised representations using word vector representation algorithms, either by
having personalized language model trained on task specific language or as a pre-trained
language model offered after training using complex architecture and billions of documents.

This is mainly because context is important to define the semantic meaning of the word.

Distributional semantics of words aims to collectively categorize semantic similarities be-
tween linguistic items using distributional properties, occurrences, and contexts from a
given corpus. This have so far boost performance in many NLP downstream tasks includ-
ing stance detection. Though, many semantic shift literature discussed referential effect as
a factor which add noise into word meaning and generate temporal meaning shift |[Zhang
et all, 2016, |Tan et al.| 2015, Kim et al., 2014} |Del Tredici et al., 2019]. They argue that
corpora with smaller time spans are useful for analysing socio-cultural semantic shifts
[Kahmann et al., 2017].

Moreover, they detected this change by compare the meaning of a word in one space to its
meaning in another space and measure the size of the semantic shifts. It is worth noting
that this task is different than capturing multiple senses a word might have which is more
related to polysemy. In such that they believe that same word can have different meanings
in different contexts [Tian et al., 2018, Azarbonyad et al., [2017]. However, sometimes
contextual information changes due to undefined factors, and associated contexts changes

or shifts cross time creating new contextual neighbours without changing the word meaning.

Considering these insights, the exploration of semantic variations in temporal text classi-
fication becomes imperative. The detection of contextual variability and model stability
measures becomes essential to reasoning about text classifiers’ performance in dynamic
linguistic environments. This exploration aims to bridge the gap between the evolving

semantic landscape and the challenges faced by classifiers over time.
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2.3 Capturing Dynamics in Stance Detection Classifiers

With the proliferation of social media and blogs that enable anyone to post and share
content, professional accounts from news organisations and governments aren’t any longer
the sole reporters of events of public interest [Kapoor et all [2018]. Posting a tweet or a
video, or writing an article that goes viral and reaches millions of individuals is now more
accessible to ordinary citizens [Mills, |2012]. Where anyone can post their views on social
media, the use of social media gains ground as a data source for public opinion mining.
This data source provides a goldmine for nowcasting public opinion by aggregating the

stances expressed by individual social media posts on a particular issue.

Stance detection is indeed a crucial task where time has a substantial impact, not least on
topics where public opinion evolves quickly due to societal evolution. Therefore, stance is
expected to constitute a particularly challenging task in the realm of achieving temporally
persistence text classifiers. Because of this, stance detection constitutes a core part of this

thesis which is inherently present in the datasets we use for our experiments and analysis.

Within this subsection, we introduce a comprehensive survey delving into the convergence
of computational linguistics and the temporal dimension of human communication in digital
media. Through an in-depth review of emerging research, we explore the impact of dynam-
ics, semantic nuances, and pragmatic factors on linguistic data in general and stance clas-
sification in particular. Furthermore, we delve into current strategies for capturing stance
dynamics in the realm of social media and address challenges associated with such evolving
stances. Additionally, we pinpoint ongoing challenges and outline future avenues in three
essential dimensions: utterance, context, and influence. Our goal is to draw a framework
that links the current trends in stance detection from an interdisciplinary perspective,

covering computational challenges bridging broader linguistics and social science angles.

2.3.1 Computational Perspective on Stance Detection

Research in stance detection has recently attracted an increasing interest [Kugtk and Can),
2020], with two main directions. One of the directions includes determining the stance
of posts as supporting, denying, querying or commenting on a rumour, which is used as
a proxy to predict the likely veracity of the rumour in question | Zubiaga et al., 2016
Zubiaga et al., 2018, |[Hardalov et al.| [2022]. The other direction, which is the focus of
this chapter, defines stance detection as a three-way classification task where the stance of
each post is one of supporting, opposing or neutral [Augenstein et al., 2016], indicating the

viewpoint of a post towards a particular issue. This enables mining public opinion as the
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aggregate of stances of a large collection of posts.

In using stance detection to mine public opinion, most research has been operationalised by
evaluating on temporally constrained datasets. This presents important limitations when
one wants to apply the models on temporally distant test datasets, as recent studies demon-
strate. Due to the rapidly evolving nature of social media content, as well as the rapid
evolution of people’s opinions, a model trained on an old dataset may not perform at the
same level on new data | Alkhalifa et al., [2021].

Linguists are interested in understanding human language, which is often dependent on its
context [Englebretson) 2007]. The ethnographic definition of stance in everyday language
may vary from the academic definition of stance given in the literature |[Englebretson,
2007). Consequently, the definition of stance can be analysed from different perspectives,
while most NLP work tends to focus on one of them. The prevalent definition of stance
in NLP research stems from a usage-based perspective defined in the field of linguistics
and is described by [Englebretson [2007] in which stance is dependent on personal belief,
evaluation or attitude. Additionally, stance can be seen as the expression of a viewpoint,
and it relates to the analysis and interpretation of written or spoken language using lexical,
grammatical and phonetic characteristics [Cossettel [1998]. For example, everyday words or
phrases used by people during working hours or in performing specific tasks can express
subjective features |Cossette, 1998] which can be used by NLP researchers in different
applications. However, the stance term may appear and be used differently by researchers

as it is strongly relevant to one’s own interpretation of the concept.

Stance, as a message conveying the point of view of the communicator, is the opinion from
whom one thing is discovered or believed. As a computational task, stance detection is
generally defined as that in which a classifier needs to determine if an input text expresses
a supporting, neutral or opposing view [Aldayel and Magdy, 2019]. It is framed as a super-
vised classification task, where labelled instances are used to train a classification model,

which is then applied on unseen test data.

While humans can easily infer whether an author is in favour or against a specific event,
the task becomes more challenging when performed at scale, due to the need for automated
NLP methods. Consequently, the stance detection task has attracted an increasing interest
in the scientific community, including scholars from linguistics and communication as well
as computational linguistics. However, the need to automate the task by means of NLP

methods is still in its infancy with a growing body of ongoing research.

Understanding stance expressed in text is a critical, yet challenging task and it is the main
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focus of this chapter. Stance is often implicit and needs to be inferred rather than di-
rectly determined from explicit expressions given in the text; indeed the target may not be
directly mentioned [Somasundaran and Wiebe, 2009, | Mohammad et al., 2016]. However,
given the scale of social media data, understanding attitudes and responses of people to dif-
ferent events becomes unmanageable if done manually. Current stance detection approaches
leverage machine learning and NLP models to study political and other opinionated issues
[Volkova et al., 2016, |Al-Ayyoub et al., [2018, D’Andrea et al., |2019, Johnson and Gold-
wasser, 2016, [Lai et al., [2017a]. However, using persuasive writing techniques and word
choices [Burgoon et al., |1975] to convey a stance brings important challenges for current
state-of-the-art models as there is a need to capture these features in a large-scale dataset.
Recent research is increasingly considering pragmatic factors in texts, adopting stance dy-
namics and the impact of language evolution. Research in this direction can shed light into
other dimensions when defining and analysing stance. However, building representations for

complex, shifting or problematic meanings is still an open problem that needs exploration.

2.3.2 Capturing Dynamics in Stance Detection

The stance detection task overlaps with, and is closely related to, different classification
tasks such as sentiment analysis [Chakraborty et al., 2020|, troll detection |[Tomaiuolo
et all, 2020], rumour and fake news detection [Zubiaga et al., [2018 Rani et al. {2020}
Collins et al., 2020, and argument mining [Lawrence and Reed} 2020|. In addition, stance
can be impacted by the discursive and dynamic nature of the task [ Mohammad et al.)
2017, Somasundaran and Wiebe}, 2009} Simaki et al., 2017].

In reviewing the literature on stance dynamics, we break down our review into three dif-
ferent dimensions (see Figure [2.1)), which cover the different aspects impacting how stance

is formed and how it evolves:

e stance utterance, referring to a single message conveying a particular stance to-

wards a target.

e stance context, referring to the pragmatic, spatiotemporal and diachronic factors

that make stance an evolving phenomenon.

o stance influence, referring to social factors including the author of a post, as well

as reactions towards, and activity around, messages expressing a particular stance.

In what follows, we delve into each of these dimensions and associated literature.
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IO

Influence Contextual Variations

Figure 2.1: Three dimensions around stance detection.

Stance Utterance

Stance utterance refers to the stance expressed in a single message | Mohammad et al.l
2016], and reflects human interpretation of an event. It represents the features that form the

textual viewpoint and they are essential for human inference and interpretation. Textual

data can be analysed based on different features, which previous work have tackled by

looking at a range of different challenges, which we discuss next.

One of the challenges in detecting the stance of a single utterance is target identification,
i.e. determining who or what the stance is referring to. For example, in the utterance “I
am supportive of A, but I’'m totally against B”, the author expresses a supporting stance

towards target A and an opposing stance towards target B. The target may be implicit

and not always directly mentioned in the text [Schaefer and Stedel [2019]. The target may

be implicitly referred to [Sobhani et al., 2019], or only aspects of it may be mentioned

[Bar-Haim et al., 2017|. These cases present the additional challenge of having to detect

the target being referred to in a text prior to detecting the stance. Retrieval of messages
likely referring to a target, as a first step to then do the target identification, is a challenge.

Achieving high recall in relevant message retrieval can be difficult in the case of implicit

messages | Mohammad et all, 2017]. In addition, there is a risk of detecting false positives

where a message may not be about the target at all, may not contain data expressing a

stance, or may hold multiple stances in the same utterance | Lai et al., 2019} [Simaki et al.,
2017].

Nuances in the wording of an utterance can present another challenge in detecting stance.
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Opinions are not always explicitly expressed, and can also be implicit, explicit, ironic,
metaphoric, uncertain, etc. [Sun et al., [2016} |Al-Ayyoub et al.| |2018| [Simaki et al. 2018],

which make stance detection more challenging. Moreover, surrounding words and symbols

can alter the stance of an utterance [Sun et al., 2016], e.g. negating words or ironic emojis

inverting the meaning of a text, which are especially challenging to detect. Recent models
increasingly make use of more sophisticated linguistic and contextual features to infer
stance from text. For example, looking at the degree of involvement by using special
lexical terms, e.g. slang, jargon, specialist terms, and the informal lexicons associated with
social intimacy [Tausczik and Pennebaker, 2010, Hamilton et al., |2016a, Rumshisky et al.,
2017, Liu et al., [2015]. Also, use of embeddings where concept meanings can be biased and

highly impacted by the cultural background and beliefs may lead to varying interpretations
[Shoemark et al., 2019, [Kutuzov et al., [2018| Hamilton et al. 2016b, [Dubossarsky et al.)
017, [Xu ot al}, 2019D).

The framing of an utterance can also play an important role in the detection of stance.

Framing refers to the adaptation of the wording to convey a specific interpretation of a

story to a targeted audience [Walker et al., |2012a] as in language and word choices, this

can be seen in the following forms:

o Reasoning/supporting evidence about the target or aspects of it [Hasan and Ngj,
2014, |Addawood and Bashir}, [2016, Bar-Haim et al. 2017, |Simaki et al., 2017]. For

example, |[Bar-Haim et al.| [2017] define the claim stance classification task as consist-

ing of a target, a set of claims and the stance of these claims as either supporting or
opposing the target. Further, they simplify the task by looking for sentiment and con-
trast meaning between a given pair of target phrase and the topic candidate anchor

phrase.

o Attitude: using single lexical terms holding polarity features related to the author

sentiment and reaction to an event. Such word choices can be positive, negative,

offensive, harmful, suspicious, aggressive, extremist [Blstak and Rozinajova [2017].

For instance, emotion and sentiment expressed in the text [Deitrick and Hu, 2013,

. s .
Y )

Xu et al 2011, which may express the author’s view on the importance (or lack

thereof) of the target.

o Persuasion and quality of communication [Hamilton, [2015, Aune and Kikuchi,
1993] through using grammatically correct sentences. For example, | Lai et al.| [2019]

concluded that people connected to users taking cross-stance attitudes become less

polarised and use neutral style when expressing their stance.
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Another challenge in stance detection is determining if stance is present in an utterance,
as the text may be neutral and not opinionated towards the target. This involves deter-
mining whether or not an utterance expresses a stance, and subsequently determining the
type of stance the author is taking [ Mohammad et al., 2016,  Zubiaga et al., 2016, Simaki
et all, |2017). For example, the most basic way of stance-taking could be the more extreme
positions such as in favour or against to less extreme positions such as asserting, question-
ing, responding, commanding, advising, and offering which may lead to conversational and
threaded stance context | Zubiaga et al., [2016]. In such a context stance moves from its

singular utterance structure to its augmenting component (see Section [2.3.2)).

Stance Context

Stance context refers to the impact of external factors in an utterance, including the collec-
tive viewpoint of a society in relation to the interpretation of a particular target. Context
aims to capture the stance occurring in longitudinally evolving contexts, and can be im-
pacted by shifts in opinions over time, locations, or cultures, among others. Any stance
inference requires consideration of other points of view, potential stereotypes, as well as
how public opinion evolved over time. This represents our understanding of the world dy-
namics and how stance may change over time | Lai et all 2019, [Volkova et al., 2016].
Stance towards a topic may be considered stable only when it has the same polarity over
time. Context involves factors causing changes in public opinion over time, such as real
world events. Context constructs complex, shifting or problematic meanings which change
the entire view of an event [Azarbonyad et al., |2017, |Stewart et al., |2017]. We discuss
the two main aspects that are considered when modelling stance context, which include

spatiotemporal changes and social changes.

Collective and individual stance towards a target can be impacted by spatiotemporal
factors [Volkova et al. 2016, Jackson et al., [2019]. Events occurring in different loca-
tions/times get different attention depending on how likely they are to happen again and
how unusual they are |Baly et al., 2018a), [Hamborg et al., 2019]. Consequently, the audi-
ence judging the events have their own biases depending on the cultural and ideological

background, which leads to variations in stance across regions.

Even when we restrict geographical locations, there are other factors leading to social
changes that have an impact on public opinion and stance. Social changes around a topic
can lead to shifts in opinions [Volkova et al., |2016, |D’Andrea et al., 2019, |Lai et al., 2018,
Lai et all 2019]. This can pose a significant challenge, particularly with the tendency in
NLP to using distributed representations of words driven by co-occurrence frequency of

words using sliding windows, and considering polysemy in more advanced language mod-
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els. Words are treated based on their contextual similarity rather than solely based on
their isolated frequencies. In order to build these models, one needs large collections of
documents with a diverse vocabulary to produce high quality vector representations for
different words. Consequently, these models rely on the amount of training data avail-
able, and the dimensionality of the word vectors [Mikolov et al., 2013a|. The emergence of
out of vocabulary (OOV) words, not seen by these models, can be one of its main limi-
tations. Different methods have been proposed to mitigate these limitations, for example
through character-level representations in ELMo or FastText, and sub-word representations
in BERT allowing models to incorporate segmented representations for unseen words |[Ha
et all, [2020]. In prediction models, character-level and subword representations can lead to
performance improvements with a trade-off on reduced model explainability; ongoing re-
search is however investigating how to improve model explainability, exploiting for example
attention scores produced by BERT [Bodria et al., 2020]. Moreover, newly emerging words
or words that shift their meaning over time would lead to outdated models. Challenges

relating to social changes can be further broken down into the following:

e Linguistic shift, which is defined as slow and regular changes in the core meaning
of a word. For example, “the word GAY shifting from meaning CAREFREE to HO-
MOSEXUAL during the 20th century” [Kutuzov et al., [2018]. This is also reflected
in the semantic meaning of emoticons across different contexts, languages and cul-
tures [Robertson et al., 2018]. In multilingual settings, code-mixing of two languages
in the same utterance |[Khanuja et al., 2020], or borrowing a word from a different
language due to influence from other languages, rather than internal changes in the

same language.

o Usage change, which is the local change of a word’s nearest semantic neighbours
from one meaning to another, as in the shift of word the “prison CELL to CELL
phone” which is more of a cultural change than a semantic change [Hamilton et al.,
2016b|. Thus, different viewpoints allow collective stance to change especially when
a story is viewed through different eyes and interpreted differently. For example,
focusing on UK politics, |Azarbonyad et al.| [2017] revealed that “The meaning given
by Labours to MORAL is shifted from a PHILOSOPHICAL concept to a LIBERAL
concept over time. In the same time, the meaning of this word is shifted from a
SPIRITUAL concept to a RELIGIOUS concept from the Conservatives’ viewpoint.
Moreover, two parties gave very different meanings to this word. Also, the meaning of
DEMOCRACY is stable over time for both parties. However, Conservatives refer to
democracy mostly as a UNITY concept, while Labours associate it with FREEDOM
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and SOCIAL JUSTICE.”

¢ Changes in cultural associations, which is measured as the distance between two
words in the semantic space, as in “IRAQ or SYRIA being associated with the concept
of WAR after armed conflicts had started in these countries” [Kutuzov et al., [2018].
Also, the type of sentiment bore by a word can change over time. For example, “the
word SLEEP acquiring more negative connotations related to sleep disorders, when
comparing its 1960s contexts to its 1990s contexts” |Gulordava and Baroni, 2011].
Moreover, studies have also looked at the relatedness of words over time, by looking
at how the strength of the association between words changes. For example, Rosin
et all [2017] introduced a relationship model that supports the task of identifying,
given two words (e.g. Obama and president), when they relate most to each other,

having longitudinal data collections as input.

Stance Influence
Stance influence refers to the aggregated importance surrounding an individual message
expressing a particular stance, and can be measured by using different qualitative and

quantitative metrics. These include the author’s profile and others’ reactions to a message.

Influence defines the quality of an utterance to make an impact, and can vary depending
on the popularity and reputation of the author, as well as the virality of a post, among
others. Next we discuss three aspects which are relevant to stance influence, i.e. threading

comments, network homophily and author profile.

Social media platforms provide a place for conversations to develop, which lead to threaded
conversations or tree-structured conversations. The formation of these conversations
enables exchanging viewpoints on top of the initial author’s stance | Zubiaga et al., 2016,
Guerra et al., 2017} | Lai et al. [2019]. For example, | Lai et al. [2019] observed that users
make use of replies for expressing diverging opinions. Research looking at whether retweet-
ing a post indicates endorsement is so far inconsistent. Lai et al. [2018] observe that people
tend to retweet what they agree on. Conversely, |(Guerra et al. [2017] argued that a retweet

does not indicate supporting its underlying opinion.

There is evidence showing that social media users tend to connect and interact with other
like-minded users |Lai et al., 2017bl Conover et al., [2012], which is also known as the
phenomenon of network homophily. | Lai et al|[2019] looked at the impact of different
characteristics of social media in sharing stance, showing for example that opposing opin-
ions generally occur through replies as rather than through retweets or quotes, polarisation

varies over time, e.g. increasing in the proximity of elections.
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The identity of the person posting a piece of text expressing a stance, or the author’s
profile, can also play an important role in the development of stance, for example if an

influential user expresses an opinion. Two key factors of an author’s profile include:

e Author’s ideology and background, often inferred by observing the user’s profile
|[Elfardy and Diab, 2016} |Conover et al., 2012} [Yan et al., 2018 | Lai et al., 2019], can
be used as additional features to determine the stance expressed by a user, rather

than solely using the textual content of a post | Mohammad et al., [2016].

o Author’s stance in the temporal space |Garcia et al., 2015]. For instance, media
organisations may express viewpoints through different frames [Hasan and Ng| 2014],
which takes time to be assessed | Zubiaga et al., [2016] and may also impact stance
evolution and people’s stand points. This can also have an impact on how threaded

conversations are developed.

2.3.3 Stance Detection Datasets

To study the stance detection task, different datasets covering various topics and pragmatic

aspects have been created by researchers.

Table shows the list of stance datasets available, along with their key characteristics;
these include the time frame they cover, a key aspect in our focus on stance dynamics, as
we are interested in identifying the extent to which existing datasets enable this analysis.
For ten of the datasets we found, the time frame covered by the data is not indicated
(marked in the table as N/A), which suggests that temporal coverage was not the main
focus of these works. The rest of the datasets generally cover from a month to a maximum
of 1 or 2 years; while the latter provides some more longitudinal coverage, we argue that
it is not enough to capture major societal changes. The exception providing a dataset that
covers a longer period of time is that by |Conforti et al.| [2020] and |Addawood et al.[[2018],

with five years’ worth of data.

Despite the availability of multiple stance datasets and their ability to solve different gen-
eralisability problems (e.g. across targets, languages and domains), this analysis highlights
the need for more longitudinal datasets that would enable persistence for temporal stance
detection and temporal adaptation, ideally across cultures and languages. For the few
datasets that contain some degree of longitudinal content, such as |Conforti et al., 2020]
covering 57 months and |[Addawood et al., |2018] covering 61 months, the available data is
sparsely distributed throughout the entire time period. This again urges the need for more

longitudinal datasets, which in turn provide more density for each time period. While data
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labelling is expensive and hard to afford at scale, possible solutions may include use of dis-
tant supervision [Purver and Battersby, 2012] for data collection and labelling or labelling
denser datasets for specific time periods which are temporally distant from each other, de-
spite leaving gaps between the time periods under consideration. Distant supervision has
been widely used for other tasks such as sentiment analysis |Go et al.l [2009], leading to
datasets covering in some cases over 7 years [Yin et al., 2021], however its applicability to

stance detection has not been studied as much.

In summary, we observe that existing datasets provide limited resources to capture language
dynamics and leverage longitudinal analysis, which would then give rise to more research

aiming to capture stance dynamics.
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‘ ref. ‘ time frame ‘ months ‘ topics (#) ‘ source ‘ language ‘
[IConforti et _all] Apr 2014 - Dec 2018 57 Finance (2) Twitter English
[2020]
| [Addawood et _all | Jan 2012 - 61 Women to Drive Twitter Arabic
[2018]
Jan 2017 Movement (1)
Rajadesingan and| | Apr 2013 1 US Issues (1) Twitter English
Lid [2014)
| WVolkova et all | Sep 2014 - 7 Politics (1) VKontakte Russian
[2016]
Mar 2015 Ukrainian
Zubiaga et al|| Aug 2014 - 15 News events (9) Twitter English
[2016]
Oct 2015 German
Mohammad et al.l | Jul 2015 1 US Issues (6) Twitter English
|2016]
| [Schuff et al[2017] | Jul 2015 1 US Tssues (6) Twitter English
| |Simaki et al|[2017] | Jun - Aug 2015 3 Political blogs(1) the BBC English
| [Kiiciik and Can| | Aug - Sep 2015 2 Sport (2) Twitter Turkish
[2020]
| [Sobhani __et_all | Oct 2015 - 5 US Issues (4) Twitter English
[2019]
Feb 2016
| [Addawood and | Jan - Mar 2016 3 Products (1) Web English
Bashii [2016)
|| Lai et al| [2019], | Nov - Dec 2016 2 Ttalian Referend. (1) | Twitter Ttalian
Lai et al.| [2018]
| [Yan et al|[2018] Jan - Dec 2016 12 US Issues (2) Twitter English
| ID’Andrea et all | Sep 2016 - 10 Health (1) Twitter Italian
[2019]
Jun 2017
| ILozhnikov et all | Nov 2017 1 Politics(1) Twitter Russian
[2018]
Meduza
Russia Today
| Baly et al[[2018b] | Jan 2016 - 12 Middle East(1) News articles | Arabic
Dec 2017
| [Somasundaran andl | N/A N/A Products (1) Convinceme English
Wiebd [2009]
Anand et al|[2011] | N/A N/A Politics (12) Convinceme English
| Walker et __all | N/A N/A US Issues (12) 4forums English
[2012b)
Createdebate
| [Skanda et al[[2017] | N/A N/A Indian Issues (4) Facebook Indian
| [Hercig et al|[2018] | N/A N/A Czech Issues (2) News Czech
| Xu et al[[2016] N/A N/A Different topics (7) Sina Weibo Chinese
| [Ferreira_and Vla- | N/A N/A News Articles (1) News articles | English
chos [2016]
| [Hasan and Ngf | N/A N/A US Issues (4) Createdebate | English
[2014]
| Bar-Haim et all | N/A N/A Open domain IBM dataset | English
[2017]
| [Taulé et al[[2018] | N/A N/A Catalan Twitter Spanish
Independence (1) Catalan

Table 2.3:

Stance detection datasets, including the time frame covered.
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2.3.4 Exploration of Other Longitudinal Datasets

In the previous sections, we examined the extent of dataset coverage for the task of stance
detection and sentiment analysis and in chapter we will provide a comprehensive in-
troduction to the datasets utilized in the context of our thesis. Within this section, we
aim to draw attention to additional large-scale datasets that have been introduced in the
broader body of academic literature for the purpose of temporal analysis and understand
longitudinal perception of different domains during our thesis work. These datasets are
comprehensively outlined in Table

| ref. | time Frame | months | topics (#) | source

[ [Lykousas et al[[2019] | Jan 2012 - Jan 2017 61 Emotion and | Vent
network analysis
(705)
| Robertson __et__all | 2012-2018 - Second-order Twitter
|2021) similarity of
emoji
| [Suhavi et al|[2022] Apr 2014 - Dec 2018 57 Mental health | Twitter
disorders (8)
Rozado et al.|[2022] 2000-2019 - Sentiment and | Twitter, Reddit, student reports, TV
emotion in news
headlines
| [Effrosynidis et al | 2016-2019 - Geolocation, user | Twitter
|2022] gender, climate,
sentiment,
aggressiveness,
temperature,
topic modeling
Hofmann et al.|[2022| | Jan 2008 - Dec 2019 - Non/political Reddit
comments from
various perspec-
tives

Table 2.4: Summary of different large scale data introduced in the literature

It is important to note that, due to current limitations in data retrieval on Twitter (cur-
rently referred to as the ”X” platform), the utilization of unshared datasets by researchers
has become increasingly challenging. This difficulty arises from the fact that Twitter APIs
are no longer operational without restrictions for researchers. As a result, researchers may
be compelled to explore alternative data sources to study social behavior beyond Twitter.
This shift highlights the evolving landscape of data accessibility and the need for researchers

to adapt their data collection strategies accordingly.
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2.4 Identifying Research Gaps and Motivation

In the previous sections, we have discussed the three key factors relevant to stance and im-
pacting its formation and temporal evolution, as well as existing datasets. In what follows,
we discuss the main research challenges and set forth our key research directions. We first
discuss general challenges, which are broader and impact various NLP tasks, followed by

specific challenges related to social media and core challenges specific to stance detection.

2.4.1 General Challenges in Maintaining Temporal Persistence

We also identified gaps in the literature that are not exclusive to stance but have significant

impact in stance prediction models such as the impact of predefined lexicon word res-

olution on the model’s accuracy [Somasundaran and Wiebe, [2009]. This is especially true

when models dependent on a lexicon fail to capture the polarity of evolving words. Research

in this direction has used pre-trained word embeddings such as GloVe [Pennington et al.l
2014], FastText [Bojanowski et al. [2017], Elmo [Peters et al., 2018], and BERT
et all, among others which proved to mitigate the problem of polysemy though word
vector representations. This is due to the fact that these models are fed news articles and
web data from different sources may be inherently biased . Moreover, it has

been shown that variations of architecture in state-of-the-art language models can signifi-

cantly impact the performance of the model in downstream tasks. Other work focuses on

flipped polarity and negation [Polanyi and Zaenen, 2006]. Even though embedding models

consider preceding and following words of a centre word for a given sentence (context), the
temporal property of the word itself and its diachronic shift from one meaning to another

has not been studied in the context of stance. The identification of diachronic shift of words

has however been tackled as a standalone task [Fukuhara et al.| 2007, |Azarbonyad et al.l
12017, |Tahmasebi et al} 2021, [Shoemark et al.; 2019, |Dubossarsky et al., 2017, Stewart et al.,
2017, [Hamilton et al.,[2016a), [Kutuzov et al., 2018| [Hamilton et al. 2016b, Rumshisky et al.,
. This is however yet to be explored in specific applications such as stance detection.

This may also impact the models’ performance across different domains and time frames.

The use of models developed in the field of NLP has been barely explored in the context of
stance detection, which have been more widely studied for other tasks such as co-reference
resolution [Somasundaran and Wiebe, 2009] and named entity recognition [Kugitk and!
Canl, 2020, Liu et al., 2013]. Previous research has however highlighted problems in this
direction [Lozhnikov et al., 2018 Kiiciik and Canl, 2020} Borges et al., |2019, |Sobhani et al.,
2019, | Lai et al., 2019, Lai et al., 2018, Simaki et al., [2017], which suggests that further
exploration and adaptation of NLP models may be of help.
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Current deep learning models and the existence of large pre-trained embeddings can offer
highly accurate results using training datasets. However, it can lead to biased results when
applied to new, unseen data, e.g. data pertaining to a different point in time to the one
seen during training. This highlights the difficulty of the task and the need to advance re-
search in developing models that are independent of a specific use case and dataset, which
can keep evolving as the data changes. Also, there is a need to develop data from different
languages to mitigate the cultural biases in existing datasets. This can help detect and
explain different perspectives while using specific topics to reason, compare and contrast a
model’s performance. This would also help further research in stance detection models that
are more stable in performance. Moreover, in the case of certain languages, such as Arabic,
the use of dialectical language instead of the modern standard language presents an addi-
tional challenge. More methods need to be investigated to improve a model’s performance

considering contextual variation (see Section [2.3.2)).

Understanding and detecting semantic shift(Section [Stewart et al. [2017,
Rumshisky et al., 2017, [Tahmasebi et al., 2021, Shoemark et al., |2019] in the meaning
of words has been of much interest in linguistics and related areas of research, including
political science, history. However, the majority of this literature focuses their efforts on
uncovering language evolution over time, with a dearth of computational research assess-
ing its impact in context-based prediction models such as those using embedding models.
Moreover, combining a contextual knowledge using word embeddings in prediction models
can help improve performance of stance detection models by leveraging their vector rep-
resentations. However, current state-of-the-art research ignores the impact of contextual
changes due to pragmatic factors such as social and time dimensions when building their
models. This may impact a model’s performance over time and can result in outdated
datasets and models. This is due to the dependence of these models to use static data
and pre-trained word embeddings to train models. While still training on data pertaining
to a particular time period, models need to leverage the evolving nature of language in an
unsupervised manner to keep stance detection performance stable. Temporal deterioration
of models is however not exclusive to stance detection, and has been demonstrated to have
an impact in other NLP tasks such as hate speech detection [Florio et al., |2020]. While
some social and linguistic changes may take time [Hamilton et al., [2016¢] before they occur,
recent literature proved that they may also occur in short periods of time |[Shoemark et al.)
2019, |Azarbonyad et al. 2017]. Most importantly, unlike semantic changes which capture
word fluctuations over time, temporal contextual variability may occur in corpus-based

predictive models.
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2.4.2 Challenges in Social Media and Specific to Temporal Stance Detection

There are numerous open challenges that are specific to the stance detection task. To the
best of our knowledge, few studies have specifically focused on the evolving nature of
topics and its impact on stance detection models. Moreover, fluctuation of word frequencies
and distributions over time highlights both the challenge and the importance of the task.
Commonalities between the source and target tasks tend to be crucial for successful transfer
[Vu et al., 2020]. However, recent NLP models have shifted to transfer learning and domain
adaptation where target tasks contain limited training data |[Xu et al.l [2019a], source
data pertains to a different domain |[Zhang et al., [2020] or to a different language |Lai
et all, 2020]. We anticipate two main directions that would help extend this research: (1)
furthering research in transfer learning that looks more into transferring knowledge over
time, as opposed to the more widely studied subareas looking into domain adaptation
[Ramponi and Plank, [2020] or cross-lingual learning [Lin et al., 2019], and (2) increasing
the availability of longitudinal datasets that would enable further exploration of temporal

transfer learning.

The majority of existing datasets are from the domain of politics and to a lesser
extent business, and are hence constrained in terms of topics. Broadening the topics
covered in stance datasets should be one of the key directions of research. In this thesis we

contribute to this gap by creating a new dataset in the domain of gender equality.

In general, existing datasets cover short time spans in languages including English |[Fer-
reira_and VIachos, 2016, | Mohammad et al., |2016, |[Simaki et al., 2017, Somasundaran and
Wiebé, 2009, Hercig et al., [2018, [Walker et al., |2012b, |Anand et al. 2011, |(Conforti et al.
2020], Arabic [Baly et al., |2018b, |/Addawood et al., 2018], Italian [Lai et al., |2018], Chinese
[Xu et al., 2016], Turkish [Kiiciik and Can) 2020], Spanish and Catalan [Taulé et al., 2018],
Kannada [Skanda et all 2017], German | Zubiaga et al., [2016], Russian [Lozhnikov et al.,
2018]. Recent efforts in multilingual stance classification have also published datasets in-
cluding German, French and Italian [Mohtarami et al., [2019) |Vamvas and Sennrich) 2020],
and English, French, Italian, Spanish and Catalan [Lai et al., [2020], but are still limited in
terms of the time frame covered. Longitudinal datasets annotated for stance would enable
furthering research in this direction by looking into the temporal dynamics of stance. This
thesis is also limited to studying the English language in the case of longitudinal datasets,

and the study of other languages is left for future work.

The quality and persistence of the data are also important challenges that need

attention. Annotation of stance is particularly challenging where a single post may contain
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multiple targets, or where users change their own stances towards a particular target, i.e.
cross-stance attitude. These are challenges that lead to lower inter-annotator agreement and
produce confusion even for humans | Lai et al.,[2019, Sobhani et al.| 2019]. Moreover, relying
on social media data under the terms of service of the platforms, reproducibility of some
datasets is not always possible [Zubiaga;, 2018]. There is also a need for stance detection
models that also consider context, for which suitable datasets are lacking. There are also
cases where concepts including sentiment, stance and emotion are conflated, with few efforts
to define stance | Mohammad et al., 2016, Simaki et al., 2017] or to experimentally prove
the difference between these concepts [ Mohammad et al., 2017, |Aldayel and Magdy, 2019].

The existence of social media accounts run by bots leads to fabricated viewpoints of
events. These accounts may have been created to manipulate the true view and harm
specific targets (for example, businesses or people). This manipulated information can in
turn have an impact on specific points in time where the bots operate, and can jeopardise
the applicability of stance detection models for certain points in time (e.g. during elections
where bot participation may increase) if bots are not detected and removed from the
dataset.

Similar to most approaches for social media data, pragmatic opinions [Somasundaran
and Wiebd, 2009 including short opinions with few lexicon cues can negatively impact
prediction performance, including hedging |[Somasundaran and Wiebe, 2009|, rhetorical
questions [Hasan and Ngj [2014] | Mohammad et al., 2017], inverse polarity | Mohammad
et all, 2017, Skanda et al.l 2017], sarcasm |Hasan and Ngj 2014} Skanda et al., 2017], all
of which can have a significant impact in the classifier, especially in the case of two-way

classification models.

In stance particularly, we can define these problems in four levels: (1) utterance level
as changing stance from being in favour to being against, (2) time level as collective
stance [Nguyen et al., [2012] of public pool change from highly in favour to highly against
over time, (3) domain level where some words change its polarity from one domain to
another (such as high prices indicating a favourable stance in the context of a seller but
an opposing stance for customers), and (4) cultural level which represents stance shift
between languages or various geographical locations. Indeed, use of a machine learning
model training from old data may not be directly applicable to future datasets, e.g. due
to suffering from domain bias, co-variate shift and concept drift. This can be cause by
the nature of controversial topics and the impact of pragmatics such as time, location and

ideology.
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2.5 Conclusion

This chapter providing a background on temporal persistence of text classification models
discusses the impact of temporal dynamics in the development of models for classifica-
tion tasks, with a particular focus on stance detection, by reviewing relevant literature
in both stance detection and temporal dynamics of social media. Today’s computational
models are able to process big data beyond human scale, building on digital humanities
and computational linguistics. This however poses a number of challenges when dealing
with longitudinally-evolving data. The changes produced by societal and linguistic evolu-
tion, among others, both of which are prominent in social media platforms, have significant
impact on the shift of social beliefs by means of spreading ideas. With the proliferation
of historical social media data and advanced tools, we argue for the need to build models
that better capture this contextual change of stance. This thesis makes one of the first such
efforts, and arguably the most comprehensive effort, in establishing a benchmark method-
ology, investigating and quantifying the problem, and studying the mitigation of temporal

performance drop in text classification models.
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Chapter 3

Temporal Analysis Methodology, Evaluation

Metrics, and Longitudinal Datasets

Researchers have predominantly adopted a longitudinal perspective to gain deeper insights
into the evolution of various social behaviors over time, including sentiment, emotional
expression, the use of emojis, and concerns about global warming. Social media posts have
emerged as valuable resources for temporally analyzing public perceptions within these
diverse domains. However, there is a conspicuous lack of quantitative assessments regarding
the persistence of performance scores over time for the machine learning models used and
the potential deterioration of model performance as language use evolves over time. This
highlights the significance of our research, which not only addresses these issues but also

lays the groundwork for future expansions into other tasks.

This chapter aims to investigate the dataset characteristics that may influence model per-
formance over time, particularly when incorporating new data for evaluation (refer to
Chapter {4 for more details on dataset characteristics impacting model performance). In
this chapter, we introduce the datasets used for our experiments and perform a prelimi-
nary analysis of their characteristics. Finally, we provide other longitudinal datasets that
can be used by researchers in the future to expand this research work to other tasks and

datasets.
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3.1 Problem formulation

3.1.1 Problem Statement

In this thesis, our primary focus lies in evaluating the temporal persistence of text classifier
performance. Specifically, we aim to assess how effectively a text classifier retains its efficacy
when applied to data collected at different points in time. Our investigation encompasses
scenarios where the classifier may need to perform on older data than its training corpus
or on newer data. To address this challenge, we introduce a novel task known as temporal
classification persistence. In this task, we systematically analyze the classifier’s performance
over time, utilizing a longitudinal, labeled dataset comprising annotated textual data that
represents temporal utterances within a specific domain (e.g., gender equality, healthcare).
Each text in this dataset carries one of two binary labels, denoted as S € {x1,x2}, spanning

T years, represented as ¥ = {yi,...,yr }. Each y, corresponds to textual data from year ¢.

For the purposes of this thesis, we focus on years instead of months or other time peri-
ods. This decision is rooted in the practical challenges of collecting and analyzing large-
scale, temporally annotated datasets, which are more feasible to manage on a yearly basis.
Furthermore, focusing on annual intervals allows us to capture more significant shifts in
linguistic usage and societal discourse, which might not be as apparent in shorter time

spans.

Our goal is to evaluate the classifier’s ability to maintain its performance over time. We
adopt a systematic approach in which we train the classifier on data from a specific year, y;,
where i € {1,...,T}, and subsequently assess its performance in each of the subsequent years,
yj, where j e {i+1,...,T}, as well as in years preceding its training data. By aggregating
performance scores based on the temporal gap between training and testing sets, we aim

to uncover temporal performance trends over time.
We can formally define our temporal classification problem as follows:

Given a temporal annotated corpus from a non-stationary environment (e.g., News, Social
Media), denoted as U, representing temporal utterances within the same domain (e.g.,
gender equality, health issues), along with corresponding binary labels S and contextualized
embeddings X, our objective is to develop an optimal approach that enhances a classifier
F’s performance over time. This entails enabling the classifier to confidently assign labels
to unseen texts in temporal test datasets, such as those from year t+1 or from years older

than its training corpus.
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past time gaps | . future time gaps
:No gap:
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Figure 3.1: An overview of our evolving benchmark settings used for monitoring temporal
generalisability of models’ performance.

3.1.2 Experimental Settings

To systematically explore temporal classifier persistence, we introduce the concept of the
"Temporal Gap”. The Temporal Gap represents the temporal difference, measured in years,
between training and test data. It accounts for the direction of time, taking on negative
values when the test data predates the training data (past) and positive values when the
test data is more recent than the training data (future). Figure provides an overview

of our experimental setup, illustrating different temporal gap scenarios.
Our investigation unfolds across three primary settings:

1. Learning from Older Training Sets: This setting involves training on data from

previous years.

2. Learning from Same-Period Training Sets: Here, the classifier is trained on
data from the same temporal period. This is primarily used as a baseline experiment
showing the upper-bound performance when there is no temporal gap between the

training and test data.

3. Learning from Newer Training Sets: This setting explores training on data from

more recent years.

The Temporal Gap (G) is formally defined as the difference between the target year for
testing (j) and the source year for training (i). We calculate this gap for all possible pairs
of years within the dataset, spanning N years, resulting in G € [0,N]. The temporal gap
(G) is defined as follows.

G=j—iVi,jeN (3.1)

where the resulting G € [0,N].
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In our experiments, we select a source year (i) and a target year (j) and proceed to train the
model using the training data from year i (Di,). We subsequently evaluate its performance

on the target year j (D), considering both future and past years.

We systematically iterate through all possible source i and target j year combinations
within the dataset, which includes N years. Finally, we aggregate the results based on the
temporal gap G between years i and j, presenting the average performance metrics for each

gap.

i/j|2015[2016{2017|2018/2019

2015/G=0 1 2
2016 -1 O 1
2017, -2 -1 O
2018 -3 -2 -1
2019 4 -3 -2 -1 O

O r NN W
R N W b

Figure 3.2: Illustration of time gaps between training and testing years. Positive values
indicate future test years, while negative values indicate past test years.

For instance, if a dataset encompasses data from 2015 to 2019, the temporal gaps range
from -4 to 4, representing various combinations of training and testing years. Figure [3.2
illustrates how we calculated the time gaps for every training and test dataset combination,
calculated as G = j—i (See , where i and j represent the training and testing years,
respectively, and measure the temporal distance. It accounts for the direction of time, with
negative values when testing predates training and positive values for the opposite, as

outlined below:

G = -4: 2019-2015

o G = -3:2018-2015, 2019-2016
o G = -2:2017-2015, 2018-2016, 2019-2017

o G = -1:2016-2015, 2017-2016, 2018-2017, 2019-2018

G = 0: 2015-2015, 2016-2016, 2017-2017, 2018-2018, 2019-2019

G = 1: 2015-2016, 2016-2017, 2017-2018, 2018-2019
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o G = 2:2015-2017, 2016-2018, 2017, 2019
o G = 3: 2015-2018, 2016-2019
o G = 4: 2015-2019

When evaluating models, we aggregate performances for different combinations of years
pertaining to each gap by averaging them. It is worth noting that this setup leads to varying
experiment counts for each temporal gap, with a smaller number of held-out testing sets

for larger gaps.

3.1.3 Evaluation Metrics

In our evaluation, we use the following metrics: (1) Model Evaluation Metric which
measures the model performance (macro-averaged Fl-score) for each training and test
pair; (2) Average Performance Metric which quantifies the average performance of the
model (macro-averaged F1-score) by aggregating all testing sets from the same age using the
difference in years (Time Gap) between test and training sets. (3) Relative Performance
Drop which quantifies the actual drop in performance using Average Performance Metric
scores using the difference between model performance on the testing set from the Time

Gap 0 as an anchor score and on another Time Gap > 0 distant in time.

Our experimental setup is summarised in Algorithm |1} showing the procedure for aggre-

gation of year pairs by their temporal gap. The key metrics defined are:

o Model Evaluation Metric (MEM): Uses the macro Fl-score to assess the per-
formance between training and test sets for any given model. For each training (D)
and test sets (D)), we use the macro Fl-score (F-macro) to assess the performance
between a single pair of training and test sets for any given model design choice. F1

score is a weighted average of the recall and precision.

S . 2. precision-recall
MEM(FI,DZ D{S):F—macm(D’ D{s): precision - reca

troy troy

precision + recall (3.2)
o Average Performance Metric (APM): Averages the F-Macro scores for each
time gap, reflecting performance fluctuations over time. As such, we quantify the
performance fluctuation for each time gap by averaging F-Macro over all training and
test f-score pairs with the same temporal distance. We use an evolving longitudinal
benchmark with multiple experiments for each time gap to accurately measure the

temporal performance score for each task.
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Algorithm 1 Temporal Performance Evaluation

Input: Longitudinal training sets, development sets, and test sets D;., Dg,, and D,y for
each dataset D covering N temporal years, language representations R, and classification
algorithms C.

Output: Average performance score for all possible time gaps between training source

years i € I and test target years j € J where (I C N and J C N). > We use N for both
training source years I and test target years J as they are equal sets of all N years in our
settings.

1

10:
11:

12:

13:

. for all F € Models®*C do
for all training sets Dy, from source year i € N do
Train F using D!, to get a classifier F'
Apply early stopping strategy using held-out DZV
for all testing sets Dy, in target year j € N do
Predict classes for D/ using F'
Calculate the Temporal Gap (See Equation to the temporal distance
between training and test set (j—i) to determine the temporal distance of classifier F'
predictions for given held-out test set.

Calculate Model Evaluation Metric (See Equation to evaluate the
performance D}, of the given classifier using the classifier F'.
end for
end for

Compute Average Performance Metric for all years per time gap (See Equation

53).

Compute Relative Performance Drop between each time gaps and time gap 0

(See Equation [3.4)).

end for

APM(G) =Y Y F —macro(Dj,,Dj,) ifj —i=G (3.3)
iEN jEN

o Relative Performance Drop (RPD): Quantifies performance drop comparing
APM at time gap 0 to APMs at subsequent time gaps. We quantify the perfor-
mance drop using the difference of APM(0) when time gap is 0 ( G =0) compared
to APM(G) score of another time gap that is temporal distance than time gap 0 (
G > 0). Each RPD measures the temporal performance drop in model’s performance

using all APMs of G > 0 compared to initial year’s APM model score at G = 0.

RPD(APM(0),APM(G)) = APM(E;A;&‘;;M(O) whenG > 0 (3.4)
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This framework enables us to systematically evaluate the temporal persistence of NLP
classification models, crucial for applications where data evolves over time. In summary,
our study introduces the concept of the temporal gap to systematically investigate the
persistence of NLP classification models across different temporal scenarios. We analyze the
performance of these models under varying temporal gaps, allowing us to gain insights into
their adaptability to changing data distributions over time. We employ three key metrics:
the Model Evaluation Metric, which measures performance for each training and test
pair; the Average Performance Metric, aggregating performance across all testing sets
of the same temporal distance; and the Relative Performance Drop, quantifying the
performance decline over different time gaps. This comprehensive approach enables us to
assess the persistence and temporal dynamics of NLP models in a wide range of real-world
scenarios. The detailed experimental procedure is outlined in Algorithm (1} providing a

robust framework for our investigation.

3.2 Collection of Longitudinal Datasets

In this thesis, we use five datasets pertaining to three different tasks. We collected four
new datasets and borrowed one from previous work. Our selected datasets come from
two sources: social media and e-commerce platforms. These sources contain user-generated
content that reflects individual opinions, preferences, and stances. Analyzing datasets from
both domains offers a more comprehensive understanding of how stance and sentiment
are expressed in different online contexts and how they evolve over time. Additionally,
using a diverse range of datasets across multiple tasks enhances the generalizability of our

experiments.
We collect and label the following datasets for the following tasks:

o Stance Detection (SD), including the Gender Equality Stance Detection (GESD)
and HealthCare Stance Detection (HCSD) datasets.

o Temporal Sentiment Analysis (TSA), including the Temporal English Sentiment
Analysis (TESA) and LongEval-Temporal English Sentiment Analysis (LE-TESA)

datasets.

« Review Rating Prediction (RRP), which includes the Amazon Books Rating
Reviews (ABRR) dataset originally collected by [Ni et al.| [2019].

Given the need for longitudinal, labeled datasets covering several years, we opted for rely-

ing on distant supervision for the collection and labeling of datasets. Distant supervision
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has become a widely recognized and effective method for collecting labeled datasets from
social media sources, with a primary focus on sentiment analysis |Go et al., 2009]. This
approach has more recently been extended to encompass a variety of other tasks, including
stance classification |[Kumar, 2018, | Mohammad et al., 2017]. Essentially, distant super-
vision consists in automatically or semi-automatically labeling datasets by using certain
signals inherent in the data which give a hint on the labels, while then removing those sig-
nals from the data to avoid data contamination in the dataset. For example, one can rely
on the fact that a tweet contains a happy or sad emoji face to determine whether the tweet
conveys positive or negative sentiment; while the emoji can help determine the sentiment
label of the tweet, these emojis can then be stripped from the final dataset, which would
contain the text of the tweet without the emoji and its associated label. This method can
help obtain large-scale labeled datasets at low or no cost, with the caveat that labels can
have some levels of noise as there can be, for example, cases where happy or sad emojis
can be used ironically. In this thesis, while relying on distant supervision, we also perform
manual checks on small samples of the distantly labeled datasets to estimate the amount

of noise in the datasets.

Moreover, our datasets encompass both labeled and unlabeled data, offering distinct ad-
vantages for our research. While labeled data allows us to directly evaluate the performance
of our models through testing, unlabeled data serves a crucial role in model adaptation.
By leveraging unlabeled data, we can employ techniques such as incremental learning,
which utilizes unlabeled data to update model lexicons and adapt to evolving language
patterns. This approach is particularly valuable in scenarios where acquiring labeled data
is expensive or impractical, especially when the language model is fine-tuned with outdated
training data, where however obtaining large amounts of unlabeled data is generally cheap
and affordable.

In what follows we describe the data collection and labelling methodology we follow for

the five datasets pertaining to the three tasks.

3.2.1 Stance Detection (SD) datasets: GESD and HCSD.

Due to the lack of large-scale temporally annotated datasets for stance classification, we
collected new datasets using distance supervision. In this case for a six-year time period
from 2014 to 2019, the data collection is based on predominantly supporting or opposing
hashtags trends over years though manual search for relatedness to gender equality and
healthcare posts. Labeling involved distant supervision, employing opinionated hashtags

to categorize tweets as “support” or “oppose,” enhancing its utility for research | Alkhalifa
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et all, 2021].

’ GESD Dataset: Gender Equality ‘

Support | #MeToo, #feminist, #Feminism, #WomenEqualityDay,
#WomensRights, #GenderEquality, #WomenEmpower-
ment, Ftruefeminism, #Imatter, #GirlsInCrisis, #Pro-
tectPregnantWorkers, #equalityinsports, #GenderPay-
Gap, #StopEnslavingWomen, #alienatedmother, #Wom-
enPeaceSecurity

Oppose | #MenToo, #MensRights, #FakeFeminism, #GenderBias-
edLaws, #fakefeminist, #CrimeHasNoGender, #Crime-
ByWomen, #CrimeAgainstMen, #ConspiracyHasNoGen-
der, #MenToo_ UntoldTruth, #ToxicFemininity, #Men-
WillBeMen, #alienatedfather, #submissivewife, #feminis-
miscancer, #equalparenting

’ HCSD Dataset: Healthcare ‘

Support | #fitness, #eatright, #weightloss, #gamusa_ day, #dite,
#wightloss, #patientadvocacy, #4Patients, #Care-
givers, #ThinkGP, #Doctors, F#patientvoiceheard,
#healthandwellness, # VaccinesSaveLives, #Gprecruit-
ment, #GPForwardView, #TeamGP

Oppose | #Carb, #Fat, bellylover, #dontdiet, #Gainer,
#endweightstigma, #ContaminatedBlood, #medical-
negligence, #Insurancemisconduct, #clinicalnegligence,
#shadowdoctors,  #staffAbovePatients, #PatientEm-
powerment, # VaccinesareNOTsafe, #Medicallndemnity,
#MedicalMalpractice, #patientsafety

Table 3.1: List of hashtags used to build our datasets.

This resulted in two Twitter stance datasets by using hashtags spanning the same time
period (2014-2019) constructed using hashtags shown in Table E (1) with hashtags
supporting and opposing gender equality (GESD), involving issues such as feminism and
gender pay gap, and (2) with hashtags supporting and opposing the use of healthcare
(HCSD), involving issues such as dieting and medical care. For both healthcare and gen-
der equality, our stance detection approach discerns between support and opposition. In
healthcare, hashtags represent advocacy for medical practices or critique healthcare sys-
tems, reflecting varied public opinions. In gender equality, we distinguish between hashtags
that support movements like #MeToo and #Feminism, promoting rights and equality, and
opposing hashtags such as #FakeFeminism and #MensRights, stemming from counter-

movements or critiques of feminism. These opposing hashtags are crucial for a balanced

'https://github.com/OpinionChange2021/opinion_are_made_to_be_changed.git
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] | Source ‘ Target | Labels ‘
] ‘ Train. ‘ Dev. ‘ Test. ‘ % Class 1 \ % Class 2 ‘
GESD | 35,100 | 3,900 | 9,000 76.9% (Support) | 23.1% (Oppose)
HCSD | 22,500 | 2,500 | 5,040 53.6% (Support) | 46.4% (Oppose)
| TESA [ 74,850 [ 9,980 | 14,970 [ 50% (Pos) | 50% (Neg) \
| ABRR | 15,840 [ 2,620 | 3,930 [ 50% (5) | 50% (1) |

Table 3.2: Dataset Statistics for GESD, HCSD, TESA, and ABRR. Source and target tweet
counts per year with consistent temporal label distribution.

analysis, capturing the dynamic nature of language use within gender equality and health-
care posts on social media overtime. These collected datasets acquired via the Twitter
API using relevant hashtags. Historical tweet retrieval was facilitated by the user-friendly
GetOldTweets3 API, allowing researchers to specify search parameters, including hashtags

and date ranges.

Our hashtag compilation was manually incremental, starting with key hashtags and expand-
ing through manual “snowballing”. This method uncovered a wide spectrum of hashtags,
ensuring our datasets accurately reflect diverse public discussions on these issues, including
essential opposing viewpoints in gender equality and healthcare for comprehensive social

media discourse analysis.

Unlabelled Datasets. We collected more extensive domain-specific Twitter datasets
pertaining to the topics of gender equality and healthcare. These datasets were constructed
using the same hashtags as the labeled datasets which will be described in the following
section. However, in this case, we intentionally omitted labels and removed hashtags from
the text to avoid introducing any form of supervision during the training of word embedding
models. As a result, we compiled a total of 578K tweets related to gender equality and 343K
tweets related to healthcare. It is worth noting that these datasets played a crucial role
in the development of our temporal adaptive model, which will be explored in detail in
Chapter

Labelled Datasets. Distant supervision consists in defining a set of keywords (e.g. hash-
tags) which serve as a proxy to data labels, subsequently removing these keywords from
the resulting dataset and leaving the rest of the text of the posts. To assess the quality of
the distantly supervised labels, we manually inspected a subset of 225 random tweets from
the resulting datasets. We observed that only 11% of the instances are noisy, i.e. opposite

stance. This is in line with previous work on distant supervision (cf. [Purver and Battersby,
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2012]), and hence continue with this dataset given the inevitably trade off between dataset
size and label quality. We then randomly selected a stratified sample from each year based
on minimum count of each label, which is split then into train, evaluation and test data.
Table shows the per-year statistics of the resulting datasets.

3.2.2 Temporal Sentiment Analysis (TSA).

For the temporal sentiment analysis task, we leveraged distant supervision to collect large
collections of tweets spanning a seven-year time period from 2013 to 2020 [Yin et al., 2021].
Collected tweets, spanning from January 2013 to June 2020, are accessible through the
Twitter Stream Grab (TSG) project on the Internet ArchiveEL curated from the archived
collection of Twitter’s 1% public stream of tweets. This compilation amounts to 3.8TB of

tweets in compressed (bz2) format.

These tweets were initially sampled for seven different languages: Arabic (ar), German
(de), English (en), Spanish (es), French (fr), Italian (it) and Chinese (zh). While the full
dataset for all seven languages was published, for the purposes of this thesis we focused on

the English language subset of the dataset.

We enhanced the emoticon list from (Go et al.| [2009] with those used by Byrkjeland et al.
[2018] for sentiment embedding training. This list was refined against manually labeled
datasets and SemEval Twitter sentiment datasets (2013-2017) [Rosenthal et al., 2017],

excluding ambiguous emoticons for better suitability in distant supervision.

For emojis, we initiated our list from all available emojis as of September 2020, selectively
including only full faces or gestures to preclude cultural or gender biases. Through rigorous
assessment based on Emojipediaﬂ descriptions, we ensured the inclusion of emojis that ex-
plicitly expressed positive or negative emotions, excluding those related to external factors

for clarity.

We evaluated the quality and the extent of noise in the resulting distantly labelled datasets.
We did this by matching the aggregation of SemFEwval sentiment analysis tweets from 2013-
2017 shared tasks Rosenthal et al.|[2017] based on the predicted emotion by the distantly
supervised approach in comparison with the manually annotated labels as shown in Ta-
ble While the manual labels are three-way (positive, neutral, negative), the distantly
supervised approach only captures two different categories (positive and negative). This

shows the difference in the inclusion thresholds used — the manually labelled “neutral”

’https://archive.org/details/twitterstream
3https://emojipedia.org/
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Table 3.3: Positive and negative sentiment keywords: (1) Emoticons including 40 positive
and 35 negative expressions, and (2) Emojis including 29 positive and 33 negative expres-
sions.

instances that our distant supervision captured with polarity mainly consists of mildly

positive or mildly negative ones.

Considering the rest of the instances that were captured, only few were noise (coloured
red), showing the effectiveness of the distantly supervised method to automatically label
tweets with little noise. These noise instances have similar distributions of emoticons as the
valid ones, showing ironic use. Users were more likely to ironically use positive emoticons

in a negative setting than vice versa.

This dataset serves as a foundational resource for conducting comprehensive longitudinal
analyses, making use of the aggregated sentiment labels derived from emojis and emoti-
cons. Allowing our distantly supervised approach to cover a total of 137 balanced sentiment
keywords: 69 positive and 68 negative expressions. This curated list comprises 137 senti-

ment keywords, evenly distributed between positive and negative expressions, enriching
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positive neutral negative
positive 510 95 19
negative 9 27 71

Table 3.4: Manual labels (columns) vs distantly supervised labels (rows) on the subset of
SemEval tweets matching emoticons or emojis.

our dataset for accurate sentiment analysis as detailed in Table

In the subsequent paragraphs, we will delve into further details regarding the Temporal
English Sentiment Analysis (TESA) component employed within this thesis and used in
Chapter [4 where we used distantly annotated texts sets and Chapter [6| where we introduced
LongEval TESA (LE-TESA) human-annotated evaluation sets.

Temporal English Sentiment Analysis (TESA).

TESA Labelled Datasets. For TESA training and testing sets, we sample the same
amount of data and preserve the same distribution of labels for each year, which helps
us avoid other confounding factors to solely focus on the impact of temporal change. The
dataset used after removing Emojis and emoticons provided by |Yin et al. [2021] and keeping
tweets with a 3-word minimum length. In all the settings, we applied a stratified split
with 75%, 10%, 15% for train, development and test per year respectively. The resulting
distribution of data is shown in Table

LongEval Temporal English Sentiment Analysis (LE-TESA).

LE-TESA was introduced as part of the evaluation shared task discussed in Chapter
The LE-TESA dataset is distinctive from original TESA in that it comprises both human-
annotated testing sets and distantly annotated training sets. This dataset spans eight years
from 2014 to 2021 and consists of tweets with binary sentiments, categorized as either

“positive” or “negative”.

LE-TESA Unlabelled Datasets. The LE-TESA dataset underwent rigorous preprocess-
ing to ensure quality. Duplicates and near duplicates were removed. Also, to enforced a
diversity of users and removed tweets from most frequent users with bot-like behaviour.
Finally, user mentions were replaced by 'Quser’ for anonymization, except for verified users
that remained unchanged. For all these preprocessing steps, we relied on the same pipeline
and script used by Loureiro et al. [2022]. On average, each year in the dataset comprises
approximately 119,999 lines of data after prepossessing, with a slight variation observed in

some years. For instance, the year 2019 contains slightly fewer lines, with an average count
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of 119,997. The dataset is publicly available

’ Dataset ‘ Time Period ‘ Size ‘
| Training | Feb 2014 - Dec 2016 | 49,608 |

Practice-2016 [within] | Jan 2016 - Dec 2016 | 1,344
Practice-2018 [distant] | Jan 2018 - Dec 2018 | 1,344

Test-within Jan 2016 - Dec 2016 908
Test-short Jan 2018 - Dec 2018 908
Test-long Jan 2021 - Aug 2021 908

Table 3.5: LE-TESA Dataset statistics summary of training, practice and testing sets.

LE-TESA Labelled Datasets. We began with a sample excluded from the LE-TESA
unlabelled dataset, and further preprocessing steps were introduced. These steps in-
cluded the exclusion of all retweets and replies, as well as prioritizing English posts with
a 5-word minimum and a 140-character maximum. Posts with at least one stop word were
also selected. Emojis and emoticons provided by |Yin et al.| [2021] were removed prior to
sampling. Subsequently, the dataset was systematically sampled from the preprocessed
data to create a balanced annotated set, considering sentiment distribution, the month of

tweet creation, and normality in tweet length distribution.

The resulting distribution of data is shown in Table[3.5] The LE-TESA training set covered
a two-year period, from 2014 to 2016. For the LE-TESA practice sets, we introduced both
"within” and ”distant” time sets. The Practice-2016 set had a temporal gap of 0 years
from the training data, given that it overlapped with the training period. Additionally, the
Practice-2018 set was provided as a distant test set for practice, featuring a temporal
gap of two years from the training data. In terms of evaluation sets, the within set shared
a O-year time gap, covering the same period as the within Practice-2016 set. The Test-
short set had a 2-year time gap, aligning with the distant Practice-2018 set. Lastly, the

Test-long set had a 5-year time gap, representing a long-term evaluation scenario.

The Practice and evaluation sets annotation testing sets were annotated using Ama-
zon Mechanical Turk (AMT) E} Workers on AMT underwent a selection process involving
two qualification tasks. The first task aimed to identify experienced workers located in
English-speaking countries, ensuring language proficiency and familiarity with AMT. The

second task presented candidates with 5 tweets, allowing only those correctly annotating

4https://colab.research.google.com/drive/1g0wCqtRRNCYsNozRYeF_2pA18VAoGulv?usp=
sharing
Shttps://www.mturk. com/
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3 or more to proceed to the actual annotation task. In total, 4,032 tweets were annotated,
comprising 1,874 positive, 741 neutral, and 1,417 negative examples. Each tweet received
annotations from 5 different workers, and the final label was determined by calculating the

mode of the annotations.

3.2.3 Amazon Books Rating Reviews (ABRR).

38,480,365 |
] Average Reviews per Year 2,137,798 ‘

’ Total Reviews ‘
|
| Total ’5’ Ratings | 30,581,057 |
|
|
|

| Total '1’ Ratings 1,146,047 |
’ Average ’5’ Ratings per Year | 1,698,947 ‘
’ Average ’1’ Ratings per Year 80,336 ‘

Table 3.6: Basic Statistics of Amazon Book Reviews Dataset (2000-2018)

This is based on the Amazon Product Reviews dataset |[Ni et al., 2019@ The original
dataset contains reviews and their corresponding rating scores across various product cat-
egories on Amazon. Our study, however, narrowed its scope to book reviews, specifically
from 2000 to 2018. Even though the Amazon book reviews dataset spans from 1996 to
2018, the decision to exclude data preceding the year 2000 was guided by the need for
a sufficient number of labels to facilitate cross-temporal testing across consecutive years.
Table presents general statistics of the dataset, including the total number of reviews,
the average number of reviews per year, and the total counts of ‘5’ and ‘1’ ratings, along

with their respective averages per year.

Labelled Datasets. Data selection includes review rating scores assigned by the users
themselves along with the review texts. We used two columns from the dataset, text of the
review and overall rating of the product. The original ratings in the dataset range from 1
to 5; in order to frame the task as a binary problem, we sample the reviews rated as either
1 or 5, removing the remainder of the reviews with scores 2, 3 or 4, as well as duplicates
and empty lines with simple reprocessing. The data resulting from this is shown in Table
3.7 By using this approach, we ensured that our research remained focused within the
context of binary classification, allowing for a more in-depth exploration of the temporal

persistence of binary classifiers.

To ensure balanced representation, both sentiment categories were downsampled to target

Shttps://cseweb.ucsd.edu/~jmcauley/datasets.html#amazon_reviews
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’ Year ‘ Total Reviews ‘ ’5’ Count ‘ ’1’ Count ‘

2000 348,471 213,344 18,287
2001 310,029 185,754 17,220
2002 297,913 177,404 17,658
2003 299,921 177,511 19,689
2004 345,949 201,635 26,842
2005 494,120 286,634 41,262
2006 551,745 328,487 40,854
2007 733,532 451,180 43,147
2008 787,699 477,736 48,953
2009 972,338 590,288 61,494
2010 1,114,410 633,082 66,567
2011 1,436,114 872,015 90,887
2012 2,530,939 1,574,994 | 127,637
2013 6,037,968 3,864,774 | 210,269
2014 8,225,749 5,401,730 | 284,022
2015 8,398,852 5,659,019 | 297,847
2016 8,209,061 5,627,440 | 291,376
2017 7,281,384 5,121,207 | 266,588
2018 2,743,746 1,968,514 | 103,755

Table 3.7: Analysis of ’5” and ’1’ Ratings in Amazon Book Reviews (2000-2018)

sizes of 7,920, 1,965, and 1,310 instances for each label within the training, testing, and
evaluation sets, respectively. This strategy resulted in a total of 22,390 instances per year
across all splits. Further details will be discussed in the following chapters. This approach
ensured that the dataset maintained a balanced dataset with suitable size for testing, facili-
tating fair and unbiased analysis throughout the entire temporal analysis over classification

expressions.

3.3 Analysis of the temporal dynamics of language use

We look at the word frequency in the datasets over time, i.e. how does word usage persist
over time and to what extent is word usage ephemeral. Figure shows the statistics for

different types of words according to their lifetime, which we define as follows:

o Dying words (red): Words that, having been used for 2+ years, are no longer used

in future years.

o Unique words (gray): Words only used in that year and not in any other year.
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Figure 3.3: Temporal usage of different word types. Dying words (red), unique words (gray),
emerging words (blue), common words (green) and seasonal words (brown). See main text
for descriptions.

o Emerging words (blue): New words in that year which had not been used in the

past.

o Common words (green): Words consistently used in all the years. Note that the set
of common words is the same across all years, and hence absolute values of common

words don’t change.
o Seasonal words (brown): Words used in 2+ years but not in all the years.
The patterns observed in this analysis lead to the following hypotheses for our experiments:

e Total number of words. We observe an increase of vocabulary size for the social
media datasets (GESD, TESA, and HCSD), and a decrease for the ABRR dataset of
reviews. This may be due to the nature of the data, i.e., ABRR coming from a more
constrained domain (book reviews), whereas the social media domain attracts more
diverse participants and is more dynamic and informal. The vocabulary increase is
particularly expected for TESA and HCSD, which are not restricted by a particular
domain and cover a broad range of topics. We hypothesize that these patterns in

word counts may have an impact on temporal model performance.

e Emerging and dying words. We observe that the proportions of emerging and
dying words in the vocabulary of the ABRR dataset are very small. This suggests
that the constrained nature of book reviews leads to a more established vocabulary,
which varies to a lesser extent between years. However, emerging and dying words are
more prominent in social media datasets (GESD, TESA, and HCSD). This shows a

higher vocabulary variation in these datasets, which could lead to challenges for the
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models to classify instances from these datasets over time. While one may initially
expect a higher variation in the TESA dataset due to its domain independence, the
percentages of emerging and dying words are especially high for the GESD dataset.
We believe that the larger variation in GESD can be explained by the evolving nature
of the gender equality domain, where people’s opinions are likely to evolve over time,
leading to a larger vocabulary variation. Hence, we hypothesize that GESD might be a
dataset (and a task setup) where models might more prominently drop in performance
over time, and more regular model updates may be required to achieve persistent

performance. The HCSD dataset exhibits similar patterns.

¢ Unique and seasonal words. We observe that the proportion of words of ephemeral
nature, such as unique and seasonal words, does not vary much in the social media
datasets TESA, GESD, and HCSD. Unique words are frequent, covering approxi-
mately 60% of words in the vocabulary, whereas seasonal words are rare. Interest-
ingly, ABRR shows a very different trend. Seasonal words are more frequent than
unique words, with both showing a decreasing tendency over time. The decreasing
vocabulary size over time in ABRR is likely a contributing factor, i.e., a smaller

vocabulary over time leads to more common words and fewer ephemeral words.

Seasonal words We observe that some words are used in multiple years but not
consistently across all years. These words can be considered “seasonal” in the sense
that they are not constant but have periods of activity followed by inactivity. The
presence of seasonal words in the vocabulary of social media datasets suggests that
certain terms or phrases may become more relevant during specific periods and then
lose relevance in subsequent years. Models trained on these datasets will need to
account for the temporality of these words and potentially adapt to their changing

usage patterns.

e Common words. The set of common words used consistently across all years is
larger for ABRR than for GESD, TESA, and HCSD. This is remarkable given that
ABRR is the dataset covering the longest temporal period (19 years), which reduces
the likelihood of words to consistently occur annually over such a long period of time.
However, we believe that the more restricted nature of book reviews leads to such

vocabulary consistency.

In summary, the analysis of word usage patterns over time reveals that social media datasets
exhibit dynamic vocabulary changes, including the emergence and disappearance of words

and the presence of seasonal terms. These observations suggest potential challenges for NLP
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models when classifying text over time, as they may need to adapt to shifting language use
patterns. Our experiments in the following chapter will explore how well models handle
these challenges and whether their performance is influenced by changes in word usage over

time.

3.4 Conclusion

In this chapter, we have laid the foundation for understanding the temporal dynamics
in NLP classification tasks by presenting our methodology, evaluation metrics, and the
longitudinal datasets utilized in our research. We introduced five datasets across three
tasks, highlighting the significance of using both social media and e-commerce data to
capture a diverse range of user-generated content. This approach not only enhances the
generalizability of our experiments but also provides a comprehensive understanding of

how stance and sentiment are expressed and evolve in different online contexts.

We have also discussed the concept of temporal classification persistence and introduced
the notion of the temporal gap, which allows us to systematically analyze the performance
of text classifiers over time. Our evaluation framework, including metrics such as Model
Evaluation Metric (MEM), Average Performance Metric (APM), and Relative Performance
Drop (RPD), provides a robust mechanism to assess the temporal stability of NLP mod-
els. Furthermore, we explored the characteristics of our datasets, including the frequency
and nature of word usage over time. This preliminary analysis revealed dynamic vocabu-
lary changes in social media datasets and more stable vocabulary patterns in e-commerce

reviews, underscoring the different challenges posed by each domain.

The subsequent chapters will build on this foundation, using the introduced datasets and
methodologies to empirically investigate the temporal persistence of text classifiers. We
will analyze how well models adapt to shifting language patterns and explore strategies to
enhance their temporal persistence, ultimately contributing to the development of more
robust and reliable NLP text classifiers.
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Chapter 4

Assessing the temporal persistence

of text classifiers.

Performance of text classification models tends to drop over time due to changes in data,
which limits the lifetime of a pretrained model. Therefore an ability to predict a model’s
ability to persist over time can help design models that can be effectively used over a
longer period of time. In this chapter, we look at this problem from a practical perspective
by assessing the ability of a wide range of language models and classification algorithms
to persist over time, as well as how dataset characteristics can help predict the temporal
stability of different models. We perform longitudinal classification experiments on three
datasets spanning between 6 and 19 years, and involving diverse tasks and types of data.
We find that one can estimate how a model will retain its performance over time based
on (i) how well the model performs over a restricted time period and its extrapolation
to a longer time period, and (ii) the linguistic characteristics of the dataset, such as the
familiarity score between subsets from different years. Findings from these experiments
have important implications for the design of text classification models with the aim of

preserving performance over time.
e We shed light into the temporal persistence of existing language models.

e We analyse when and why model performance drops over time, which informs when

a model needs adapting.

o We investigate the impact of classification model choice in cross-temporal perfor-
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mance.
o We analyse the impact of the dataset properties on performance drop over time.

e We assess the potential and limitations of contextual language models to improve

temporal persistence.

4.1 Introduction

A supervised text classification model relies on labelled datasets to train the model [Se-
bastiani, 2002, Cunha et al., |2021]. From an experimental perspective, the design and
evaluation of classification models typically rely on data pertaining to fixed periods of
time. Recent research demonstrates that such models, while showing competitive perfor-
mance in their experimental environment, underperform when they need to classify new
data that is distant in time from that observed during training [Alkhalifa and Zubiaga,,
2022|. This deterioration of performance has been demonstrated for different classification
tasks, including topic classification [Rocha et al., |2008], sentiment classification [Lukes and
Segaard, [2018], hate speech detection [Florio et al., 2020], stance detection | Alkhalifa et al.,
2021] and political ideology detection [Rottger and Pierrehumbert), 2021]. This performance
drop can happen for multiple reasons, including among others the evolution in language
use [Smith) [2004] or the evolution of public opinion [Claassen and Highton, [2006, [Bonilla
and Mg, [2019] and its extent may vary | Alkhalifa et al., [2021]. This poses an important
challenge and limitation on such models when one plans to continue using the model over
a long period of time to classify new, incoming data, as can be the case with a stream of

user-generated contents |[Cheng et al., [2021].

Despite this evidence of performance deterioration over time, previous research hasn’t
explored the nature of this deterioration, i.e. when, how and why it occurs, such that
it could inform design and maintenance of text classification models which can continue
to be used as effectively as possible over time. Our study fills this gap by performing a
comprehensive study into model performance over time, i.e. by keeping all variables in the
experiments fixed, where the only factor that changes is time, with the associated evolution
of data over this time. This helps us shed light into the causes of performance deterioration,

as well as to devise possible solutions to mitigate this deterioration.

In this chapter, by using three large-scale, longitudinal text classification datasets involving
user-generated content, we perform a set of experiments to learn more about the temporal
persistence of text classifiers. In these experiments, we look at the problem from different

angles including embedding models used for language representation, algorithms used for
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the classification and underlying characteristics of the datasets. We discuss how these fac-
tors impact model performance over time. Our study focuses on quantifying the impact of
these different factors (representation models, classification algorithms, datasets) as well as
helping understand its implications for the design of temporally-persistent text classifica-
tion models. Our work is the first to delve into the problem of temporal persistence of text

classification models, shedding light into the development of temporally persistent models.

Through this study, we tackle the research aims defined in Section by focusing on the
research questions in Section and make the novel contributions discussed in Section

E1.3l

4.1.1 Research aims

The focus of this study is on delving into the understanding of the impact that the temporal
evolution of datasets has in text classification tasks, in a way that can inform future design
of classifiers with the stability of temporal performance in mind. To do so, our study has
two overarching aims: (1) assessing how different factors of the datasets and models affect
performance over time, and (2) where one only has access to annotated data covering
a small timeframe, determining whether one can predict the temporal performance that
different classifiers will exhibit over time. An ability to design classifiers after only seeing
a short timeframe of annotated data can be very important to enable design of temporally

robust classifiers where annotation of longitudinal data is costly and unaffordable.

To address these two larger aims, we break down our research into six smaller research

objectives:

1. assessing the temporal persistence of existing language models, quantifying their

performance drop in different situations,
2. investigating the impact of classification model choice on temporal performance,

3. understanding when and why model performance drops over time, which in-
forms when a model needs adapting, based on factors including content representa-

tion, classification model and dataset characteristics,

4. understanding the potential and limitations of contextual language models

to develop temporal persistence, which in turn informs annotation practices,

5. looking at dataset patterns from a longitudinal angle, to assess the impact of

different factors, and
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6. assessing how different metrics extracted from small timeframes of the dataset can
determine performance over time, such that we can improve predictability of tem-
poral performance when longitudinally annotated datasets are not available and /or
affordable.

We further discuss the implications of temporal performance drop on classification exper-
iment design, highlighting the importance of considering the temporal persistence as an

additional dimension in the evaluation.

4.1.2 Research questions
Our overarching research question is “how do different factors in the experiment design

determine the temporal decay (or lack thereof) of classification results?”. We break down

this research question into five smaller ones that we address in a set of experiments:

« 4.RQ1. How does the choice of a language model impact classification performance

over time across different datasets?

e 4.RQ2. How does the choice of an algorithmic architecture impact classification

performance over time across different datasets?

e 4.RQ3. How does prediction performance vary across longitudinal datasets

of different types?

e 4.RQ4. What are the linguistic features that, in the absence of sufficient
labelled data for direct testing, can help us estimate the temporal persis-

tence on a particular dataset?

« 4.RQ5. How stable are contextualised language model representations with

respect to temporally evolving context changes?

4.1.3 Contributions

In this chapter, we make the following novel contributions:

e We perform comprehensive experiments on three longitudinal text classifier datasets,
with the aim of assessing the factors that impact model performance. We focus on
key factors including language representation approaches, classification algorithms
and dataset characteristics; concluding how, when and the extent to which they

impact classification performance.

e We perform a comprehensive analytical study of dataset characteristics to investigate
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how factors such as word frequencies in datasets can help predict model performance

where one lacks sufficient labelled datasets over time.

¢ We propose a novel scalable methodology to quantify contextual meaning drift for dy-
namic (diachronic) aspects over time, which can help assessing how well a contextual

model recognises texts from different periods.

e Our study provides insights into the factors that impact model performance drop
over time, looking at five key dimensions: language representations, classification

algorithms, time, lexical features and context.

We devise a set of best practices to consider when designing text classification models with
the aim of keeping their performance as stable as possible over time. Among others, our
study highlights that (i) the classifier that shows top performance in year 0 is likely to con-
sistently perform best over time, whose performance drop is comparable to other models
and does not impact the ranking among models, (ii) linguistic variability of the dataset at
hand can help make an informed decision on the optimal classifier design, which depend-
ing on the amount of data available can be based on quantitative metrics or qualitative
estimates (e.g. whether it is a social media dataset and whether it is a quickly evolving
domain), and (iii) contextual language models provide a solid methodology to maximise
temporal persistence thanks to their capacity to model sub-words, but also show that there

is still room for improvement.

4.1.4 Chapter structure

While Chapter 2], Section introduces background on the problem of temporal perfor-
mance on NLP classification tasks. This chapter is organised as follows. In Section
we describe our research methodology, including our evaluation settings. We then describe
and analyse the longitudinal datasets we use in Section followed in Section by
the language models and classification algorithms we used, and lexical analysis methods
used. In Section we present our experimental objectives, evaluation and analysis of

results. We provide a critical analysis of our findings in Section [4.5] concluding the chapter
in Section

4.2 Methodology

In this section, we delve into our experimental setup and evaluation metrics for temporal
analysis of classifiers. The methodology for data collection and preparation, as extensively

detailed in Chapter [3| with [3.1] focuses on the experimental setup and evaluation process.
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Our experiments are dedicated to exploring the temporal persistence of classification mod-
els, considering scenarios where these models must perform in different temporal settings.
This concept refers to a model’s ability to maintain performance when applied to a testing
set from a different, possibly more temporally distant, year than the one it was trained
on. We include testing in past, future, and the same period, enabling a comprehensive

assessment of temporal adaptability.

We use datasets collected and labeled uniformly over extended periods, as discussed in
Chapter (3] Section to minimize the influence of confounding factors and isolate the

impact of temporal evolution on model performance.

We segment our datasets into 1-year intervals to align with their longitudinal nature, en-
abling us to observe significant changes over time. Although testing on larger time intervals

might be preferable, we are constrained by the availability of datasets.

Our evaluation methodology revolves around the “Temporal Gap”, a concept introduced
in Chapter [3] Section which allows us to systematically investigate how NLP mod-
els adapt to different temporal scenarios. Utilizing the Temporal Gap, Model Evaluation
Metric, and Performance Change Metric, we assess the robustness and temporal dynamics
of NLP models across various time gaps. This analysis provides insights into how these

models generalize and evolve in response to changing data distributions over time.

In summary, Chapter [3| thoroughly covers data collection methodology, while this section
focuses on our experimental setup and evaluation metrics, enabling us to study how NLP
classification models persist over time, adapt to diverse temporal scenarios, and respond

to evolving data distributions.

4.3 Datasets, Language models, classification algorithms
and methods for lexical analysis

We perform experiments with a wide range of state-of-the-art static and contextual lan-
guage representations, and neural classification models to evaluate by-design adaptability
to temporal changes. The feature space is always generated using word-level vectors ex-
tracted from the selected set of pretrained language models, including static and contextual
representations, and the model parameters are learned from the training data, and hence
can also be impacted by the quality and temporal persistence of the Pretrained Language
Model (PLM) in question.
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4.3.1 Datasets used

We chose three datasets for our study based on their longitudinal nature, i.e. they cover the
span of several years, where each year is dense containing sufficient data for training and
testing, and they are labelled for text classification tasks: Two of the datasets come from
social media (GESD and TESA), whereas the other one (ABRR) is made of user-generated
contents in a more constrained setting (i.e. book reviews). Table shows a summary of
the datasets, including the time covered, size, annotation methodology as well as the task.
Detailed analysis of the datasets are discussed in Chapter [3| Section

[ Datasets | GESD [ TESA [ ABRR ]
Classification Labels | Binary: favour/against | Binary: positive/negative | Binary: 5/1
Labels balance unbalanced balanced balanced
Annotation Aggregated hashtags Aggregated emojis Human annotation/tags
Time range 2014-2019 2013-2020 2000-2018
Size per year 48,000 99,800 22,390
Total size 288,000 798,400 497,800
Sampling method GetOldTweets API Twitter stream archive -
Source Twitter Twitter Amazon
Data specificity Gender Equality Generic Book Reviews

Table 4.1: Summary description of the selected datasets.

4.3.2 Pretrained language models

We experiment with two types of word representations, with three different methods of each
type. The models are selected with the aim of having a diverse, competitive and widely

used set of word representation methods.
Static Word Representations (SWRs):

o Google Word2Vec (G-W2V) [Mikolov et al. [2013b]: G-W2V widely used word
embedding model, trained on roughly 100 billion words from Google News dataE]

o FastText (FT) [Mikolov et al. |[2018]: FT has 300 dimensional vectors trained from
English Wikipedia by using the skip-gram method [Bojanowski et al., [2017 ]EI

» Twitter Glove (Glove) [Pennington et al. [2014]: Glove is trained on the non-zero
entries of a global word co-occurrence matrix. The model we use is trained from 2
billion tweets ]

Thttps://code.google.com/archive/p/word2vec
’https://fasttext.cc/docs/en/pretrained-vectors.html
3https://nlp.stanford.edu/projects/glove/
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Contextual Word Representations (CWRs):

« Bidirectional Encoder Representations from Transformers (BERT) [De-
vlin et all, [2019]. Google trained BERT in 2018 out of 11K unpublished books and
English Wikipedia articles, using 110M parameters. A static masked language mod-
elling (Static-MLM) loss objective was used to fine-tune BERT, with this masking is
done only once as part of the preprocessing step prior training. BERT is trained as
a non-auto-regressive model that generates contextual representations from all pre-
vious and next tokens in a text, then generates representation output all at once.
WordPiece [Wu et al., [2016] tokeniser, a greedy approach for dividing words into
smaller tokens during training, was used to produce these tokens from text. When
used in downstream task, each out-of-vocabulary (OOV) word is split into known sub-
words. BERT’s vocabulary contains 30,522 words.This reduces ambiguity in sentence
meaning and chances of losing important signals due to OOVs.

o Robustly Optimized BERT Pretraining (RoBERTa)EI [Liu et all [2019].
RoBERTa inherits many of BERT’s capabilities, with improved pretraining efficiency.
It is trained from the same data as BERT, in addition to the CC-News dataset.
RoBERTa uses Byte-Pair Encoding (BPE) [Shibata et al., [1999] for data compres-
sion, in a similar fashion to BERT’s WordPiece tokeniser. During the pre-tokenisation
step, the WordPiece algorithm selects symbol pairings that increase the probability
of the training corpora, whereas the BPE algorithm selects the most common combi-
nations. The number of words in the vocabulary is 50,265. The model is trained with
a loss objective based on dynamic masked language modelling (Dynamic-MLM). This
distinguishes it from BERT in that it changes the masked word for the same sentence
at each training epoch. Similar to BERT, the model accepts tokenised inputs ranging
from 3 to 512 and produces 12 neural layers with 768 hidden units.

+ Generative Pretrained Transformer 2 (GPT)[] [Radford et all 2019]. GPT-2
was introduced in February 2019 by OpenAl, as a model trained on a corpus of 8
million web documents. Like RoBERTa, it employs BPE with space tokenisation. It
differs from BERT and RoBERTa in that it is an auto-regressive model that gener-
ates outputs iteratively and predicts tokens unidirectionally based on their context
through reading tokens from left to right. Unlike prior models, GPT-2 is trained with
a causal language modelling (CLM) loss objective since it is intended primarily to
create human-like writing in text generation tasks. Furthermore, it employs decoder
attention blocks from the transformer design, as opposed to BERT, which uses en-
coder blocks. The vocabulary size is 50,257. GPT-2 accepts tokenised inputs ranging
from 3 to 1024 and produces 12 neural layers with 768 hidden units.

“https://huggingface.co/bert-base-uncased
https://huggingface.co/roberta-base
‘https://huggingface.co/gpt2
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4.3.3 Machine learning models

We use a set of classification models, including two types of classifiers, and three algo-
rithms of each type of classifier. All architectures were chosen based on their robustness in

many state-of-art text classification tasks.

Traditional classifiers:

o Linear Support Vector Machine (LinearSVC) [Joachims, [1998]. LinearSVC is
an algorithm that searches for a hyperplane (decision boundary) and linearly sepa-
rates classes, and is used in numerous NLP classification problems. The introduction
of kernel functions allows LinearSVC to generalise to high dimensional and sparse
feature spaces. Therefore, feature engineering is not required even when the number
of dimensions exceeds the number of data samples. Moreover, it is able to handle

large numbers of features.

o Logistic Regression (LogisticRegression). A supervised classification approach,
it is used in binary classification because it fits a single line to split the space exactly
into two using a sigmoid function. Using a probability curve to predict classes makes
LogisticRegression different from LinearSVC, and more similar to deep learning mod-
els. The LogisticRegression classifier can interpret model coefficients [Bruin, 2011],

an effective indicator of feature importance.

o Multinomial Naive Bayes (MultinomialNB). MultinomialNB is a probabilistic
learning algorithm that assumes features to be conditionally independent. Its prob-
abilistic nature makes it vulnerable to data sample distributions but robust to deal

with infrequent features, unlike LogisticRegression and LinearSVC.

Deep learning models:

o Convolutional Neural Network (CNN) [Kim, 2014]. Despite its capacity to
retain the order of feature elements, CNN is a shift-invariant classifier. CNN may
process the entire text or a portion of it by taking reduced signals from the sequence
and sliding over it with a single conventional head. A deep CNN may include addi-
tional layers, allowing it to decrease signal overruns for each phrase. CNN can also
learn several levels of structured n-gram co-occurrences. This is mostly owing to its
mapping during the reduction phase via a filtering mechanism with a certain size and
sliding window. This enables the CNN to compress the feature space of words into

smaller latent feature representations.

o Long-short Term Memory network (LSTM) [Hochreiter and Schmidhuber)
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1997]. With LSTM the information persistence is high [Salton and Kelleher, 2019]
due to the use of recurrent units connected as chains and temporal backpropagation.
This allows a classifier to learn based on long term dependencies between sequences
regardless of textual length or dataset size. Moreover, the ability of LSTM to model
temporal historical dependencies makes it useful to capture subtle semantic changes
[Elman| [1990]. The is done though temporal memory sequencing for modeling each
sentence word by word while training the model. This allows LSTM to reveal the
latent syntactic and semantic long term signals for any word even from noisy data.
Thus, it generalises better than other non-memory dependent models. This is differ-
ent than classical models which are usually trained to reduce the mean square error
by considering current inputs only and without using memory units to keep historical

states of inputs.

» Hierarchical Attention Network (HAN) |Augenstein et al.,|2016, Li et al.,|2019)|.
The HAN architecture we use includes GRU units and an attention mechanism. The
first layer is a bidirectional GRU |[Cho et al., 2014] layer, which is a kind of RNN and
an LSTM variant. GRU, on the other hand, is less complex and hence quicker than
LSTM. The next layer is an attention mechanism between word vectors and sentence
representations. Text classifiers can generalise prediction by identifying the latent
properties that exist between individual word vectors and the average representations

of all words in a sentence.

4.3.4 Preprocessing and classifier hyperparameters

We preprocess the inputs to maximise the coverage of words in the training set, following
two steps to clean the dataset and to tokenise the words to match the SWR. Out-of-
Vocabulary words in the training set added with zero vectors to SWR. The sentence inputs
are padded and truncated to 128.

We use a softmax layer to obtain class probabilities as the final layer in all our classifiers’
architectures. We also use early stopping strategy with restoring best weights by measuring
the validation loss on same-period training data. The number of training epochs is set to

25 with the same hyperparametersﬁ

Each pretrained language model’s text classifier is a feed-forward neural network archi-

tecture in which word-level representations are used as initial weighted layers for input

4As noticed that models performed similarly to one another, we assume that our findings apply
to other hyperparameters; more study is required with consideration to computational costs.
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tokenised sentences. Then fed into a flattened layer followed by a final sigmoid layer that
outputs class probabilities. In the case of 4.RQ2, addressed in Section all traditional
classifiers used the default parameters and TF-IDF features. All deep leaning models use

the Adam optimiser with the learning rate fixed at 2e=>.

4.3.5 Methods for lexical analysis

Along with our experiments, we perform lexical analyses of the datasets to support our
findings, particularly for 4. RQ4 and 4.RQ5. To do this, we propose several measures look-
ing into aspects that can explain the causes of performance patterns we observe in our

experiments.

We categorise these measures in two groups: (1) lexical variations across datasets where
we propose word-level statistical measures across training and test sets, and (2) contextual
variations over time where we propose a model to track context-level meaning drift over

time using cosine similarities and variance.

Lexical variations across datasets
To address 4.RQ4 in Section we calculate various unsupervised metrics estimating
the similarity between training and testing sets. We then analyse whether these metrics

are able to predict how well a model will perform on the new test set.

We calculate the Pearson correlation coefficient between the following four statistical mea-
sures and model performance to quantify their potential impact on model performance.
Table shows a summary of all quantitative measures, which we discuss next. We dis-
cuss the results of this analysis in section [£.4.4]

’ Measure Definition
Familiarity score  familiarity(U,V) = “‘I,TZ,H
Jaccard index jaccard(U,V) = }ZDK{

TFIDF similarity  similarity(U,V) =tfidf(t,d,U) =t fidf(t,d,V)

Information rate  H(V |U) ==Y, , pvy(v,u)log, % =H(\V,U)—H(U)

Table 4.2: Summary of different evaluation measures used to quantify Lexical variations
cross-datasets using unlabelled data. Note: U: vocabulary of training and V: vocabulary of
test set.

e Familiarity score: This is measured by relying on two metrics extracted from two
sets of words: (i) overlap ratio, as the proportion of words, which occur in both sets

of words, and (ii) uniqueness ratio, as the ratio of words that occur only in one of



4.3. DATASETS, LANGUAGE MODELS, CLASSIFICATION ALGORITHMS AND METHODS 67

the sets of words. The familiarity score is calculated by dividing the overlap ratio by

the uniqueness ratio.

o Jaccard Index (JI): The JI is based on the intersection and union of words in two
vocabularies. The JI is calculated as the size of the intersection divided by the size

of the union.
The resulting coefficient is asymmetric.

e TF-IDF: By calculating the TF-IDF weights of words in two different vocabularies,
we can then calculate the similarity between the two vocabularies. The similarity is

calculated using the cross product similarity.

This is also an asymmetric measure and avoids computation of sentence-by-sentence

similarities.

¢ Information rate: By training a Markov model on a source vocabulary, and testing
it on a target vocabulary, we rely on conditional entropy to estimate the information

rate of the target vocabulary.

The benefit of using information rate is to test the model’s ability to predict the
next word given the conditional probabilities from the training set. The information
rate quantifies the amount of information required to describe the testing set V given
training set statistics U. With py the probability distribution of U, and pyy the
distribution for the joint distribution (V,U), the base- b conditional entropy.

Temporal language variations

To answer 4.RQ5 we aim to analyse language variations over time by looking at the context
that is surrounding the aspects extracted from the corpora. In this case, we choose to
work with aspects that capture opinionated multi-word expressions, owing to two reasons:
(i) given the nature of our datasets (sentiment, stance, reviews), to analyse how context
surrounding these core elements changes, and (ii) because aspects are less likely to be
polysemous than isolated tokens, hence reducing the potential of noise from multiple co-

existing meanings in the analysis.

Year-specific discrete representations of aspects can help us analyse how their context

changes over time.

To achieve this, we develop a novel approach to generate time-specific representations of
aspects, allowing to quantify their change over time based on how the surrounding context

changes.
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Figure 4.1: Our approach for assessing contextual coverage for dynamic aspects over time.
The dataset is first split into years. For each year, we then pretrain a contextualised model
(e.g. BERT, RoBERTa) using a masked language modeling strategy. Having this year-
specific language models, we can then calculate similarity scores across years. When these
similarity scores are low for a particular aspect, they indicate a prominent change in its
surrounding context over time.

Our approach to measure the temporal change of context is illustrated in Figure It
consists of two main steps: (i) Aspect Extraction Pipeline, where we identify aspects present
in texts, and (ii) Contextual Change Measurement Model, where we measure how much

the context of these aspects has changed.

Step 1: Aspect Extraction Pipeline: We first extract aspects, or multi-word expres-

sions, from texts. To extract aspects, we rely on two resources:

o A lexicon of 7K words we build from two source dictionaries: (1) opinion lexicon
[Biber}, |2006] including adverbs and adjectives of different opinion modalities which
covers different semantic categories: possibility, necessity, certainty, likelihood, atti-
tude, communication, evaluation (210 lexicon words); (2) polarised sentiment lexicons
[Liu et al., 2005] (2K positive and 5K negative lexicon words), which also covers mis-

spelled words.
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Figure 4.2: Temporal usage of different aspect types. Dying aspects (red), unique aspects
(gray), emerging aspects (blue), common aspects (green) and seasonal aspects (brown).

o The Spacy part-of-speech (POS) tagger [Hu and Liu, 2004, [Honnibal and Montani,
2017], which we use to tag the texts.

Next, we look at sequences of adjacent words that both (i) contain a word present in the

lexicon, and (ii) based on the output of the POS tagger, match one of the 45 POS regular

expressions defined by Hu and Liu| [2004]. The set of sequences matching both criteria

constitute our final set of aspects.

By analysing the frequencies of the resulting aspects over time, we can categorise them
based on their use frequency over time into one of dying, unique, emerging, seasonal or
common, following the same approach as in Section Figure (4.2 shows the result of the

analysis, demonstrating that dynamic aspects are frequent and their use varies over time.

Step 2: Contextual Change Measurement Model: The change measure model con-
sists in turn of the following three steps: (1) generate time-specific embeddings of aspects,
(2) measure pairwise similarities between time-specific embeddings of an aspect over time

and (3) rank aspects by their contextual change.

1. Step 2.1: Generating time-specific embeddings: Given a longitudinal dataset
D that spans several years {T1,T5,...,Ty} where each year has the same number of
sentences per year (SpY), and a context-based PLM. A discrete set of time-specific

embedding can be trained using masked language strategy (MLM) for each year.

We obtain 6 discrete time-specific embeddings for GESD dataset, 8 for TESA and 19
for ABRR.

2. Step 2.2: Measuring similarities between two time-specific representations
of an aspect: The contextual change of an aspect from time 7; to each time T; can

be calculated by measuring the cosine similarity between the relevant time-specific
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representations [Hamilton et al., 2016¢, [Shoemark et al., 2019, |Tsakalidis et al., [2019].
The inverse of the cosine simlarity then indicates contextual change, i.e. lower cosine
similarity indicating bigger change. In the interest of simplicity and focus, similarity
scores are computed for each year with respect to year Ty, which is kept constant as

a pivot.

Z_] | lele
\/ZJ 1V \/Z] T12 (41)

where Vr| and Vp; are the embeddings of aspect a for years Ty and T;, trained using

sii(a,D1,Di)

datasets D1 and Di, respectively. We repeat this process several times for all i €
{t+1,...,T} for all N temporal data frames in a given longitudinal dataset D. For

each aspect, we then get a final list of cosine similarities s between T and all T;.

3. Step 2.3: Ranking aspects by contextual change: To measure the contextual
variability of target aspects over time, we use the variance (62) to measure the fluc-
tuation of cosine similarity scores from the mean similarity score (i) over time of the

same aspect, defined as follows:

N
Y (cos(Vr1, Vi) —u)?

2 i=1
= 4.2
o = (42)

4.4 Experiments, results and analysis

In this section, we present the results of the five experiments we conduct to address the
five research questions we set forth. We first assess the extent to which different language
models (4.RQ1, Section and algorithmic architectures (4.RQ2, Section persist
their classification performance. Then, by looking at temporal gaps (4.RQ3, Section,
linguistic features (4.RQ4, Section , and the similarity of a given set of dynamic
aspects contextual variations (4.RQ5, Section , we concentrate our studies on the
linguistic complexity through temporal prospective to determine when and how diachronic

changes impact text classifiers’ generalisability.
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4.4.1 Experiment 1: Impact of language representations on
performance (4.RQ1)

In this experiment, we aim to answer 4.RQ1 to assess the impact of language representations
on the classification performance. We use the six different language models presented in
Section We also present grouped performance averages for each group consisting of
static (SWRs) or contextual (CWRs) word representations.

|— -FastText --Glove --G-w2v --Avg-SWRs
Bert —Gpt2 Roberta —Avg-CWRs
80% 89% 97%

Th% 85%

69% 81%
0% == 76%

58% 7

macro f-score

6w
54324012345 765432101234567 A806-14-12108 6420 2 4 6 81012141618

Time Gap

52%

GESD TESA ABRR

Figure 4.3: Temporal performance of different language representations across the three
longitudinal datasets. Dashed-line: average f-score results for average static-based represen-
tations, Bold-line: average f-score results for all representations for average context-based
representations.

Classification results for different language representations across the three datasets are
shown in Figure Most importantly, we observe performance decay for all datasets and
language models at least in one direction (future or past) comparing to the initial temporal
gap of 0 (present). Moreover, the performance decay for each PLM and dataset remains
consistent, where all PLMs show similar decaying trends. Despite these commonalities, we

make some interesting observations:

e The performance decay is not the same for all datasets. We observe that the decay is
particularly steep for the GESD dataset, where even the top-performing representa-
tion (BERT) drops performance by more than 15% for data 5 years in the past and
by more than 10% for data 5 years in the future. This drop is comparatively mod-
est for the other two datasets, TESA and ABRR. In the case of TESA, we observe
that all representations drop slightly in performance for past and future data, with
the exception of BERT that achieves some degree of stability for the past data. The
trend line is different for the ABRR dataset, which shows performance stability on

future data, likely due to the shrinking nature of its vocabulary over time, as shown
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in Section 3.3

e« SWRs exhibit a substantial drop in performance for the past data, and lesser drop
for the future data; the more pronounced drop of SWRs compared to CWRs is likely
due to the ability of the latter to model context, which enables some readjustment
of words that change meaning over time thanks to information extracted from the
surrounding context. To better understand and explain these different patterns we
observe across datasets, we will delve into dataset characteristics in 4.RQ3 (section
1.4.3).

o Looking at the absolute performance scores of different representations, we observe
that CWRs consistently outperform SWRs, which is in line with the expectations.
However, we do observe some variation across the different CWRs, as for example
BERT performs best for GESD, but its performance leaves much to be desired for
TESA. We observe an overall best generalisation across datasets for the RoBERTa
model, which performs best for TESA and ABRR, and close to the best for GESD.
The improved generalisability of RoBERTa over BERT may be due to its larger
pretrained vocabulary, as RoOBERTa is trained from the same corpora as BERT, with
the addition of CC-News.

4.4.2 Experiment 2: Algorithmic architecture impact on
performance (4.RQ2)

In this experiment, we address 4.RQ2, assessing the extent to which different algorithmic
architectures enable temporal persistence (please refer to Section for the full descrip-
tion of the algorithms used). In the interest of focusing on algorithm impact, we average
performances for each type of language representation, i.e. average of SWRs and average
of CWRs.

Figure shows the temporal performance scores for the different classification algorithms

under study. We observe the following;:

e The overall tendency is for all models to exhibit similar performance trends over time.
Despite some models achieving better absolute performance than others, the perfor-
mance drop across models is largely consistent. The performance drop we observe for
future and past periods is mostly symmetric for GESD and TESA, where the per-
formance drop increases for larger temporal gaps. ABRR shows a similar trend for
past periods, however with a different pattern for future periods, where performance

remains stable or even increases slightly on occasions.
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Figure 4.4: Temporal performance of different algorithmic architectures across the three
datasets. Dotted-line: f-score results for each traditional machine learning model with
frequency-based representations, Dashed-line: average f-score results for average static-
based representations, Bold-line: average f-score results for all representations for average
context-based representations.

e In terms of absolute performance scores, we observe that HAN-based models achieve
an overall better performance than other models, which however also suffers from
the same performance drop pattern as the other models. This is consistent with the
findings in 4.RQ1, and hence shows limited impact of the classification algorithm

when we look at temporal persistence as the key factor.

Similar to what we observed in the first experiment dealing with language representations,
and leaving absolute performance scores aside, again we see predominantly consistent per-
formance trends regardless of the algorithm choice. The shape of these performance trends
is in fact very similar for different language representations and algorithms selected, which
highlights the impact that the data itself has on this performance drop. While we have seen
that some pretrained language models can achieve improved generalisability in temporal
persistence (as is the case of RoOBERTa thanks to its broader vocabulary than BERT),
we can’t conclude the same for classification algorithms, as we don’t see a similarly clear
difference in this case. We can therefore that, when it comes to temporal persistence, lan-
guage representations obtained through pretrained language models have a bigger impact

than classification algorithms, which are not as crucial.

Aside from pretrained language models and classification algorithms, looking at the differ-
ent datasets we observe that the performance drop is more prominent and consistent for
the TESA and GESD social media datasets. The trends are different for ABRR, which,

as a dataset collected from reviews associated with a particular domain, i.e. books, one
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could hypothesise that leads to a lesser impact over time due to the predictably more
constrained vocabulary. The clear differences in performance across datasets leads to our
third research question, where we conduct more quantitative experiments to investigate our
selected datasets structure to gain deeper understanding of models temporal performance

fluctuation.

4.4.3 Experiment 3: How the temporal gap impacts performance (4.RQ3)
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Figure 4.5: Model performance across temporal gaps. The best performing sets are those
positioned in top left corner of the grids, i.e. those minimising false positive rates and
maximising true positive rates.

In this section we address 4.RQ3 by looking at how different factors in the inherent char-

acteristics of the datasets impact model performance over time.

Figure shows TP (true positive) and FP (false positive) rates as a scatter plot for
different temporal gaps, where data points are labelled with the corresponding temporal
gapﬂ This allows us to rank temporal gaps based on TP and FP rates. Note that the
optimal results are those minimising FP and maximising TP, hence values positioned in
the top-left corner of the figures are ideal. In the interest of clarity, we focus here on results

produced by CWRs-HAN model as the best-performing model in the previous experiments.

For both GESD and TESA, the best performance is achieved for the temporal gap 0, i.e.
same-year train and test. In the case of GESD, we observe that performance is better for
future tests, whereas performance is similar for future and past test sets for TESA. The
trend is quite different for ABRR, where performance for future test sets is even better
than for temporal gap 0, which confirms our finding in 4.RQ2 showing that the constrained

vocabulary in this dataset leads to improved performance. This makes future test sets

SSimilar to ROC Curve |Flachl 2012], as we have data-centric approach for using same model
we refrain from using same name
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Vocabulary Test/Dataset ‘ GESD ‘ TESA ‘ ABRR ‘

Familiarity score +54% +48.5% | +57.7%
Jaccard index +73.3% | +29% +65.5%
TF-IDF similarity +49.1% | +46.8% | +14.1%
Information rate +64.2% | +34% +52.5%

Table 4.3: Lexical variation correlation scores of the evaluation matrics (Familiarity Score,
Jaccard Index, TF-IDF Similarity, and Information Rate) (and two-tailed p-values < 0.05
significant results) of metrics against model’s performance at best overall prediction model
(CWRs-HAN) for each dataset (GESD, TESA, and ABRR).

less linguistically diverse, with better coverage of common words over time, facilitating
classification of future data in ABRR. This can be observed in the cluster of larger temporal
gaps (114 years) in the top-left corner of the ABRR figure.

4.4.4 Experiment 4: How lexical variations across datasets help

determine temporal persistence (4.RQ4)

With 4.RQ4 we aim to investigate if there is a metric that we can use to estimate the
temporal persistence (or lack thereof) that a dataset will exhibit, given the realistic scenario
where we lack longitudinally labelled data. Can we estimate this temporal persistence for

the linguistic characteristics of an unlabelled dataset and, if so, with what metrics?

To address 4.RQ4, we analyse the Pearson correlation scores between four different factors
in dataset vocabularies and model performances with CWRs-HAN model predictions (see
Section for implementation details).

Table 4.3 shows the resulting correlation scores for the four factors under study (See Section
for more details about the measures). The scores represent the Pearson correlation
coefficients between various lexical variation metrics (Familiarity Score, Jaccard Index, TF-
IDF Similarity, and Information Rate) and the performance of the best overall prediction
model (CWRs-HAN) for each dataset (GESD, TESA, and ABRR). Significant results are
indicated by two-tailed p-values < 0.05. A first look at the correlation scores shows con-
sistent positive correlation scores across the board. However, the values of these positive
correlation scores vary substantially, showing different degrees of strength in these correla-
tions. The familiarity score is similarly high for all three datasets. In the case of GESD and
ABRR, both the Jaccard index and the information rate are particularly high, whereas the
TF-IDF similarity score is higher for both GESD and TESA than for ABRR. All in all,

however, we could determine that, among the metrics under study, the familiarity score,
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Figure 4.6: Temporal effect of familiarity score in each train-test pair. Darker cells indicate
higher rates.
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given its consistency across the dataset, is the best metric to predict model performance
deterioration. Indeed, where one lacks labelled data for years beyond the current year 0,

one could estimate model performance drop by using the familiarity score as a metric.

To further understand the insights derived from the familiarity score, we delve into its
results with finer granularity. Figure illustrates pairwise familiarity score values for
each pair of years. The first clear pattern difference we observe is between ABRR and the
other two datasets. With ABRR, we see that the highest familiarity scores are between
initial years for training (e.g. 2000) and final years for testing (e.g. 2018), a similarity
that decreases even for same-year comparisons for early years (e.g. 2000) and for past year
comparisons (e.g. 2018 training and 2000 testing). This observations through the familiarity
score is in line with the performance scores observed in earlier sections for ABRR. On the
contrary, both TESA and GESD show show higher familiarity scores for years that are
closer to each other, which decrease as years are further apart from each other. This is

again in line with the performance scores we have observed.

This again reaffirms the validity of the familiarity score as a metric to estimate the model
performance deterioration for a particular dataset where we lack labelled data for more
than a single year, i.e. we can calculate the familiarity score based on the overlap and
uniqueness of the vocabulary sets in different years of unlabelled data, and we can expect

some degree of correlation with the actual performance.

4.4.5 Experiment 5: Generalisability of contextual characteristics

of context-based models (4.RQ5)
To address 4.RQ5, following the methodology described in Section we quantify how
the changing context of unique aspects impact the resulting representations of contextu-
alised language models. The aspects we use to measure these changes are short, multi-word

expressions, such as:
““@realDonaldTrump great'' from TESA
This is an example of an aspect occurring in only one of the years in the TESA dataset.

For this specific example, we observe that its contextual similarity has dropped gradually
as we move further away from the first year, with the following similarity scores: 2014
(0.8542), 2015 (0.7838), 2016 (0.6222), 2017 (0.6222), 2018 (0.6119), 2019 (0.5368), 2020
(0.5171). Using multiple examples like this, we can determine whether transformer-based

models produce stable representations over time despite the contextual changes. To do
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Figure 4.7: Assessing context-based temporal semantic similarity decay using discrete tem-
poral context-based representations for BERT and Roberta by measuring the cosine simi-
larity of dynamic seasonal aspects.

so, we next assess whether the trend observed in the example above generalises to other

aspects in the dataset.

Figure shows the similarities of all aspects across years and across datasets. Each box
plot represents the similarity scores for the set of aspects under consideration. The box
plot for each year represents the similarities in that year with respect to the first year in
the dataset, which is taken as a reference. For figures looking at common aspects, unique
aspects and seasonal aspects, we observe a consistent tendency for the similarity scores to

decrease over time, as the year in question is further apart from the first year.

This indicates that meanings and contextual representations keep varying over time, where
this change does not happen all of a sudden, but it gradually happens showing a decreasing
tendency of similarity scores. This in turn indicates that context-based language models
do not fully capture the evolution of these aspects. Even if context-based language models
provide the means to process sub-word, contextualised representations of texts, this has still
room for improvement in furthering temporally stable representations to enable temporal

persistence of models.

Indeed, learning a meaningful contextual representation for a unique aspect A at time T is
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much harder for models distant in time compared to models closer in time although A has
never been seen in any other time-frame. While both BERT and RoBERTa showed slight

temporal changes in the context when using MLM in which temporal splits are used to

generate the discrete temporal embeddings. This change is smaller in RoOBERTa compared

to BERT which is potentially a result of the dynamic masking strategy for sentences utilised
in RoBERTa. This again indicates, as discussed earlier in 4.RQ1, that RoBERTa proves to

be more stable than BERT when it comes to temporal persistence.

DATASETS

GESD | TESA [ ABRR

BERT-based aspects temporal cosine similarities variance

2

common aspects o’ ‘ common aspects (e ‘ common aspects (e}
dowry death 0.0065 | most welcome 0.0092 | the bad piece 0.0019
interesting report 0.0064 | I miss you 0.0068 | super book 0.0018
amazing group of woman 0.0014 | the good 0.0026 | and entertaining book 0.0005
male hatred 0.0014 | head hurt so bad 0.0026 | very disappointing book 0.0004
‘ seasonal aspects o’ ‘ seasonal aspects o’ ‘ seasonal aspects o’ ‘
husband ask why 0.0110 | love you 0.0143 | in timely manner 0.0122
misandry strike 0.0072 | thank mummy 0.0076 | good seller list 0.0093
I see they 0.0011 | I need food 0.0018 | protect a family 0.0003
the legal protection 0.0010 | I love grill 0.0018 | they claim he be 0.0003
unique aspects o? unique aspects o? unique aspects o?
gap well 0.0074 | @realDonaldTrump great 0.0341 | a prompt fashion 0.013
be willing to make mistake 0.0058 | just stunned 0.0097 | in true geoff johns 0.0106
fantastic group of college 0.0011 | just love that baseline 0.0015 | he use apparently british slang 0.0003
the quiet recess 0.0010 | I wish they tape 0.0015 | fun and offer practical 0.0003
Roberta-based aspects temporal cosine similarity variance
common aspects o? common aspects o? common aspects o?
political empowerment 0.0032 | lovely lady 0.0031 | a complete rip 0.0001
so inspiring 0.0019 | so handsome 0.0026 | m sorry to say that 0.0001
amazing group of woman 0.0002 | miss they so 0.0006 | big waste of time 0.0000
to strong woman 0.0001 | so so sad 0.0005 | mess of a book 0.0000
‘ seasonal aspects o’ ‘ seasonal aspects o’ ‘ seasonal aspects o’
never be more relevant 0.0018 | good beauty 0.0042 | significant character 0.0007
racist people 0.0013 | be as bright 0.0031 | strong magnifying 0.0004
sick of 0.0002 | really wanna get 0.0003 | I really appreciate the way 0.0000
work on the basis 0.0002 | plan for this weekend 0.0002 | compliment the story 0.0000
unique aspects o? unique aspects o? unique aspects o?
an epic fail 0.0029 | good nazi 0.0036 | due to damage 0.0006
breach of the FA 0.0023 | the correct response 0.0035 | use editorial help 0.0005
sensitised student on issue  0.0001 | I honestly wish 0.0003 | all about the bullying 0.0000
to false rape victim 0.0001 | quiet about kmm 0.0002 | quite right with this book 0.0000

Table 4.4: Aspects represented using BERT and RoBERTA using high and low contextual

variability score examples for each dynamic language use type.

Complementing the analysis showing specific examples of aspects and their scores in Table
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shows specific examples of aspects for each dataset, grouped by type. The table shows

the two aspects with the highest and the two with the lowest similarity variations.

4.5 Discussion

Our work provides a first-of-its-kind study looking into both quantifying the challenges of
developing temporally persistent text classifiers using dynamically evolving datasets, as well
as further understanding the impact of dataset factors into this performance drop. Beyond
simply confirming or quantifying that model performances drop over time, we further dig
into getting a broader understanding into the problem by getting insights applicable in
future experiments. We envisage the situation where one may need to choose a persistent
classification strategy, but where longitudinally annotated datasets are lacking at the time
of making this decision. Hence our overarching research question revolves around: what
are the properties of the dataset, model or task at hand that can determine its temporal

persistence?

A first look at the results from our experiments confirms that state-of-the-art language
models and algorithms experience a performance drop over time as data evolves. This per-
formance drop shows a similar trend compared to deep learning models, despite achieving
overall better performance scores in terms of absolute values. This is especially true with
user-generated content and social media datasets, where less formal and less established
vocabularies are prone to evolve quickly. Both our experiments and our analyses demon-
strate this in terms of performance scores and lexical changes, respectively. Where previous
research has also posited the importance of capturing social changes, e.g. Syria and Iraq
associated with war context [Kutuzov et al., [2018], where new words emerge and word

meanings evolve, there is a growing need to develop temporally persistent models.

Along with these general findings, a deeper look into the results, by investigating the five
research questions we defined, leads to interesting and important findings that helps inform

the design of text classifiers with their temporal persistence as the objective.

4.5.1 Summary of key findings and best practices for classifier design

We next summarise our key findings from this research, along with our suggestions for best

practices for classifier design, which we highlight in bold.

Our initial vocabulary analysis of three longitudinal datasets shows varying patterns of
different types of words. We observe that social media datasets (GESD and TESA) experi-

enced an increase of vocabulary size over time, whereas the book review dataset (ABRR)
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experiences the opposite effect by exhibiting a decrease of vocabulary size. A possible ex-
planation of this is that a more constrained domain such as book reviews may tend to
settle into a fixed vocabulary, as opposed to more open domains. Having a more fixed, less
varying vocabulary, also means having fewer emerging words, as well as fewer ephemeral
words, both of which have shown to have a strong impact on model performance drop over
time. Indeed, the reduced vocabulary size and variation leads to improved persistence of

model performance over time in the case of ABRR.

Language models (4.RQ1) and algorithms (4.RQ2) both exhibit similar trends in their
performance drops. This performance drop is particularly prominent for GESD, a dataset
that deals with stance classification on the timely topic of gender equality, which is expected
to have fluctuated over recent years. This means that the GESD dataset may be also
impacted by how people expressed their opinions on this evolving topic, which in turn
translated into a more prominent vocabulary change and a more noticeable performance
drop in a shorter period of time (5 years) than in the other two datasets (7 and 18 years).
Among the other two datasets, TESA experiences a larger performance drop than ABRR,
again owing to the vocabulary stability and lack of vocabulary growth observed in the

latter, as explained above.

Where all language models and algorithms show a similar trend in their performance decay,
there is a relatively high consistency with the best-performing combination of model and
algorithms in temporal gap 0 also performing best over time. Based on this observation,
where one only has accessed to labelled data from year 0, a wise approach to design
a robust classifier can be based on the combination of language model and

algorithm leading to top performance in year 0.

Despite a consistent trend in performance drops across language models and classification
algorithms, however, we observe that language models do exhibit different abilities to gen-
eralise better in terms of temporal persistence across datasets. This is particularly true
when we compare RoBERTa and BERT, where we see that the former achieves better gen-
eralisability across datasets. Hence, despite having room for improvement in terms of tem-
poral persistence, when designing a persistent text classifier, it is safer to choose
RoBERTa over BERT provided its improved generalisability across datasets.
One possible explanation is that the extended vocabulary of RoBERTa enables this im-
proved generalisability, and therefore it opens an avenue for future research in further in-
creasing its vocabulary. While we see this interesting difference between the two pretrained

language models RoBERTa and BERT, we don’t see a similar, informative difference be-
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tween different classification algorithms, all showing similar trends in terms of persistence

and generalisability.

When we look at time (4.RQ3), we observe that —predictably— the best model performance
is generally achieved when the training and test datasets pertain to the same year (gap 0).
However, surprisingly this is only true for two of the datasets (GESD and TESA), and we
observe that performance scores can be higher when a model trained on older data is tested
on future ABRR data, even when they are 18 years apart. Despite this unexpected outcome,
it again highlight the nature of the ABRR dataset which has a very different vocabulary
pattern than the other two datasets. A closer look at the characteristics of ABRR indeed
shows a temporally shrinking vocabulary growth, indicating that the vocabulary in a more
constrained domain like Amazon book reviews (compared to more informal, evolving social
media data) makes it easier to achieve close to persistent performance. Hence, an analysis
of the vocabulary growth exhibited by a dataset is an important factor to
consider when designing a persistent text classifier, with datasets showing low

growth requiring less effort to achieve persistence.

Further looking at correlations between linguistic features and model performance drop
(4.RQ4), we find that the four linguistic factors we studied (familiarity score, jaccard index,
similarity and information rate) play an important role in determining model performance
over time. Indeed, one can effectively use these factors to estimate the temporal persistence
of models. Where one has labelled data from year 0 and unlabelled data from other
years, a classifier design informed by these metrics can lead to a better decision.
More specifically, we have found that, among the metrics under study, the familiarity score
provides the best estimate of model deterioration without using labelled data beyond year
0. However, where one only has labelled data from year 0, but no further unlabelled
data yet, one can instead attempt to estimate these metrics by relying on other
more qualitative factors, such as whether the data comes from social media and whether

the domain contained in the dataset is expected to vary substantially.

Looking at the temporal persistence of contextual language models (4.RQ5), we found that
while the emergence of new words can be solved by sub-word tokenisation in contextual-
based embedding models, words dynamic between training and test pairs still play an
intrinsic role in determining text classifier performance. Indeed, a large number of unique
words and low overlap of vocabularies leads to higher uncertainty in text classifier pre-
dictions, where sub-word tokenisation proves insufficient. Despite their ability to model

out-of-vocabulary words, we observe that models still get outdated. We quantify this by
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measuring the change of meanings of word and aspect representations over time in discrete
language models trained over time. The good performance of contextual language models
shows their strong potential, but in turn demonstrates that there is still room for improve-
ment in furthering their temporal persistence. However, contextual language models

provide a solid alternative among the state-of-the-art solutions.

4.5.2 Suggestions for the temporal evaluation of text classifiers

In our work we propose a novel evaluation framework which can effectively quantify the
persistence of different text classifiers. Driven by the analysis of our results, we next provide
a set of key suggestions to take into account for the design of experiments evaluating
text classifiers with their temporal persistence as the key objective, as well as to enable

furthering research in this direction:

o Evaluating text classifiers across different time periods. Where possible, eval-
uating models across test data pertaining to different time periods can help perform
a more comprehensive assessment towards making models more generalisable and
persistent over time. Where longitudinal datasets are not available, insights from our
study, summarised in Section can help design experiments with the temporal

persistence as the objective.

o Using complex longitudinal benchmarks for evaluating the temporal persistence
of models. As we observe in our research, there is substantial variation in the complex-
ity of achieving temporal persistence. Indeed, persistence is relatively straightforward
in a dataset exhibiting a more stable vocabulary, such as ABRR with Amazon book
reviews, and much more complicated for datasets exhibiting more linguistic varia-
tions, as is the case with the social media datasets GESD and TESA. Hence, in order
to make a fair assessment of models over time, it is ideal to include a range of datasets

of different levels of complexity when it comes to language variation.

e Studying temporally adaptive architectures that can gradually learn with con-
tinually evolving datasets, including supervised models, but ideally focusing on unsu-
pervised models, provided that labels are rarely available for large-scale, longitudinal

datasets.

e« Making the most of existing pretrained language models. Given the cost,
complexity and often prohibitive use of computational resources to train new models
[Treviso et al., 2023], it is also important to consider the efficiency of existing models

in making them persistent over time. Improvement over temporal consistent would
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be ideal if it is achieved through computationally efficient resources that do not need

expensive resources to train and that can be accessible to a wider range of users.

4.5.3 Limitations

Our study presents a comprehensive analysis of a wide range of combinations of language
models and algorithms across three longitudinal datasets. However, in using this wide range
of combinations, our objective has not been to achieve the best possible performance in
each dataset, but instead to extensively assess temporal persistence through comparative
experiments. In doing so, we have not conducted extensive hyperparameter tuning and one
could expect that higher performance scores could be achieved by further tuning the models,
but not necessarily improving temporal persistence. Likewise, in focusing on models tested
across years, we assess model generalisability over time by exclusively leveraging knowledge
acquired from the training data. To further leverage unlabelled data from subsequent years,

one could consider further investigation into alignment methods | Alkhalifa et al., 2021].

While splitting our datasets into blocks of one year each and experimenting across these
years, we present the aggregated results for sets of years which are the same number of
years apart from each other, e.g. a gap of 1 year between training and test data aggregates
results for a set of years that are one year apart from each other. Consequently, it is worth
noting that experiments in larger temporal gaps have fewer experiments to aggregate and
can be less stabilised (e.g. the 18-year gap in ABRR includes only experiments between
2000 and 2018, whereas the 1-year gap combines 2000-2001, 2001-2002, 2002-2003, etc.).

Last but not least, and largely constrained by dataset availability, our experiments focus all
on binary classification experiments. We can expect that the findings from this study would
largely extend to multiclass classification experiments too. However, additional experiments

would be needed to further confirm this.

4.6 Conclusion

Despite the evidence of model performance deterioration over time due to changes in data,
previous research did not delve into the factors impacting this deterioration. Through ex-
tensive exploration of and experimentation on three longitudinal temporal datasets, our
comprehensive analysis provides insights into the role of five dimensions on temporal per-
formance: language representations, classification algorithms, time, lexical features and
context. Our study identifies the main challenges to focus on towards achieving temporally

persistent classification models.
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While our study has focused on understanding the capacity and limitations of widely-used
classification approaches, and drawing a set of best practices from this analysis, future re-
search could further look into tackling the problem through domain adaptation and transfer
learning. The study of the computation complexity and effective design for hyperparameter
tuning to support classifier persistence over time was also not considered as part of this

study and was left for future work.
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Chapter 5

Implementation of Temporally Adaptive
Classification Methods

In the rapidly evolving nature of social media and the dynamic nature of people’s views, the
language and terminology they use also change over time. This temporal evolution poses a
significant challenge for natural language processing (NLP) classification models, especially
when they are trained on older textual data and then tested on newer information. Such
scenarios can result in a dramatic drop in classifier performance. While the field of stance
classification has seen considerable advancements in recent years, there has been a notable
gap in research when it comes to ensuring the persistence of classifier performance over
time. This chapter addresses this critical issue by introducing methods for increasing the
temporal persistence of stance classifiers using two large-scale datasets. These datasets
provide the foundation for our in-depth exploration into the temporal dynamics of stance
classifiers, revealing how their performance degrades as the temporal gap between training

and testing data widens.

To address this performance decay over time, we propose an innovative approach based on
the temporal adaptation of word embeddings, which are fundamental to training effective
stance classifiers. This adaptation enables us to harness readily available unlabelled data
from the current time period, eliminating the need for costly and time-consuming anno-
tation efforts. Throughout this chapter, we introduce and compare various approaches to

embedding adaptation, seeking the most effective strategy for mitigating performance drop
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over time. Our findings highlight the Incremental Temporal Alignment (ITA) model as the
top-performing solution for reducing performance decay in temporally adaptive classifica-

tion methods.

In the subsequent sections, we delve into the details of our research, datasets used, ex-
perimental methodology, and the results and insights gained from our investigation into
temporal adaptation in stance classification models. This chapter is a critical contribution
to the evolving field of NLP, addressing the pressing need for classifiers to maintain their

effectiveness in the face of linguistic and temporal changes.

5.1 Introduction

Word meanings drift over time, with new words emerging, words adopting new senses
and the frequency of word usage varying. Vocabulary and usage patterns in social media
evolve rapidly [Hamoodat et al., |2020], and people’s views change over time [Kelman)
1961, |Alkhalifa and Zubiagal |2022]. This can have an impact on stance classification in
social media as the data used for training may not generalise well to future data with
different patterns. Previous research has either assumed that a classifier trained on static,
temporally-restricted data would suffice to track public opinion over time [Deng et al.,
2013, or focused on short time periods, analysing stance on trending topics such as Brexit,
death penalty or climate change [Simaki et al., 2017, | Mohammad et al., 2016]. Our work
contributes to research in stance classification by focusing on the impact of a hitherto

overlooked aspect: time.

A recent study by Florio et al.| [2020] demonstrated that social media hate speech detection
models do not perform well on newer data when simply trained on older data. Despite
highlighting the existence of this problem, their work did not propose any solutions to
the problem. Here we show that this problem is not exclusive to hate speech detection
and that it also impacts the performance of social media stance classifiers [Alkhalifa and
Zubiagal, [2020]. We collect two longitudinal stance detection datasets that we use for the
classifier performance evaluation over time (Section 4). In our experiments we reproduce
a real world scenario in which training data remains unchanged while new testing data
is generated over years. Our findings indicate that a regular stance classifier can drop up
to 18% in relative performance in only five years (Sections . We then propose novel
methodology that makes a social media stance classifier more robust when applied to data
that is temporally distant from the training data, which would in turn enable improved

tracking of public opinion.
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Figure 5.1: An overview of our evolving experimental settings used for monitoring temporal
generalisability of models’ performance.

While one can choose the costly option of annotating new stance data regularly to re-train a
classifier, here we investigate the scenario where one needs to make the most of the originally
labelled data, e.g. due to limited resources. Hence we propose to use temporally adapted
word embeddings, to re-train the classifier on the unchanged training data. This approach
adapts the model to the vocabulary changes that happened over time while making use of
readily available unlabelled data. We compare two types of approaches to update the word
embeddigns: (1) incrementally updating the same embedding model with new unlabelled
data over time and (2) creating a temporally contextualised embedding for the testing year
by incrementally aligning a new embedding with preceding embedding models over time.
We find that the second approach is more successful at mitigating the performance drop
over time. We can obtain improved performance with a substantially reduced performance

drop of up to 5%.

5.2 Experimental Settings

In our experimental setup, we focus on the stance classification task, which involves deter-
mining whether the author of a post supports or opposes a particular topic. Our goal is to
maximize the performance of a stance classifier when tested on new data that are several
years apart from training data in the future, as shown in Figure 5.1} This optimization is

essential for ensuring the classifier’s persistence over time.

Our proposed approach, known as adaptive stance classification, is centered around adapt-
ing the word embeddings used in training the classifier. To investigate this approach, we
utilize two main types of datasets: (1) a longitudinal, unlabelled dataset D, divided
into T equally sized temporal slices where D = {Dj,D»,...,Dr}, and (2) a longitudinal,
labelled dataset of annotated stance tweets representing temporal utterances from a par-

ticular domain (e.g., gender equality, healthcare) with a corresponding set of binary stance
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labels s € {support,oppose} spanning T years, Y = {y1,...,yr}, where y, is a set of tweets
from year ¢.

We use the unlabelled data to generate a sequence of temporal embeddings X =
{X1,X2,...,Xr}, where each X;,t € [1,T] contains vector representations of words gener-
ated using the temporal slice D, representing the ground truth of temporal representation
at time z.

Our experimental approach follows the methodology outlined in Chapter (3| specifically
detailed in Section We evaluate classifier persistence by training it on data from
earlier years (y;, where i € 1,...,r — 1) and subsequently testing it on data from later years
(vj, where jet+1,...,T). However, our primary objective is to continuously update the
representation, adapting it to evolving vocabulary changes and maximizing persistence in

stance classification for any given pair of years, y; and y; in the future.

5.3 Datasets used

We employ two social media datasets in our work: (1) labeled datasets, comprising dis-
tantly annotated GESD for gender equality and HCSD for healthcare, which serve as the
foundation for evaluating stance detection models, and (2) larger unlabeled datasets, en-
compassing in-domain GESD and HCSD textual posts, essential for constructing temporal
word embedding models. These datasets share a consistent time frame, enabling us to
conduct in-depth experiments on stance evolution over time through the labeled datasets,
while simultaneously facilitating the incremental adaptation of word embeddings through
the unlabeled datasets.

Further, to measure the temporal evolution of the datasets, we compute the Jaccard sim-
ilarities between the vocabulary observed for each year. Figure [5.2] shows the pairwise
Jaccard similarity scores for the two datasets. We can observe that these similarity scores
consistently decrease as the distance between the years increases, indicating an increasing
variation of vocabulary over time. To gain a comprehensive understanding of these datasets,

including their characteristics and label distribution, please refer to the dedicated section

in Chapter

5.4 Methods for Incorporating temporal knowledge
into word embeddings

We assess the potential of word embeddings [Mikolov et al., 2013b| to aid classifiers to have

a temporally persistent performance, and propose novel methods to further their tempo-
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Figure 5.2: Jaccard similarity between vocabularies for test sets of our annotated data
collections.

’ ‘ Embedding ‘ Learning Strategy ‘ Data ‘

’ DTE ‘ Discrete ‘ None ‘ S ‘
ITE Incremental Model Update SPT
2TE | Incremental Model Update ST

ITA Incremental | Diachronic Alignment | SPT
2TA | Incremental | Diachronic Alignment | ST

Table 5.1: Temporal embedding methods. Data sources: source year (S), target year (T),
and preceding years (P).

ral persistence (see Figure [5.3). We use the CBOW model [Mikolov et all, 2013a], which
outperformed skip-gram [Mikolov et al., |2013a] for linguistic change detection [Kulkarni]
et all, 2015]. We control for other variables (e.g. prediction models, label distributions) by

keeping them stable across experiments.

Method 1. Discrete Temporal Embedding (DTE), a baseline method that lacks
awareness of the temporal evolution. DTE learns CBOW word vector representations given
a collection of tweets pertaining to a particular time frame as input. For example, where our
classifier needs to train from data pertaining to year y; and test it on y>, a DTE embedding is
generated from the unlabelled data pertaining to y;. We can formally represent it as follows:
Discrete Temporal Embedding (DTE) are the embeddings X generated using temporal slice

D; where s represents the time frame of the source set.
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Figure 5.3: Our adaptive stance classification models. DTE represents the baseline, static
classifier. The other four are temporally evolving classifiers: 2TA and 2TE only consider
source and target periods to model the evolution, whereas ITA and ITE consider all the
periods between the source and the target.

In this work we propose four models to incorporate knowledge over time by leveraging
unlabelled data.

Method 2. Incremental Temporal Embedding (ITE). New embeddings X are trained
using the unlabelled data incrementally aggregated from all years preceding and including
the target year, i.e. D), where p € [2014,¢] and # is the target year. Then the stance classifier
is retrained using the labelled data from the source year represented using the new up-to-
date embeddings X.

Method 3. Source-Target Temporal Embedding (2TE). New embeddings X are gen-
erated using the unlabelled data aggregated from the source Dy and the target D, years
only, while ignoring all years in between. These embeddings are then used to represent

source year training data for the stance classifier.

While ITE and 2TE incorporate temporal knowledge, they do not explicitly handle other

phenomena such as semantic shift of vocabulary [Kim et al., 2014], which we anticipate

may lead to performance limitations. To address this, we propose alternative methods

that perform temporal word alignment. Our proposed solution comes from using a com-

pass [Di Carlo et al. [2019] method for temporal alignment. With compass each temporal

embedding becomes temporally contextualised to the testing year semantic-meaning. With
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Figure 5.4: Performance (a) of temporal embeddings by temporal gap between training
and test data (0-5 years) and (b) Relative performance drop. Flat line indicates consistent
temporal performance.

Time gap 0 1 2 3 4 5
» | DTE | 0.653 | 0.591 (-9.5%) | 0.589 (-9.8%) 0.567 (-13.2%) | 0.571 (-12.6%) | 0.554 (-15.2%)
'Tg ITE 0.691 | 0.646 (-6.5%) | 0.626 (-9.4%) 0.636 (-8.0%) | 0.605 (-12.4%) | 0.628 (-9.1%)
S | 2TE 0.653 | 0.635 (-2.8%) | 0.613 (-6.1%) 0.600 (-8.1%) 0.591 (-9.5%) 0.606 (-7.2%)
g ITA 0.704 | 0.649 (-7.8%) | 0.631 (-10.4%) | 0.613 (-12.9%) | 0.620 (-11.9%) | 0.617 (-12.4%)
o | 2TA 0.653 | 0.639 (-2.1%) | 0.633 (-3.1%) | 0.624 (-4.4%) 0.615 (-5.8%) 0.618 (-5.4%)
. DTE | 0.664 | 0.590 (-11.1%) | 0.568 (-14.5%) | 0.562 (-15.4%) | 0.570 (-14.2%) | 0.542 (-18.4%)
g | ITE 0.673 | 0.626 (-7.0%) | 0.609 (-9.5%) 0.610 (-9.4%) 0.615 (-8.6%) 0.604 (-10.2%)
s | 2TE 0.664 | 0.631 (-5.0%) | 0.619 (-6.8%) 0.583 (-12.2%) | 0.593 (-10.7%) | 0.599 (-9.8%)
é& ITA 0.722 | 0.656 (-9.1%) | 0.648 (-10.2%) | 0.631 (-12.6%) | 0.640 (-11.4%) | 0.629 (-12.9%)
2TA 0.664 | 0.656 (-1.2%) | 0.640 (-3.6%) 0.629 (-5.3%) 0.635 (-4.4%) 0.616 (-7.2%)

Table 5.2: Experiment results by temporal gap between training and test data (0-5 years).
Reported values in brackets indicate relative performance drops with respect to same-year
(temporal gap of 0) experiments for the same method.

this method, we assume words contextual usage fluctuates over time as in social associations
creating subtle meaning drift. For example, the word ‘Clinton’ shifted from being related
to administration to presidential context over time [Di Carlo et all [2019]. The compass
aligns the embeddings of different temporal years using pivot non-shifting vocabularies. It
constructs a dynamic temporal context embedding matrix that changes over time, allowing
the context embedding to be more time relevant. These settings allow natural selection of
vocabularies in terms of temporal contextual words of the target year, and a time-aware
representation of the target year in general. We show that this approach is more useful in
some cases than model update as the model trained considering the semantic meaning of

the target year without additional contexts.
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Method 4. Incremental Temporal Alignment (ITA). X is incrementally aligned using
compass from all preceding D), where p € [2014,1].

Method 5. Source-Target Temporal Alignment (2TA). X performs temporal align-

ment using compass of Dy and D;.

We summarise all five models in Table[5.1|and Figure 5.3} which enable us to test the impact
of three different parameters: (i) the use of discrete vs incremental embedding models, (ii)
the use of different learning strategies (none, model update, diachronic alignment), and
(iii) the use of different data sources for building embedding models (source, target and

preceding years).

5.5 Experimental Setup

To control for the impact of model choice [Lukes and Sggaard, 2018, Rocha et al., |2008|, we
consistently use a Convolutional Neural Network (CNN) model with 32 filter and 5-gram
region sizes. Our 5-gram kernels encompass a Rectified Linear Unit (ReLU) activation
function, and a max-pooling operation. We use a softmax activation function, the Adam
optimiser with the learning rate fixed at 2¢™> and 10 epochs. Sentence length for vector
representations is also fixed in all experiments to 32. By keeping the CNN model intact, our
aim is to assess the effectiveness of the proposed temporal embedding-based representations
for the task, highlighting the practical benefits of temporal adaptation for text classifiers

in the context of evolving data.

We experiment with all 21 possible combinations from 2014 to 2019 of ysource and Yiarger
for training and testing. In each case, we are interested in the temporal gap between train
and test data, measured in number of years. For brevity and clarity, we report the mean
average performance of models with the same gap (e.g. 4-year gap performance averages
2014-2018 and 2015-2019). In each case, we report the macro-averaged F1 score, as well as
the Relative Performance Drop (RPD) to measure the sharpness of the drop in our model,
defined as:

f;core,i - f scorey,

RPD =

fscore,o

Where # represents performance when temporal gap is 0; #; represents performance when
temporal gap is one of 1-5. More details about evaluation matrics are in Chapter [3] Section

3.1.3]



5.6. RESULTS AND DISCUSSION 94

5.6 Results and Discussion

Table and Figure show the results of our experiments. Results are aggregated by
temporal gap. We observe that the best results are obtained for same-period experiments
(i.e. temporal gap of 0) and a decrease in performance as the temporal gap increases,
i.e. confirming our hypothesis that model persistence drops as training data gets older.
Furthermore, the performance drops (percentage, shown in brackets) indicate that the
drop has an upwards tendency for larger temporal gaps, demonstrating that the older the
training model, the less accurate the model becomes when dealing with new data. Temporal

dynamics in the stance datasets can indeed lead to deterioration in model persistence.

When we look at the methods separately, we observe that ITA achieves an overall best per-
formance. This is especially true for the healthcare dataset, where ITA is the best method
for all temporal gaps under consideration; for the gender equality dataset, ITA is the best
method for small temporal gaps (0-1), and while it achieves competitive performance for

larger gaps, 2TA and ITE occasionally achieve better performance.

We observe interesting trends when we look at performance scores and performance drops
in conjunction. The use of the baseline DTE, solely relying on source-year embeddings,
leads to the lowest performance and also the largest performance drops. This reinforces
that embeddings from a particular time period gradually become less useful for subsequent
periods, more so when the target period is more distant in time. Among the four proposed
methods, ITA yields the best same-period performance, however it is also the method
experiencing the highest performance drop for larger temporal gaps; this demonstrates
ITA’s competitive performance for shorter temporal gaps, but its performance on longer
temporal gaps is more uncertain. For methods relying on source and target years, 2TE and
2TA, we observe a modest performance for same-period experiments (equivalent to DTE),
which however experience a substantially smaller performance drop for larger temporal
gaps. While their performance is not as good for small temporal gaps, they show a good
capacity to persist better over time for larger temporal gaps. A look at longer temporal
gaps, beyond the 5-year gap considered in our experiments, would be an interesting avenue

for future work, e.g. to assess the capacity of 2TA and 2TE to persist further.
In addition, our experiments help us assess the impact of three parameters (see Table [5.1)):

Embedding type: we show that the use of an incremental aggregation of embeddings
(ITE, 2TE, ITA, 2TA) improves over the use of discrete embeddings (DTE). This is con-

sistent across datasets and temporal gaps.
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Learning strategy: our results indicate that the best learning strategy is the use of
diachronic alignment (ITA, 2TA), in our case tested using compass. With a few exceptions,
we observe that these methods generally outperform methods that perform incremental
model updates (2TE, ITE), and consistently outperform the lack of a learning strategy by
relying on discrete embeddings (DTE).

Data source: the worst performance is for the embedding method solely using the source
year (DTE), a baseline method that one would naturally use with static classifiers. Other
methods considering additional years lead to improved performance. We observe two main
patterns: (1) use of all years preceding the target year (ITE, ITA) lead to improved perfor-
mance over the use of source and target years (2TE, 2TA), however with a larger perfor-
mance drop for longer temporal gaps, and (2) use of source and target years only leads to
lower performance in short temporal gaps, however with a substantially lower performance

drop showing a promising trend towards achieving model persistence.

5.7 Conclusion

Our work demonstrates the substantial impact of temporal evolution on stance classification
in social media, with performance drops of up to 18% in relative macro-F1 scores in only five
years. We investigate temporal adaptation of word embeddings used to thrain the classifier
to mitigate this drop in performance, showing that incrementally aligning embedding data
for all years (ITA) leads to the best performance. However, we also find that consideration
of only source and target years in the alignment leads to the smallest performance drop

with promising trends towards longer term persistence.

Building on this research, we aim to investigate the extent to which different factors (e.g.,
opinion change, social media use) impact performance. Additionally, we will explore the
potential of using few-shot learning to quantify the benefits of labeling small amounts of
target data. Future enhancements could also involve exploring temporal adaptation using
contextual language models like BERT, RoBERTa and GPT. Incorporating these models
could provide deeper insights and more robust performance, leveraging their advanced
contextual understanding capabilities despite the increased resource requirements. This
would further extend the practical benefits of our incremental method to more sophisticated

language models, ensuring their effectiveness in dynamic and evolving linguistic landscapes.
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Chapter 6

Comparative Analysis of Classifier

Temporal Persistence

To enable a thorough comparison in our research, we’ve identified a noteworthy pattern:
text classification models often see a drop in performance when applied to newer
data compared to test data [ Alkhalifa et al.,|2021, Alkhalifa et al., 2023]sampled
from within the same time frame of the training data; moreover, performance
over time can be seen as a fluctuation based on the dataset characteristics,
including the level of familiarity between the train and test set [Alkhalifa et al.,
2023]. To address this, we’ve launched LongEval shared task with a primary focus on
sentiment analysis of text from social media platforms over time. Our aim is to encourage
a collaborative exploration of how text evolves and how we can maintain text classifier

performance over time.

In this chapter, we delve into the methodology of LongEval 2023, which focuses on the
development and evaluation of text classifiers submitted by participants. The primary
objective is to introduce text classifiers that outperform the RoBERTa model, provided
as a baseline classifier in the shared task, in terms of temporal persistence. Our goal is to
find classifiers that maintain their performance over time more effectively than the baseline
model. Through this collaborative effort, we aim to foster a forward-looking perspective,
encouraging broader engagement within the NLP community with the temporal aspects

explored in this thesis. These temporal aspects have been relatively underexplored until



6.1. SHARED TASK OVERVIEW 97

now.

As part of this initiative, we have thoughtfully selected a representative subset from the
longitudinal sentiment dataset known as LongEval Temporal English Sentiment Analysis
(LE-TESA). Detailed information on this data set is available in Chapter 3 Section
We have initiated joint efforts to assess the persistence of sentiment classifiers using various
machine learning techniques chosen by participants. In total, 25 teams registered for the
task, and four teams ultimately participated. In the following sections, we provide a more

comprehensive analysis and insight into the shared task.

6.1 Shared Task Overview

As the meanings of words and phrases evolve over time, sentiment classifiers may struggle
to accurately capture the changing linguistic landscape |Alkhalifa and Zubiaga, [2022], re-
sulting in decreased effectiveness in capturing sentiments expressed in text. Recent research
shows that this is particularly the case when dealing with social media data [Alkhalifa et al.,
2023]. Understanding the extent of this performance drop and its implications is crucial for
maintaining accuracy and reliable sentiment analysis models in the face of linguistic drift.
The objective of this task was to quantitatively measure the performance degradation of
sentiment classifiers over time, providing insights into the impact of language evolution
on sentiment analysis tasks and identifying strategies to mitigate the effects of temporal
dynamics. Participants of this task were invited to submit classification outputs of their

systems that attempted to mitigate the temporal performance drop.

The aim of Task 2 was ultimately to answer the following research questions:
e 6.RQ1: What types of models offer better short-term temporal persistence?
e 6.RQ2: What types of models offer better long-term temporal persistence?

e 6.RQ3: What types of models offer better overall temporal persistence?

6.2 Description of the task

In this section, we introduce the task of temporal persistence classification, as the focus
of a recent shared task [Alkhalifa et al., 2023a]. The goal of this task was to develop
classifiers that can effectively mitigate performance drops over short and long periods of

time compared to a test set from the same time frame as the training data.

In this task, we employed a lighter version to simplify the analysis. This approach focuses
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on within-time splits and short-term and long-term intervals. The short-term splits cover
periods of a few months to a couple of years, and the long-term splits span several years
to decades. This lighter version serves as an initial step towards addressing the broader
problem discussed in Chapter [3|and deeply analysed in the following chapters, allowing us
to gauge model performance over different temporal spans with reduced complexity and
computational resources. This lighter version involves basic model training and evaluation
using a smaller subset of data, employing simpler evaluation metrics to assess model per-
formance, and concentrating on key aspects of temporal variations, such as major shifts in

language use or trending topics.
The shared task was in turn divided into two sub-tasks:

Sub-Task 1: Short-Term Persistence: In this sub-task, participants were asked to de-
velop models that demonstrated performance persistence over short periods of time. Specif-
ically, the performance of the models was expected to be maintained within a temporal

gap of two years between the training and test data.

Sub-Task 2: Long-Term Persistence: This sub-task focused on developing models that
demonstrated performance persistence over a longer period of time. The classifiers were
expected to mitigate performance drops over a temporal gap of five years between the

training and test data.

By providing a comprehensive training dataset, two practice sets, and three testing sets,
the shared competition aimed to stimulate the development of classifiers that can effec-
tively handle temporal variations and maintain performance persistence over different time
distances. Participants were expected to submit solutions for both sub-tasks, showcasing

their ability to address the challenges of temporal variations in performance.

6.3 Dataset

The LE-TESA dataset was used in this work. To assess the extent of the performance
drop of models in shorter and longer temporal gaps, we provided training data pertaining
to a specific year (2016), as well as test datasets pertaining to a close (2018) and a more
distant (2021) year. In addition to measuring performance in each of these years separately,
this setup enabled evaluating relative performance drops by comparing performance across
years. A comprehensive analysis of the LE-TESA dataset is provided in Chapter[3] Section
3.2
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6.4 Evaluation Metrics

The submissions were ranked primarily based on the macro-averaged F1-score. This ranking
approach emphasized the overall performance of the sentiment classification models on
the testing set. The higher the macro-averaged F1-score, the higher the ranking of the
submission. Relative Performance Drop (RPD): was introduced in previous work
by | Alkhalifa et al.| [2021] discussed in Chapter |5 and detailed as evaluation measure in
Chapter |3 Section This metric quantified the difference in performance between the
"within-period” data and the short- or long-term distant testing sets. RPD was computed
as the difference in performance scores between two sets. A negative RPD value indicated a
drop in performance compared to the "within-period” data, while a positive value suggested

an improvement.

6.5 Results

Our shared task consisted of two subtasks: Short-term persistence (Sub-task A) and Long-
term persistence (Sub-task B). Sub-task A focused on developing models that demonstrated
performance persistence within a two-year gap from the training data, while Sub-task B
required models that exhibited performance persistence over a longer period, surpassing
the two-year gap. Additionally, an unlabeled corpora covering all periods of training, de-
velopment, and testing was provided to teams interested in data-centric approaches. Along
with the data, participating teams received python-based baseline code, and evaluation
scripts E The shared task progressed through two phases and results are discussed in the

following subsections.

6.5.1 Proposed Text classifiers

In the CLEF-2023 LongEval Task 2, only two papers were submitted for comparison to
the baseline model. The first paper, by [Medina-Alias and Simsek [2023] presented a text
classifier model that explores the longitudinal generalization capabilities of large generative
Pre-trained Language Models (PLMs) like GPT3 and T5 for sentiment analysis in social
media. They conducted a thorough investigation into various factors affecting classifier per-
formance, including temporal variations in data, model size, and fine-tuning. Their results
showed that large generative models outperformed the baseline model (RoBERTa), and
limited exposure to training data enhanced temporal robustness. The study also delved
into the impact of model size and potential reasons for performance drops, providing valu-

able insights into building temporally robust sentiment classifiers.

Ihttps://clef-longeval.github.io/
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The second paper, by Ninalga| [2023] introduced an innovative approach to text classifi-
cation by utilizing date-prefixing and a novel data augmentation strategy. Date-prefixing
involved including the year of the timestamp as a prefix in the input text, effectively con-
ditioning the language model’s output on the text’s temporal context. The authors also
applied a semi-supervised learning approach, which involved training a teacher model on
labeled data to generate pseudo-labels for unlabeled data, followed by training a student
model using these pseudo-labels and fine-tuning it on the original labeled data. This strat-
egy aimed to improve performance in the context of temporal data and demonstrated a

different approach to addressing temporal issues in text classification.

These two papers provide distinct methodologies for handling temporal aspects in text
classification, with |Medina-Alias and Simsek| [2023] focusing on large generative PLMs and
Ninalga) [2023] introducing unique temporal conditioning techniques and data augmentation

strategies. The comparison to the baseline model highlights their contributions to the field.

6.5.2 Practice phase

The initial phase was the practice phase, where participants received three distantly anno-
tated sets, training set, within time practice set and short-term practice set. The training
set was used for model training, while the two labeled practice set allowed participants to
refine their systems before the subsequent phase. Moreover, we limited the sharing prac-
tice sets to within-time (Practice-2016) and single distance practice sets the short-term set
(Practice-2018). This decision was made because participants were requested to take part
in both sub-tasks and reduce over-fitting. The results of this phase were not considered in

final models ranking.

‘ Team Name Model Name F1 Score Within F1 Score Short Overall Drop Overall Score ‘
Medina-Alias and Simgek| [2023] GPT3 0.8244 (1) 0.7976 (1) -0.0325 (2) 0.811
saroyehun unknown 0.8170 (2) 0.7917 (2) -0.0310 (1) 0.8043

LAlkhalifa et al.| [2023] Baseline-RoBERTa 0.7879 (3) 0.7611 (3) -0.0340 (3) 0.7745

Table 6.1: Performance comparison for the practice set

As it can be seen from Table the fine-tuned version of GPT3 introduced by Medina-
Alias and SimseK [2023] exhibited more temporal persistence, surpassing the Baseline-
RoBERTa model with the highest scores in F1 Score Within (0.8244) and F1 Score Short
(0.7976), as well as the highest Overall Score (0.811). saroyehun also demonstrated re-
markable performance achieving the lowest Overall Drop (-0.0310), as well as outperforming
the RoBERTa-Baseline model in F1 Score Within (0.8170) and F1 Score Short (0.7917).
The results highlight the potential of both GPT3 and saroyehun’s submissions for en-
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hancing the baseline model’s results. Though, it was not known which model used for

saroyehun submission.

6.5.3 Evaluation phase

During the evaluation phase, participants were provided with three human-annotated test-
ing sets, namely Test-within, Test-short and Test-long (See Chapter [3| Section for
dataset details). The performance of participants on this phase was used to determine the

overall rankings on the task.

Team Name Model Name FVlViStf:i);e FIShSoc:)tre FIL?)(:gre Wi tl%xl:-];hor ¢ Wi tgii-DLoug Overall Drop Overall Score
Medina-Alias and Simsek] [2023] T5 0.7377 (2)  0.6739 (3) 0.6971 (1) -0.0866 (5) ~0.0550 (3) ~0.0708 (4) 0.7029
[[Alkhalifa et al| [2023] 3 Baseline- RoBERTa 0.7/59 (1) 0.6839 (1) 0.6549 (4) __ -0.0830 (4) 0.1220 (5) 01025 (5) 0.6949
[[Ninalgal [2023] Bernice 0.7246 (3) 0.6771 (2) 0.6751 (3)  -0.0656 (1) 20.0683 (4) 20.0669 (3) 0.6923
saroyehun unknown 0.7203 (4) 0.6674 (4) 0.6874 (2)  -0.0735 (2) -0.0457 (2) -0.0596 (2) 0.6917
pakapro unknown 0.5033 (5) 0.4648 (5) 0.4910 (5) -0.0765 (3) -0.0243 (1) -0.0504 (1) 0.4863

Table 6.2: Performance comparison for the evaluation set.

Within Time Performance: From Table the Baseline-RoBERTa model achieved
the highest F1 score within the Test-within dataset (0.7459), indicating strong immediate
performance on the dataset used for training. This suggests that the model has a good

understanding of the patterns in the training data.

Short-term Temporal Persistence: The Baseline-RoBERTa model attained the high-
est short-term F1 Score (0.6839) among all the teams, demonstrating its ability to capture
short-term patterns effectively. However, Bernice, introduced by |Ninalga [2023], recorded
the lowest short-term Relative Performance Drop (RPD) value (-0.0656), indicating a
smaller drop in performance between the Test-within and Test-short datasets. This sug-
gests that while Bernice may not have the highest short-term F1 score, it maintains more
consistent performance over short-term intervals, offering better short-term temporal per-

sistence.

Long-term Temporal Persistence: The T5 model by |Medina-Alias and Simsek [2025]
achieved the highest F1 score on the Test-long dataset (0.6971), indicating strong perfor-
mance in capturing long-term patterns. However, the model by pakapro recorded the small-
est long-term RPD value (-0.0243), suggesting a smaller drop in performance over long-term
intervals. This indicates that while T5 has the highest long-term F1 score, pakapro offers

better long-term temporal persistence despite its lower F1 score.

Overall Temporal Persistence: Considering the overall scores, the T5 model by |Medina-
Alias and Simsek [2023] achieved the highest overall score (0.7029) with a moderate overall
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RPD (-0.0708), indicating better overall temporal persistence compared to other models.
However, pakapro exhibited the best performance in terms of overall temporal persistence
based on the Overall Drop metric, indicating that pakapro’s approach maintains more

consistent performance over time despite its lower F1 scores.

Systems Temporal Ranking: The Baseline-RoBERTa model ranks first in within-
time and short-term F1 scores but drops to fourth place in long-term F1 scores. The T5
model by Medina-Alias and Simsek [2023] and Bernice by |Ninalga [2025] interchange the
second and third positions in the within-time F'1 score and short-term F'1 score categories,
suggesting a relatively consistent ranking between these two models within these specific
categories. saroyehun consistently ranks fourth in both within-time F1 score and short-term
F1 score. pakapro shows the lowest performance among all models, ranking fifth in all three

F1 score categories but demonstrating consistent performance across different timeframes.

In summary, the best model overall is T5 by |Medina-Alias and Simsek [2025], showing a
better overall F1 score and greater temporal persistence than the Baseline-RoBERTa
model. Additionally, the Baseline-RoBERTa model performed best in short-term tempo-
ral persistence, and pakapro shows promise for long-term temporal persistence despite not
having the highest long-term F1 score. This comprehensive analysis highlights the strengths

and weaknesses of each model in terms of both immediate and temporal performance.

6.6 Discussion

Only two out of the four teams have submitted technical reports for their used models. In
the following, we delve into the discussion and interpretation of the findings concerning the
three research questions we raised in relation to our classification task. These interpretations

are solely based on the evaluation matrix, which is further explained in Section

¢ Regarding 6.RQ1, which aimed to identify the types of models offering better short-
term temporal persistence, we observed distinct differences between the practice and
evaluation phases. During the evaluation phase, the Baseline-RoBERTa model
achieved the highest short-term F1 Score (0.6839), indicating its strong performance
in maintaining consistency over a shorter time frame. Additionally, the model by
Ninalga [2023] using Bernice, which is specifically pre-trained on Twitter data,
demonstrated the smallest short-term RPD (-0.0656). This suggests that domain

adaptation plays a crucial role in enhancing short-term temporal persistence.

In the practice phase, the GPT3 model introduced by [Medina-Alias and Simsek
/2023] showed superior performance with the highest short-term F1 Score (0.7976)
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and the highest Overall Score (0.811). This result underscores the potential of gen-
erative Al models like GPT3 in short-term contexts, emphasizing the effectiveness

of robust pre-training and fine-tuning strategies for short-term performance.

The comparison between Baseline-RoBERTa and Bernice highlights the signifi-
cance of domain adaptation in improving model performance generalizability. While
Baseline-RoBERTa’s strong initial performance underscores the effectiveness of ro-
bust pre-training and fine-tuning strategies, Bernice’s domain-specific pre-training
showcases the benefits of tailoring models to the specific characteristics of the target
data. This adaptation not only improves short-term performance but also enhances

the model’s ability to generalize across different temporal contexts.

In summary, the findings from RQ1 demonstrate that while general-purpose models
like Baseline-RoBERTa perform well in the short term, domain-adapted models
like Bernice and robustly pre-trained generative models like GPT3 offer enhanced
temporal persistence and generalizability, particularly in specialized domains such as

social media.

Regarding 6.RQ2, which investigated the models offering better long-term tempo-
ral persistence, we observed that the T5 model by |Medina-Alias and Simsek [2025]
achieved the highest long-term F1 Score (0.6971) in the evaluation phase. This indi-
cates its superior ability to maintain performance over an extended period. The T5
model’s architecture, which includes strong sequence-to-sequence processing capabil-
ities, aligns well with the nature of long-term data evolution. This model’s ability
to process and generate sequences effectively contributes to its high performance in

long-term contexts.

In terms of long-term RPD, the pakapro model demonstrated the smallest value
(-0.0243), suggesting its potential for maintaining performance stability over time.
This indicates that while the T5 model excels in long-term F1 performance, models
like pakapro, with their minimal performance drop, offer more consistent long-term

temporal persistence.

Regarding 6.RQ3, which aimed to identify the models offering better overall tem-
poral persistence, we found that the T5 model by |Medina-Alias and Simsek [2025)]
ranked as the top-performing system in the evaluation phase, achieving the highest
overall score (0.7029) and a relatively low overall RPD (-0.0708). This indicates that
the T5 model provides a balanced approach, maintaining high performance across

various temporal datasets.
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In the practice phase, the GPT3 model again demonstrated its effectiveness, achiev-
ing the highest overall score (0.811) with strong F1 scores across both within-time
and short-term datasets. This further supports the idea that robustly pre-trained
generative models like GPT3 and T5 are well-suited for maintaining consistent per-

formance over time.

Interestingly, the pakapro model demonstrated promising results for long-term tempo-
ral persistence in the evaluation phase, despite not achieving the highest long-term F1
Score. The pakapro model exhibited the best performance in terms of overall tempo-
ral persistence based on the Overall Drop metric, indicating that pakapro’s approach

maintains more consistent performance over time despite its lower F1 scores.

The evaluation results highlight that different models excel in various aspects of temporal
persistence. The RoBERTa model is best suited for tasks requiring strong short-term per-
formance, while the T'5 model excels in long-term pattern recognition and overall temporal
persistence. Additionally, the practice phase results underscore the effectiveness of robust
pre-training and fine-tuning strategies, as evidenced by the performance of the GPT3

model.

By delving into the evaluation matrix results, we provided valuable insights into the per-
formance trends observed among the participating systems. However, it is important to
acknowledge that the absence of submissions from certain systems may have influenced
the overall interpretation of our findings. To address this limitation and ensure a more
comprehensive analysis, we have made our leaderboard available for future submissions
on Codalab [ This initiative aims to facilitate a more robust and unbiased assessment
of the temporal persistence of text classifiers within the research community, allowing for

continuous updates and improvements based on new data and models.

6.7 Conclusion

Overall, these findings emphasize the importance of evaluating temporal persistence in
model performance. The identified models showcase varying levels of persistence in both
short-term and long-term scenarios. These insights provide valuable guidance for future

research and development efforts aimed at improving text classifier temporal persistence.

For future shared tasks, we aim to incorporate evolving training sets and extend our inves-

tigation of temporal persistence to additional tasks, including stance detection and topic

2https://codalab.lisn.upsaclay.fr/competitions/12762
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categorization. This expansion will enable a broader understanding of how different models
perform over time across diverse applications, fostering the development of more robust

and adaptable text classification solutions.
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Chapter 7

Conclusions and Further Work

In this thesis, we embarked on a comprehensive exploration of various aspects related
to text classification, with a primary focus on understanding the temporal persistence of
text classifiers and language use dynamics. The thesis makes a comprehensive and unique
contribution in this understudied research challenge, establishing a new benchmark eval-
uation methodology, producing new datasets and resources, quantifying the extent of the
problem, assessing the potential for mitigation and widening participation of the scientific

community through a shared task.

The following subsections provide an overview of these contributions, chapter by chapter,
summarizing the key findings from each chapter, followed by a concise summary of results
addressing the initial research questions presented in Chapter [, Section The chapter

concludes by outlining avenues for future research directions.

7.1 Overview of Chapters

Chapter [2| delves into the theoretical foundations of text classification, covering essential
concepts and methodologies that underpin our investigation. It further sets out our aim of
achieving an in-depth understanding of the area of temporal data analysis using textual
data.

Chapter [3] introduces the methodologies employed in this thesis, including data prepro-

cessing, feature engineering, and machine learning techniques used as a foundation for our
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experiments in the following chapters. We discussed our dataset characteristics, highlight-
ing their dynamic features to comprehend the impact of dynamic language use in building
persistent text classifiers. We also outlined the tools and strategies used in our analysis.
In the same chapter, we presented our approach to data collection and annotation, intro-
ducing the TESA dataset as a valuable resource for our thesis. We outlined the steps we
took to preprocess and sample the data, ensuring its quality and representativeness for
our experiments as a baseline longitudinal dataset containing both large-scale distantly

annotated texts and human-annotated evaluation sets.

Chapter |4 sets the stage for understanding the challenges of temporal persistence in text
classifiers and provides a comprehensive methodology for evaluating their performance
across different temporal scenarios. The use of various metrics and experimental setups
enables a deeper analysis of the factors influencing model performance over time. Our

assessment consists of a series of five experiments with the following findings:

e Performance of text classification models tends to degrade over time due to changes

in data.

e The ability to estimate a model’s performance over time based on its performance

over a restricted time period and the linguistic characteristics of the dataset.

« RoBERTa presents best persistence text classifier due to its enhanced generalizability

across datasets, potentially attributed to its extended vocabulary.

o Datasets exhibiting low temporal vocabulary growth demanding less effort to achieve
temporal persistence as in ABRR where testing older models on future data (even

spanning an 18-year gap) yielded superior performance.

e In our selected datasets, our findings showed that a robust text classifier design
could be guided by the model-algorithm pairing that show high performance at year
0. However, the same approach did not hold true in Chapter |4, where the winning
text classifier outperformed the baseline model in the long term but failed to persist

within and across shorter-term evaluation datasets.

In summary, Chapter {| introduces a comprehensive methodology for assessing the
performance of text classifiers under varying temporal text classifier models and
datasets. Followed by conducting an in-depth analysis of the factors that influence

model performance over time.

Chapter [5| presents a novel solution to enhance text classifier performance by proposing a
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new approach to address the problem of performance degradation over time. In this chap-
ter, we focus on incorporating temporal information into word embeddings and presented
findings from experiments comparing different methods across various temporal gaps. Key

findings from this chapter include:

e Stance classification performance deteriorates as the temporal gap between training
and testing data increases, emphasizing the need to consider temporal dynamics in

social media data analysis.

o Among the proposed methods, Incremental Temporal Alignment (ITA) performs the
best for same-period experiments but experiences a more significant performance

drop for longer temporal gaps.

o Methods that rely on source and target years (2TE and 2TA) demonstrate modest
performance for same-period experiments but exhibit a smaller performance drop for
longer temporal gaps, indicating their potential for achieving model persistence over

time.

e Incremental update of embeddings generally improves performance compared to using
discrete embeddings, and methods employing diachronic alignment methods that

outperform those using static word embedding tuned for the time-restricted dataset.

e The choice of data source for building embedding models also affects performance,
with methods considering all years preceding the target year leading to improved

performance but a larger performance drop for longer temporal gaps.

In summary, Chapter [5| highlights the challenges posed by temporal dynamics in social
media data and suggests that a combination of incremental embedding updates and di-
achronic alignment methods can help mitigate these challenges for better model persistence

over time.

Chapter [0] is dedicated to the evaluation of text classifier performance as a shared task to
allow a collaborative effort by the NLP research community and aimed to compare our
proposed baseline with existing technology proposed by the participants. The shared task
focused on measuring the temporal persistence of sentiment analysis models when applied
to social media data over different timeframes. Our evaluation metrics, including F1-score
and Relative Performance Drop (RPD), which are consistent with the experiment settings
introduced in Chapter |4 and the implementation of methods to improve text classifier
performance introduced in Chapter |5, allowed us to assess the performance of submitted

models and answer three critical research questions. In this chapter, we present the results
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of our shared task. We discuss the performance of different models in terms of short-term,
long-term, and overall temporal persistence. Notably, the baseline model demonstrates
strong short-term persistence, while models such as [Medina-Alias and Simsek [2023] ex-
hibited improved long-term persistence. We also highlight the promising performance of

models like Pakapro in terms of overall temporal persistence.

In conclusion, our research contributes to the field of text classification by emphasizing the
importance of evaluating text classifiers’ temporal persistence. The findings from our shared
task shed light on which types of classifiers are more suitable for maintaining persistent

performance over time.

7.2 Summary of key findings

RQ@Q1. How does the dynamics of language use impact text classifiers? or, in other words,

can we capture the temporal dynamics of language use so as to adapt text classifiers?

Answer: The dynamic nature of language profoundly affects text classifiers, leading to a
degradation in performance over time. Providing a theoretical background about this field
in Chapter [2, Chapters |3| and [4] provide essential insights into capturing these temporal

dynamics, highlighting the challenges and implications in more practical terms.

R@Q2. How can we assess the influence of time on text classifier performance using a

longitudinal dataset?

Answer: Chapter [4| details our assessment of the influence of time on text classifier perfor-
mance using longitudinal datasets. Key findings include the tendency of text classification
models to degrade over time, the ability to estimate performance changes based on a re-
stricted time period, and the impact of linguistic characteristics on performance. These
insights provide a comprehensive understanding of the factors influencing text classifier

performance over time.

R@3. What machine learning and statistical methods can facilitate the maintenance of

classifier accuracy in the context of evolving language use?

Answer: Addressing this question, the evaluation (Chapter [4]) and comparison (Chapter
@ chapters provide insights into machine learning and statistical methods for maintaining
classifier accuracy amid evolving language use. These chapters rank text classifiers based
on their top performance over the past and future, short and long term, as well as within
and overall performance. This approach provides a comprehensive understanding of the

effectiveness of different classifiers under diverse temporal scenarios.
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RQ4. How can we maintain our classifiers’ performance by circumventing the impact of

evolving language and patterns?

Answer: Addressing RQ4, Chapter |5| emphasizes the challenges posed by evolving vo-
cabulary and knowledge. The findings highlight the importance of considering temporal
dynamics in social media data analysis, and the proposed methods, such as Incremental
Temporal Alignment (ITA), demonstrate their potential to enhance accuracy over time.
This chapter provides insights into maintaining classifiers’ accuracy in the context of evolv-

ing language use.

7.3 Limitations

The scope of this study, while extensive, is marked by constraints that stem primarily
from the reliance on specific datasets covering periods of time that could have ideally been
longer, like TESA. These datasets, although rich in data, may not fully encapsulate the
broader and more rapid linguistic variations seen in more localized or evolving dialects or
entire languages. Such a dataset-centric approach, while informative, has its limitations in
capturing the entire spectrum of language evolution, which could affect the generalizability

of our findings.

Further, the adaptation model introduced in Chapter [5|is not intended to achieve state-
of-the-art performance. Rather, it aims to demonstrate that significant improvements can
be made by adapting language embeddings to changes in language use over time, showing
the impact of evolving updates in word embedding on text classifier performance and
highlighting the practical benefits of temporal adaptation for text classifiers in dynamic
environments. Consequently, leveraging contemporary language models, such as contextual
language modeling (BERT, RoBERTa, GPT), to apply adaptation approaches was not

examined and is left for future work.

Another notable limitation is the dynamic and unpredictable nature of online commu-
nication. The languages and terminologies on digital platforms evolve rapidly, posing a
challenge for the models developed in this thesis to adapt promptly. For example, models
trained on existing datasets might not readily anticipate the emergence of new Internet

jargon or trending phrases, potentially limiting their predictive accuracy.

The computational demands of implementing advanced machine learning and deep learn-
ing models like RoBERTa and ITA are also significant. These complex models require
substantial computational power and resources, which may not be accessible in all research

environments. This limitation poses a challenge, particularly for extensive model training
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and optimization processes.

Furthermore, the reliance on advanced classification models often results in a lack of in-
teroperability. Their black box nature, while powerful in predictive capabilities, limits the
depth of our understanding of their internal processes. This aspect is particularly crucial

in applications that demand clarity and accountability.

These limitations, however, pave the way for numerous future research opportunities. By
addressing these limitations, we aim to contribute further to the field of NLP, enhancing
the sustainability and persistence of text classifiers in the longitudinal evolution of natural

language processing.

Longitudinal analyses of sentiment can be valuable for longstanding topics or events, how-
ever labelling data can be unaffordable if done through manual labelling. Our methodology
can enable the longitudinal analysis of events, for example studying how sentiment has

changed over events such as Brexit |[Hirlimann et al., [2016].

Recent research is showing that machine learning models for classification of social media
posts fade over time in terms of performance [Florio et all 2020, | Alkhalifa et al., 2021].
Where one uses labelled data from a particular point in time for training machine learning
models, performance of these models drops when they are applied on temporally distant
data, among others because language and communication in social media changes over
time and models need to be adapted to capture that change. Availability of longitudinally

labelled datasets can help further study this problem in the context of sentiment analysis.

Given that our methodology is not restricted to a specific language, it can be applied
to a wide range of languages to enable multilingual analyses of social media, as well as
development of multi- [Dashtipour et al., [2016] and cross-lingual [Zhou et al., 2016] models
for text classification. While we haven’t tested our methodology on other social media
platforms beyond Twitter (apart from the ABRR dataset obtained from Amazon), we
anticipate that our approach can be effectively applied to other platforms to enable broader

investigation of text classification over time and across platforms.

Tweets provided in our dataset are labelled through distant supervision, as has been vali-
dated in previous work, but being an imperfect method it also leads to some noisy labels.
Manually labelled, longitudinal datasets would be a gold mine to further enable and extend

this research, but can be very costly and unaffordable for most researchers.
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7.4 Future Research Directions

Our interdisciplinary approach, integrating insights from linguistics, sociology, and other
relevant NLP fields, opens up several promising avenues for future research. The field of
NLP is indeed a fascinating and dynamic area of research that needs to be explored more.
As language use constantly evolves due to cultural shifts, technological advancements, and

societal changes, there are several intriguing research avenues within this domain.

7.4.1 Temporal Adaptation Approaches

In the future, we intend to expand our investigation in the future to include evolving
human-annotated training sets as well as explore methods for tracking and under-
standing textual shifts in online conversations, social media, or news articles, enabling
us to better simulate the dynamics of real-world data. Additionally, we plan to extend
our analysis to other text classification tasks, such as hate speech detection and fake
news detection, to gain a more comprehensive understanding of temporal persistence in
machine learning models.

The cross-domain and cross-linguistic efficacy of the models developed in this study
is another area that remains to be thoroughly explored. For example, their applicability
and adaptability to specialized domains such as legal or medical texts, or to languages
other than those tested, need further investigation. Other future research directions in-
clude exploring the impact of other factors on performance drop and investigating the
potential of few-shot learning for this problem. Broader directions include investigating
the ethical implications of using evolving language in NLP applications. Issues related
to bias, fairness, and inclusion in models that adapt to linguistic changes are critical areas

for exploration.

Moreover, assessing more statistical approaches for automatically updating lexicons
and expanding vocabularies to adapt to emerging words, phrases, and linguistic trends
is crucial. This could involve exploring word embeddings or other representation models
that capture semantic shifts, including the use of increasingly popular large language
models (LLMs). LLMs, like GPT3 and BERT, offer significant potential for enhanc-
ing data annotation processes and adapting to new linguistic trends. However, they also
share challenges such as bias, computational resource demands, and the need for continual

updates to remain relevant.
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7.4.2 Generative AI Models

In [Pangakis et al. 2023], the authors demonstrated that while generative large language
models (LLMs) like GPT4 show significant potential for augmenting text annotation tasks,
their performance is highly variable and must be validated against human-generated labels
due to persistent challenges such as prompt quality, text data idiosyncrasies, and conceptual
difficulty.

This variability highlights the importance of a robust validation workflow for effective
deployment, leading to more work involving humans in the loop [Wang et al., [2024]. This
requirement is particularly critical in scenarios involving temporal changes to language
use over time, making temporal adaptation methods crucial. As language evolves,
models trained on older data struggle with new terminologies and context
shifts, such as those related to COVID-19 developments post-2020.

With the advent of generative Al models, future research can bridge the gap between
traditional NLP methods and the advancements brought by state-of-the-art
generative AI technologies. Leveraging LLMs can significantly enhance the robust-
ness and adaptability of text classifiers. However, despite their potential, generative Al
models face challenges such as bias and explainability. These issues are particu-
larly pertinent in stance detection, where the model’s output can be highly sensitive to
the inherent biases present in training data annotated to represent events at a particular
time period. Future research should focus on developing methods to mitigate these biases,

ensuring that generative models provide fair and balanced outputs across different contexts.

Additionally, integrating multimodal data, such as text, images, and videos, offers an
opportunity to enhance the contextual understanding of text classifiers. By utilizing the
capabilities of generative Al, researchers can create more nuanced and comprehensive

models that better capture the complexities of real-world data.

In conclusion, our work serves as a foundation for improving the temporal persistence of
text classifiers, which is crucial in the dynamic landscape of natural language processing.
We hope that our findings will inspire further research and innovation in this area, leading
to more sustainable, reliable, and persistent text classifiers. Furthermore, a better under-
standing of dataset complexity and its influence on the performance of text classifiers will

enhance the development of future models.
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