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ABSTRACT 
Design ideation requires both creative and divergent thinking as 
well as collaboration and exchange to bring forth new insights 
and design possibilities. In this paper, we investigate such a col-
laboration with the use of emerging generative AI tools, and we 
explore how they may help in achieving agreement and semantic 
convergence between designers. We conducted workshops using 
Text-to-Image AI with design students and found that in addition to 
known advantages of brainstorming, the text prompts required by 
the AI system engaged students in verbal articulations that aided 
their design process. In collaborative contexts, the generated im-
ages shifted the centre of attention for team members to reach con-
vergence through sharing their interpretations. We conclude that 
text-to-image AI can be benefcial for students’ design processes 
as a catalyst for brainstorming rather than a tool for generating 
design imagery and presentations. 

CCS CONCEPTS 
• Human-centered computing → Collaborative and social 
computing; Collaborative interaction; Interaction design theory, 
concepts and paradigms; Empirical studies in collaborative and social 
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1 INTRODUCTION AND RELATED WORKS 
Design is a vast, well-studied domain with various subdomains 
such as Engineering Design, Industrial Design, Architecture, and 
User-Experience Design. In these subdomains, although their design 
processes difer from one another, creative ideas are key. Design can 
be seen as an iterative and organic process in which problems are 
constantly redefned, and multiple routes to possible outcomes are 
being explored. In Research through Design [23, 38], the creative 
process is focused on discovery through making [24, 29] rather 
than optimal solutions for rationalised problems, while in design 
for engineering the main focus is on problem-solving, and prod-
uct development engages with the user, function, production and 
materials. 

Most design processes do not take place as solo work but in 
teams and collaborations. This makes the design process complex as 
everyone has a diferent mindset (see Fig. 1) to go through an often 
free-fowing, organic process [46] of research, ideation, evaluation, 
decision-making, prototyping, and production [26–28, 30]. In such 
a collaborative design process, communication is critical, making 
creative design processes fundamentally social interactions [8, 13]. 

A large part of this collaborative design process consists of de-
signers explaining what is on their mind to their fellow designers, 
in efect engaging in negotiations of an emerging shared semantic 
space. Diferent methods to convey non-textual complex informa-
tion exists, such as brainstorming [3, 45], sketching[20, 21, 44], 
diagrams [11, 19, 43], and design cards [1]. The intricacy of such 
communication includes non-verbal, embodied knowledge, partic-
ularly when the design includes tangible elements like material 
properties or choreographed movements, and these elements often 
play a crucial role in guiding design decisions [4, 52, 58]. It has 
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Figure 1: Diagram of a team discussion: The human collab-
orators (ruby pink: agencies) are brought together where 
they discuss ideas in a conceptual space (blue: conceptual 
activities). Within this conceptual space, diferent ways of 
communication take place, such as sketching, diagrams, lan-
guage, and material samples. The conceptual interactions 
(blue dashed lines: conceptual level interactions) happen be-
tween the human collaborators. Through this process, ideas 
are generated, which creates an ‘ideas cloud’ (yellow: ideas 
cloud). 

been proven that synchronising the conceptual and semantic un-
derstanding among collaborators [51] is crucial for a productive 
design process. 

To make a collaboration fow freely, design methods such as 
sketching, diagrams, and mood boards are used to create light-
weight, fast, abstract communication. As a trade-of, detailed infor-
mation is often absent. The recent emergence of text-to-image AI 
in the public domain has introduced the possibility of generating 
images flled with details from relatively simple verbal prompts. 
Text-to-image AI models work by taking text prompts and deliver-
ing imagery through language-based models. As text-to-image AI 
tools such as Dall-E [47], Stable Difusion [49], Midjourney [41], and 
Adobe Firefy [33] become integrated into the creative industry, they 
are increasingly used in the design process for ideation, communica-
tion, and production - often to fesh out ideas with details that would 
otherwise be time-consuming to produce [2, 12, 31, 32, 42, 50, 54]. 
While the possibilities of using text-to-image AI for idea generation 
is well researched [12, 37, 39, 40], less attention has been paid to 
how this might change the nature of team collaborations in design. 

In this paper, we look at how designers might be able to adapt 
text-to-image AI in the ideation process for semantic convergence, 
with a particular focus on novice designers in an educational con-
text. Previous studies have found that experienced designers are 
capable of ‘forming abstract conceptualisation’ and ‘accessing larger 
chunks of information’ [17], whereas novice designers tend to nar-
row their options and focus on non-actionable, or more mundane 
directions for prototyping, or even sometimes fail to come to any 
result [5, 14, 17, 36]. 

We propose that text-to-image AI could be used to help facilitate 
the emergence and convergence of ideas through the generation of 
detailed images making use of the latent semantic-image space. In 
addition to this, text-to-image AI may also allow novice drawers 

to create explanatory imagery for discussion and brainstorms. For 
instance, when entering a text prompt as simple as ‘a face’ to a text-
to-image AI model, it generates a female face with shades of skin 
tones, refections in pupils, textured background, shapes of collar 
indicating the clothing style and a particular atmosphere. Such 
detail of the image could provide inspiration and material for the 
designer to work on [7], but at the same time provides ambiguity 
[25] that invites interpretations. At the same time, we note that 
this example also clearly illustrates the deep problems inherent to 
these systems in terms of how they may enforce cultural bias and 
creative assumptions [53]. 

In questioning how text-to-image AI might fuel the ideation 
process, we look to broader perspectives on the position AI holds 
in design. These perspectives include text-to-image AI as a tool or 
facilitator of a creative process [12, 37, 54], AI as a collaborator [48], 
and post-humanism AI-human-material co-creation [58]. Each of 
these has a diferent framing for the position on interaction between 
AI and humans. 

In this paper, we aim to begin the unpacking of how a creative 
process may be integrated with text-to-image AI, identify the po-
sitioning of text-to-image AI in such a process, and explore the 
possible engagements and outcomes. We are looking particularly 
at text-to-image AI for it provides a connection between text and 
image generations, other types of generative AI are out of the scope 
of this paper. 

We speculate that a text-to-image AI engagement could unfold as 
shown in Figure 2: When a text-to-image AI joins the collaboration 
as a tool, it executes the intention of the human participants. When a 
text-to-image AI joins the collaboration as a collaborator, it engages 
in generating ideas. In the context of post-humanism where AI, 
humans, and materials are seen together as an assemblage [18], 
the text-to-image AI might occupy the space that connects and 
facilitates between the humans and the material, that AI and the 
other parties form a constituency [58] which infuences the fnal 
design goal. 

We hypothesise that the text-to-image AI collaborations as non-
human participants would bring drastic change to the creative 
process. In this paper, we conceptualise this by studying design 
ideation processes in the context of students designing ‘wearables’ 
within a semester-long project assignment in order to observe 
emerging patterns of creative collaboration with the integration 
of text-to-image AI. The assignment challenges students to design 
something related to ‘wearables’, which are tangible and physical, 
and engage real-life materials. This criterion demands that students 
not see results generated by text-to-image AI as the fnal product 
but as a process within a longer and larger creative process. This 
allows us to observe the nuances of text-to-image AI engagement 
within the creative process. 

We have identifed three emerging traits that are benefcial to 
the ideation design process for inexperienced designers with text-
to-image AI: Enhancing verbal articulation during prompt formu-
lation, semantic convergence between collaborators as the result of 
interpreting the ambiguous generated images, and the formation 
of a secondary discussion space that redirects the social tension 
happening amongst the collaborators towards an agreement into 
constructively building on each other’s interpretations of what the 
generated image of text-to-image AI had proposed. We suggest that 
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1) Text-to-Image AI as a Tool

2) Text-to-Image AI as a Collaborator

3) Text-to-Image AI as an Assemblage with Materials and the Designers
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Figure 2: Diagrams of possible forms of how text-to-image AI can occupy diferent positions in team discussion. 1) Based on 
the basic model of team discussion, the text-to-image AI joins as a tool that is sub-ordinate to the discussion and contributes as 
merely a tool for communication that conveys the human participants’ ideas. Text-to-image AI does not interact conceptually 
with human agencies. Instead, the text-to-image AI generates what is asked by the human agencies. 2) When text-to-image AI 
join the discussion as a collaborator, it gains agency. There are conceptual-level interactions between the AI and the human 
agencies. 3) When using the non-human framework where the material is also considered an agency in the assemblage, the 
material, text-to-image AI, and humans will have conceptual-level interactions with each other that drive the idea synthesis. 

researchers and educators who work with machine learning models 
for creative collaborations should look not only at the function the 
machine learning models provide but also at the epistemological 
exercise machine learning models induce. 

2 METHODS 

2.1 Context 
The study was conducted as a short workshop in a semester-long 
project-oriented course in an industrial design department. Some 

students work on projects in teams of 3-4 students, and some stu-
dents work on the project individually, depending on their years. 
Our study (text-to-image AI workshop) took place towards the 
end of the frst month of the course while students were still in 
an ideation phase. The study was framed as an opportunity to use 
text-to-image AI for 30 minutes in support of their ideation. The 
students were free to choose to join, and the participation did not 
count towards the course credit. The majority of the course students 
have signed up to participate, but not all. The course has a dura-
tion of 4 months, and the students are asked to produce a project 
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related to wearable or soft materials. The students had to fnd their 
own project context and assign their own design briefs, making 
the design assignment very open-ended at the beginning of the 
course. The course is mandatory for undergraduate and graduate 
students in the industrial design department. The structure of the 
course comprises lectures, group discussions, production, coaching 
sessions, a mid-term presentation, and a fnal-term presentation. A 
coach is assigned to each project. 

2.2 Participants 
The workshop was conducted twice with diferent groups of stu-
dents in two semesters until repeating patterns were observed. In 
total, fourteen projects were invited to participate in the text-to-
image ideation workshop, each project had a 30-minute session. 
The workshops were conducted in two formats: team sessions and 
individual sessions. There were 5 sessions of team projects, which 
consisted of 18 student participants in their 2nd-year and 3rd-year 
of bachelor study, or their frst year of master study. The remaining 
9 sessions were individual projects by 3rd-year bachelor students 
and 2nd-year master students. The total number of participants 
was 27. 

2.3 Setup of the workshop 
The workshop lasted 30 minutes and consisted of a 5-minute pre-
workshop questionnaire and a 25-minute interactive session. Par-
ticipants were asked to fll out a post-workshop questionnaire in 
their own time. Before the workshop, they were asked to submit 
a short text description of their project and sign a consent form. 
The interactive session was conducted in a room with a computer 
connected to a large screen showing a text-to-image AI interface. 
We used Midjourney version 3 and version 4 on the Discord [34] 
platform between September 2022 to March 2023. Discord platform 
was used because Midjourney can only be accessed as a chatbot 
on the Discord platform, either through the ofcial Midjourney 
channel, personal message, or channels that have the Midjourney 
chatbot. Up until Midjourney versions 3 and 4, the text prompts 
are sent to the Midjourney chatbot on Discord, where the Midjour-
ney chatbot will reply with its generated images as messages. The 
workshop was centred on verbalising their project to communicate 
with the text-to-image AI model, a task also known as prompt en-
gineering [40]. The facilitator was present to assist with inputting 
text and handling the Midjourney interface. The participants would 
sit around the screen with the facilitator in front of the computer. 
The participants were asked to ‘think aloud’ throughout [6] and 
iterations and multiple prompts running in parallel were allowed. 
The images generated in the session were saved separately with 
timestamps. The screen was recorded along with a sound record-
ing of the conversation in the room. A semi-structured interview 
was conducted at the end of the workshop. After the session, each 
participant flled out a post-workshop questionnaire where they 
were asked to describe their project again and refect on the overall 
experience. 

2.4 Analysis and Sample Size 
To confrm the validity of the research, the workshops were con-
ducted until repeating patterns were observed across semesters and 

across both the bachelor student and the master student teams. A 
pre-workshop questionnaire was used to confrm whether the par-
ticipant had previous experience with any text-to-image AI, along 
with questions to see if they have a clear vision for the project and 
have reached an agreement with other members of the team if they 
are in a team’s context. A semi-structured interview was conducted 
at the end of the workshop, while similar questions were asked 
again in the post-workshop questionnaire for data triangulation 
[22]. The post-workshop questionnaire asks questions regarding 
1) if they have a clearer vision for the project, 2) if the Midjour-
ney generated images could represent the project, 3) if there is 
anything within the image that is inspiring, 4) describe what hap-
pened and how they feel in the workshop in the beginning, during 
the workshop, and after the workshop, 5) did the vision of the 
project changed after the workshop, 6) was there anything their 
collaborator and the workshop facilitator did that was inspiring, 7) 
other interesting thing that hasn’t been asked, 8) was Midjourney 
helpful? and why? 9) other remarks. Question 1 and 5 was used 
to compare with the pre-workshop questionnaire. Question 6 was 
used to check if the facilitator had unconsciously infuenced the 
process. The result confrms that none of the participants found 
the facilitator inspiring or guiding the process. Thematic analysis 
was done mainly using the answers for questions 4, 5, 6, and 7 and 
the answers from the semi-structured interview. 

A thematic analysis following the steps proposed by Braun & 
Clarke [9] was done using the results of the post-workshop ques-
tionnaire. Further analysis was done combining the workshop pro-
cess along with screen recording and conversation transcripts ac-
cording to the identifed themes. The recordings were transcribed 
with timestamps. The interactions were analysed along with the 
screen recording and the AI-generated images. To evaluate the 
status of the project, we used the metrics of material, form, and 
function to refect the status of the projects. The ’form’ looks at 
whether the project has decided on its form, such as whether it 
will be a garment, a toolkit, or other possible setups. The ’function’ 
looks at whether the project has clearly defned its context and us-
age. The metrics were used to measure the participants’ responses 
in the pre-workshop questionnaire about their vision of the project. 

3 FINDINGS 
Amongst the fve teams, four arrived having already decided on 
the basic context of their design project. They were able to agree 
on three to four keywords or a specifc form of garment to aim 
for according to the pre-workshop questionnaire. One team had 
extremely diferent descriptions, with one member thinking the 
project would be shoes while the others thought symbiotic was 
the main keyword. All teams were still unable to specify the exact 
form of the design. The nine individual projects had more variation 
in terms of progress, with four participants having decided on 
the material, form and function of their design project, and the 
other fve participants still uncertain, which is refected in the pre-
workshop questionnaire. 

The pre-workshop questionnaire shows that out of the 27 par-
ticipants, only 11 had prior experience with text-to-image AI. The 
post-workshop questionnaire reveals that all of the 27 participants 
found the text-to-image AI workshop helpful. However, only two 
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of the participants found that the text-to-image AI was able to help 
them generate an image to represent their project, while the 25 
others found that the text-to-image AI instead gave them more 
options and ideas to work from. The participants generally found 
that Midjourney, the text-to-image AI used, provided them with 
new ideas and inspiration on shapes, materials, and aesthetics. 

From the post-workshop questionnaire, two participants from 
diferent teams mentioned that ‘Midjourney helps them to see what 
others (teammates) see’ and another two participants from two 
other teams mentioned that ‘AI helps to align the group (team) 
vision’. 

Thematic analysis [9] of the post-workshop questionnaire along 
with the semi-structured interview identifes two themes: ‘idea 
alignment / understanding the others’ and ‘verbal articulation’ of 
text prompts. These themes were taken into account to do further 
analysis of the recorded screen capture videos and discussion audio 
recordings. 

3.1 Multiple Layers of Negotiations and 
Alignment 

The interactive session started with participants trying to formu-
late the project in a prompt sentence. Midjourney delivers four 
images for each prompt per iteration. Once the grid of four im-
ages is generated, participants express their preferences: ‘what I 
meant’, ‘intriguing’, ‘interesting’ or ‘nice’, leading to the decision of 
which image to choose for further iterations. Because Midjourney 
allows requests to run in parallel and takes some time to generate 
images, some participants would try to enter diferent prompts 
before seeing the results of the frst prompt. Participants in all ses-
sions tried multiple diferent words and variations to get an image 
close enough to their vision. Additionally, many would rephrase 
the prompt after seeing the outcomes. In other words, while the 
initial input is a set of words, the participants tend to evaluate those 
words based on the images they generate. In that sense, the images 
are not just describing a verbal prompt, but the prompt itself is 
developed through image evaluation. Such recursive interaction 
with the system makes the topic shift, from what the project is 
about, to commenting on the generated images and whether the 
images ft with the expectations of the prompt. At the context level, 
the participants tend to discuss the implication of the elements 
in the image as inspiration for future project directions. When 
unexpected images appear, participants tend to see them as ‘broad-
ening possibilities’ and ‘inspiring’, and they make use of some of 
these outcomes to revise their prompts and iterate along with the 
generated variations. 

Furthermore, because the workshop took place in the context 
of a course that requires students to produce physical projects, 
the participants looked for useful elements of fabrication from the 
Text-to-Image AI. The images generated by Midjourney are two-
dimensional, but often ambiguous with an implicit hint of material-
ity. In order to make the digital images useful for the design project, 
participants would enter into a dynamic process of negotiation 
and alignment. Such negotiations would happen at two diferent 
levels: between the participants and the prompt, and between the 
participants themselves which we will discuss in the following. 

3.2 Idea Alignment between Human and the 
Text-to-Image AI – an Exercise in Verbal 
Articulation 

The frst level of negotiation is with the prompt that occurs between 
the AI and the participant both in the team and individual setting. 
Both participants in the team session and individual session ex-
pressed if the text-to-image AI has generated an image that aligns 
with their idea. Under the premise that the AI has been trained 
using a large amount of existing text-image annotations, the partic-
ipants assume the generated image is a targeted interpretation of 
the text prompt instead of something random. If the result is too 
diferent from what the participants expect, they identify the word 
that potentially ‘went wrong’, and think of whether the ‘wrong 
word’ was used (prompt text has mistakes), or the AI made a mis-
take. The participants then started to substitute the words to look 
for ‘inspiring results’ that were not completely aligned with the 
vision but along the line of generated images and prompts. 

One example of negotiation and alignment within prompt artic-
ulation can be seen in the following example, where a team was 
‘creating a special fashionable rain outft that transforms in reaction 
to the weather’ according to their initial description. The iterations 
of prompts are seen in Figure 3. 

In this example, ‘raincoat’ becomes ‘rainwear’; colour is added 
to see how it would ft into the concept; the idea of interaction with 
the environment is frst described as ‘reacting to the environment’ 
and later becomes the more active ‘transforming the environment’. 

As a result of this process, the concept is moved from making an 
outft for rain into something that is wearable during rain, and the 
relationship between the artefact and the environment is changed 
from the passive status of reacting towards the environment to the 
active status of transforming the environment. 

The idea alignment was also observed in the individual context, 
where the sole participant tries to align their idea with the text-to-
image AI. Out of 14 sessions, 10 sessions have had this phenomenon, 
both in the team settings and the individual settings. One selected 
example is an individual project of a fnal year bachelor student. 
Originally, the participant was exploring how recycled denim could 
be used for diferent contexts and how to make value from the 
recycled material (Figure 4). In the process, the participant started 
to explore the concept of high fashion as opposed to recycled waste. 
The frst three prompts are somewhat vague and general, and the 
imagery was considered less interesting by the participant. From 
the fourth prompt, the concept of ‘product’ started to narrow down 
from garments - wearable - garment - statue - to installation. And 
from the ffth prompt, ‘recycled textile/fbres’ became more descrip-
tive as ‘denim’ and ‘blue woven’, and ‘cotton polyester blends’. For 
the participant, the signifcant moment came when they changed 
the word ‘garment’ to ‘statue’: ‘Because I feel like a garment is 
maybe too limited and it comes back to a jacket or a dress, whereas 
a statue is more free form.’ This is an example of participants adopt-
ing deliberately incorrect words in order to circumvent the more 
obvious outcomes of the AI system. Despite these more complex 
outcomes, the participant considered the results more actionable: 
‘It’s cool because this could be made from recycled yarn, but it 
could also be made from old fabrics without recycling it.’ It is an 
example of a participant trying to add details for the prompt to get 
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Prompt Iterations

1
foldable raincoat that with two materials, magnetic tapes and waterproof 
fabric. In the size of a water bottle that can be put in a bag. 

2
reacting rainwear that transforms the space and environment.

3
color changing foldable raincoat that with two materials, magnetic tapes and 
waterproof fabric. In the size of a water bottle that can be put in a bag.

4
rainwear that is transformed by the space and environment.

Prompt Iteration 1 Prompt Iteration 2

Prompt Iteration 3 Prompt Iteration 4

Figure 3: Prompt iterations of the team ‘creating a special fashionable rain outft that transforms in reaction to the weather’. 
Three fows of evolving concepts were identifed and marked with blue, red, and green as the prompt iterated. 

useful results from the AI. The participant later decided to develop 
material explorations in the style of the last generated images. 

The process of trial-and-error between the prompt and the gen-
erated images is described by the participants as a process of ‘what 
language to talk to with the AI’. In this process, they go through 
strategies such as reframing the sentence, word substitution (‘gar-
ment’ to ‘installation’), and becoming more explicit. Participants 
say: ‘I started to understand better how to use certain words and 
more conceptual terms to manipulate Midjourney into simulating 
more abstract/explorative imagery’, and it is ‘interesting to fgure 
out what parts of the image were which part of the sentence. And 
how to see what part would make it go the "wrong way"’. Some 
participants treat the text-to-image AI as more than a tool: ‘I think 
it’s like another person and you tell your idea using words and the 
other person thinks about a picture in his or her mind which is 
unique to him/her’ and ‘Midjourney understood me’. In this way, 
the system is considered an external conversation partner, where 
the participants seek the ‘correct way to communicate the idea with 
the AI’. 

Despite the overwhelmingly positive feedback, all participants, 
including participants with individual projects and team projects, 
reported that the text-to-image exploration did not defne the fnal 

vision of their projects, but instead facilitated the possibilities within 
their idea to become clearer. The executability of the ideas provided 
by text-to-image AI was generally considered low. In other words, 
by broadening the scope of the vision, text-to-image AI suggested 
outcomes that would be much harder for the participants to execute. 

3.3 Change of Social Interaction and Attention 
and Search for a Common Ground 

The integration of generative AI in the team collaboration process 
has brought changes to the social interaction dynamic for which 
the generated images became the main focus of discussion with the 
purpose of alignment within the group. The social aspect within 
team collaboration settings is apparent where each team member 
has to interact with others through discussions and negotiations 
[13] which is diferent from individual workshop settings. As the 
imagery comes closer to a shared vision, participants stop evalu-
ating whether the images are the ‘correct’ interpretations of the 
prompt and move towards dissecting and analysing them in detail. 
Since their projects were required to make something, the partici-
pants had to make a connection between the generated images and 
the physical world. The ambiguity of a generated image towards 
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Prompt iteration 3:
new wearable products from recycled textiles

Prompt iteration 6:
high fashion futuristic garments from recycled 
denim cotton polyester blends fibers

Prompt iteration 7:
high fashion futuristic statue from recycled blue 
woven cotton polyester blends fibers degrowth 
repurposing

Prompt iteration 8:
high fashion futuristic installation from recycled 
blue woven cotton polyester blends fibers 
degrowth repurposing

Prompt Iterations

1
new products from recycled textiles

2
the value of post-consumer waste

3
new wearable products from recycled 
textiles

4
high fashion futuristic garments from 
recycled fibers

5
new wearable personal expressions from 
recycled textiles

6
high fashion futuristic garments from 
recycled denim cotton polyester blends 
fibers

7
high fashion futuristic statue from recycled 
blue woven cotton polyester blends fibers 
degrowth repurposing

8
high fashion futuristic installation from 
recycled blue woven cotton polyester blends 
fibers degrowth repurposing

Figure 4: Prompt iterations of the recycle denim project. Two fows of evolving concepts were identifed and marked with blue 
and red. 

materiality creates a space for the participants to discuss their in-
terpretations of what they see. This interaction was more obvious 
in the team sessions where multiple participants were looking at 
the same image while having diferent ideas in mind. Through dis-
cussing their interpretation of the same element in the image, the 
participants also go through a process of negotiation and alignment 
on the semantics of the image. They would comment on how each 
element looks like in their mind, and then worked towards confrm-
ing each other’s interpretations, moving towards an agreement on 
interpretations that ‘oh yes, I see what you mean. That is also nice.’ 
Whenever partial agreement was reached, the conversations would 
move on to understanding the contexts of the agreed interpretations. 
This process is described by the participants as brainstorming. 

An example of such brainstorming can be seen in a team that 
explores ‘Creating a symbiotic relationship between wearables 
and its [sic] wearer. Wearable plants. Living vs. dead materials.’ 
according to the team’s original description. (Figure 5) The pre-
workshop questionnaire shows that they had ideas for growing 
plants on clothes but were unclear about how. They also did not 
provide sketches when describing their ideas indicating that their 
ideas were still based on words and themes rather than being visual. 
Being certain of their words, they only tested 3 diferent prompts 
but spent a long time interpreting elements of the generated images. 

In the interpretation process, as shown in Figure 6 and Figure 7, 
the participants spent a long time talking about what they see in 
the images, how each element represents the material, context and 
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Prompt Iterations

1
Creating a symbiotic relationship between 
wearables and its wearer. 

2
Wearable plants.

3
A symbiotic relationship between wearable 
plant clothes and its wearer.

Prompt Iteration 1 Selection of Prompt Iteration 2

Selection of Prompt Iteration 3

Figure 5: Prompt iterations of team ‘symbiotic relationship between human and plants’. The marked red texts illustrate how 
the concept of ‘wearable’ was explored in the text. 

relationship. While one participant is speaking, the others would 
agree and add their own interpretations in a brainstorming fashion. 

For teams who were having difculties reaching a common vi-
sion, the text-to-image AI provided a neutral playground for inter-
pretation, allowing them to see the potential for idea combinations. 
One team could not come to an agreement on their project before 
the workshop, with two members wanting to work on sneakers, 
and one not convinced. These participants decided to combine 
variations of their keywords in their prompts: ‘sneaker’, ‘modular 
systems’, ‘biomimicry’, and ‘plastic’. As a result, they identifed 
interesting elements such as organically shaped plastic structures, 
which allied them to see the potential of integrating the idea of 
sneakers and organic shapes, as can be seen from the interview 
afterwards: 

Q: Are you convinced by doing the sneaker? 
A: ‘I do think that if you want to work with harder 
materials, sneakers are better than garments.’ 

Q: How do you feel about seeing all these images 
with your diferent ideas put together? 
B: ‘I feel inspired.’ 
A: ‘It is really cool.’ 
A: ‘There are some things from each image that I re-
ally like and that I think we can combine.’ 
A: ‘I really like the frst thing that we did with your 
idea (participant B) with the colored ones.’ 
A: ‘It was a kind of melty, fowy feeling to them. That’s 
really cool.’ 
B: ‘Yeah, it’s really cool.’ 

Their prompt iterates from ‘a colorful sneaker made out of plastic 
and fungi’, onto ‘modular sneakers based on biomimicry’, then ‘a 
colorful sneaker made out of plastic and fungi’. When Midjourney 
combined the idea of ‘biomimicry’ with ‘sneaker’ and generated 
shapes of non-functional sneakers, they had an in-depth discussion 
on shapes and materials as shown in Figures 8, 9 and 10. They 
started to agree with each other’s interpretation of the imagery 
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A: The thingies, the green things, it looks like it's already made of like a textile.
B: Yeah, yeah. It does kind of.
C: Yeah, yeah, I get what you mean. Though it does look a bit like pistils as well.
C: It looks like these small cactus plants or flowers.
A: It also kind of reminds me of little raspberries or something.
B: And you see like the top leaf at the top, it looks like sage to me.
A: Yeah, but they look a bit like they were actually pruned.
B: Yeah, exactly.
C: I still wonder how they were worn though, how they're supposed to. Because I see a bit of skin, I presume.
B: Yeah, I feel like it's a thigh, not a leg.
A: Like from the skirt sort of situation.
C: Oh!
B: I just saw that.
A: But I could also, you can see there's so many things. Kind of weird how much the little bit of skin does on
that image.

Figure 6: Discussion of team ‘symbiotic relationship between human and plants’ with a generated image from the prompt 
‘Wearable plants’ 

B: You see like some twigs or bark in the post print.
A: Oh, yeah.
B: You also see like the greenery and the plant that just started to come out.
A: And the neckline.
C: It looks like it's sort of a host.
C: It's hosting a plant life.
A: Yeah.
A: This is really nice.
B: And you also see still the textiles.

Figure 7: Discussion of team ‘symbiotic relationship between human and plants’ with a generated image from the prompt ‘A 
symbolic relationship between wearable plant clothes and its wearer’. 

without refusing each other’s idea of ‘sneaker’ or ‘biomimicry’. 
They also build on each other’s interpretations such as in Figure 
8 where Participant B talks about the shapes that remind him of 
‘the sand on the beach’ and Participant A went further about ‘those 
little waves you get on dunes and stuf’. 

The emergence of convergent thinking was also confrmed in the 
post-workshop questionnaire. One participant mentioned that the 
text-to-image AI helped ‘better understanding some other group 
member’s (teammates’) ideas and other forms of wearables’ and 
that ‘I felt frst not sure about our alignment of visions and towards 
the end I think we could better understand one another’s ideas’. 
Another participant wrote ‘We discussed prompts with the group 
(team). To fnd them I visualized my idea of what the product would 
be and thought of words that would be associated with the idea.’ One 
participant said ‘Yes, I felt more isolated in terms of my ideas before’ 
when asked if Midjourney had helped with the group (team) vision, 

and during the recorded session this participant also expressed 
that they now see the possibility of integrating with other group 
members’ (teammates’) ideas. 

4 DISCUSSION 

4.1 An AI-assisted Sketching Process 
Sketching can be understood as ‘rough drawing’ [16] and has been 
used to communicate ideas and perform discussions that are beyond 
verbal in practice [57] and beyond hand-drawing [56]. Whereas the 
text-to-image AI in these experiments takes the semantic mean-
ing of words to generate detailed image representations of those 
meanings. As such it can be seen to be performing a version of the 
task of sketching for the participants by highlighting the potential 
semantic meanings of the chief features of the prompt. In doing so, 
the text-to-image AI provides direct connections to the latent space 
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A: It looks like plants in there.
B: It looks like broccoli.
Facilitator: Like what?
A: Broccoli.
A: I do not see it.
A: Just because it's green doesn't mean it's broccoli.
B: I'm just hungry.
B: I see rice, and then broccoli, and then paprika.
A: What's the blue stuff, according to you?
B: I see ferns.
A: Ferns.
A: Yeah, I guess it is, as well.
A: It's kind of like a mossy type structure, especially in the heel there.
A: It's kind of like moss.
B: Oh, yeah, yeah.

Figure 8: Discussion of team ’sneaker’ on a selected generated image from the prompt ‘a colorful sneaker made out of plastic 
and fungi’ where the participants were discussing how the green part reminds them of ‘broccoli’, ‘ferns’, and ‘moss’, which they 
were freely expressing their own interpretations. 

A: Those are really cool, as well.
A: I really like this one.
B: Cheese strings.
A: Cheese strings!
C: Yeah, pasta.
A: Oh, yeah.
A: It kind of does look like fresh pasta.
C: Yeah, like when you have pasta, when it cools down, it sticks together,
right?
A: Like this.
C: Yeah.

Figure 9: Discussion of team ‘sneaker’ on a selected generated image from the prompt ‘a colorful sneaker made out of plastic and 
fungi’, where the participants fnd the structure looks like ‘cheese strings’ and ‘pasta’, which they have come to an agreement 
for the interpretations. 

it was trained on. In other words, the AI has an inbuilt connection 
with a much larger reference set, or maybe more specifcally, a 
reference system that is close to but diferent from the one of the 
designer. In this way, the AI can be seen to contribute to the sketch 
as an external partner. Generative text-to-image AI also provides a 
kind of digital sketching. Previous research has found that analogue 
sketching is preferable to digital sketching because digital sketch-
ing takes time to refne the details [10]. However, text-to-image AI 
provides ease in generating images with exquisite detail and could 
greatly reduce the time cost. 

4.2 Engagement in Verbal Articulation 
The machine learning model provides its own interpretation of the 
prompt texts articulated by the participants and makes a transla-
tion to imagery according to the data it was trained on. However, 
these results are often strange and diferent from the participant’s 
perspective. This diference encourages refection on the choice of 

words and what these words might mean, especially when the result 
is unexpected. The surprises provoke the participant to search for 
diferent words and explore the possible connotations between the 
words and the images they generate. In this way, participants tend 
to experiment with the text-to-image AI in a ‘sketch-like’ manner, 
where the prompts can be revised easily, and images are generated 
within minutes. This back-and-forth cognitive process engages 
translation between words and images and pushes the participants 
to explore. As a result, 25 out of 27 participants found text-to-image 
AI inspiring and provided more possibilities that they could ex-
plore. Previous fndings by Tholander and Jonsson [54] illustrate 
that experienced designers have to fnd a syntax to talk to the AI, 
and that such a process helps the users to ‘fne-tune’ their design. 
Our fnding supports such arguments, as well as its advantage in 
the design education context, where our student participants went 
through a co-evolutionary semi-guided idea exploration through 
their articulation of the text prompts. 
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A: It looks like a carcass.
B: Yeah.
B: The front looks like a shell or an exactly like bone material.
B: Shoes.
B: The shapes are really damn nice.
A: Yeah.
A: Very organic as well.
B: It’s like the sand on the beach.
C: Oh Yeah, that as well.
A: Oh, yeah.
A: Those little waves that you get on dunes and stuff. In deserts, you
also have those waves on top of the sand. A kind of a pattern, I get that,
yeah.1

glitter party

2
a glitter wedding outdoor

3
a shiny, reflective, colorful dust party

4
glittering objects

5
shiny, reflective, colorful dust objects

6
shiny, reflective, colorful, happy and confident

7
shiny, reflective, colorful, happy and confident dress

8
shiny, reflective, colorful, happy and confident runway

9
shiny, reflective, colorful, happy and confident person

10
shiny, reflective, colorful, happy and confident dress

11
shiny, reflective, colorful, happy and confident dress, for a graduation celebration

12
girls wearing shiny, reflective, colorful, happy and confident dresses in a birthday party, dancing

13
shiny, reflective, colorful, happy and confident dress

14
shiny, reflective, colorful, happy and confident beetles

15
a room that appears very different in different lighting conditions

16
a room divided by different lighting conditions

17
a glittering room with lighting dividing into different sections

18
a glittering stage with lighting dividing into different lighting conditions

Figure 10: Discussion of team ‘sneaker’ on a selected generated image from the prompt ‘modular sneakers based on biomimicry’, 
where the participants construct their interpretation on top of the others’ interpretations. 

In addition to the semi-guided idea exploration interactions be-
tween the participants and AI, the ambiguity of generated images 
from the prompt redirects the attention of the participants towards 
the generated images instead of the project. This encourages the 
participant to distance from the project momentarily and refect, 
which aligns with what Cross [17] have summarised that experts 
are more capable of ‘mentally stand back from the specifcs of the 
accumulated examples’. 

4.3 Building a Common Verbal-Visual 
Vocabulary while Brainstorming 

The ambiguity that is innate within the AI-generated contents has 
been previously assumed as a negative characteristic by Tholander 
and Jonsson [54] because of ‘the system’s lack of context’ but this 
lack of clarity might in fact be providing an open space for par-
ticipants in teams to interpret, negotiate, and aligning with each 
other. The generated images provide the participants with a shared 
reservoir of visual, textural, and structural elements, which allows 
them the opportunity to align with each other. They also provide 
visual artefacts for each individual to express their ways of seeing 
through annotation and discussions of what can be seen as an ob-
jective object generated by a perceived ‘third party’. Because of this 
and the fact that the imagery holds certain ambiguity (see example 
of how the participants interpret a piece of skin in Figure 6), partic-
ipants felt free to express their interpretations of the elements, how 
they perceive them, and what they fnd interesting. The ambiguity 
also opens a space that allows them to elaborate on one another’s 
ideas. The unexpected results make the text-to-image AI a good 
partner for brainstorming by bringing related but un-thought-of 
elements. We also witnessed a process of grounding [15] where 
all participants linger on a common image for interpretations and 
agreements, while also acknowledging each others’ understanding. 
Furthermore, previous research has discovered that verbal-visual 
translation plays a strong role in ideation [55], whereas in our 
research the verbal-visual translation also happens as the text-to-
image AI requires participants to enter texts in order to generate 

images. Such a process allows the participants to engage in deeper 
discussions by exercising verbal-visual translation. 

4.4 Shift of Attention to create the First and 
Secondary Discussion Space 

In observing the team dynamics (Figure 11), we can see that in-
troducing text-to-image AI (Figure 12) draws the team’s attention 
from focusing on the discussion around the actual design to the 
AI-generated images, and pushes the discussion of the actual design 
ideas in a ‘secondary discussion space’ what would be attended 
to much later than in the context of discussion without text-to-
image AI. In other words, the temporary goal of the discussion 
is no longer to reach an agreement on design ideas, instead, the 
members of the team would focus on understanding each other. 
The convergence of semantic space is given time and space to work 
with before the team exercises on the design ideas. Furthermore, 
the aforementioned process of building a common verbal-visual 
vocabulary demands the team to spend time to bring each other on 
the same page semantically. The given time and space for semantic 
convergence and the urgency to reach semantic convergence bring 
changes to the social interaction dynamic. 

In normal team dynamics as in Figure 11, the human agencies 
constantly check external references when discussing ideas. The 
generated ideas are feedback to the discussion, where the selection 
of ideas also happens. We refer to this collection of ideas as the ‘idea 
cloud’. The idea cloud is situated within the primary discussion 
space, meaning that the ideas within the ideas cloud are directly 
being discussed as well. 

When text-to-image AI is integrated into the discussion, the 
dynamic changes, which is not unexpected but also not predicted 
as previous research has revealed that new digital tools will also 
infuence the choices of existing tools for ideation [35]. The conver-
gence of conceptual space, particularly the semantic space, happens 
during the construction of the text prompt instead of when the mem-
bers are working on the ideas cloud. The human participants are 
exercising semantic convergence during prompt construction in-
stead of during idea generation. We argue that this creates an extra 
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Language
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Conceptual-Level Interactions
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Feedback to Discussion
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Primary Discussion Space

selection of ideas

Fact Check, Inspirations
Agencies’ Actions

convergence of ideas

Figure 11: Dynamic diagram of the team discussion. The human agencies constantly check external references when discussing 
ideas. The generated ideas are feedback to the discussion, where the selection of ideas also happens. The idea cloud is situated 
within the primary discussion space, meaning that the ideas within the ideas cloud are directly being discussed as well. 

step before the team reaches the fnal solution, which allows all 
parties to synchronise with each other semantically before reach-
ing the stage of evaluating ideas (Figure 12) for physicalisation. In 
Figure 12, we observed three changes: the convergence of ideas hap-
pened around text prompts instead of the ideas cloud, the fact-check 
happened with the generated images by text-to-image AI instead 
of external references, and the ideas cloud is being pushed to the 
secondary discussion space. The text-to-image AI serves three pur-
poses within the collaboration. First, text prompts as a medium that 
provokes a natural occurrence of semantic convergence through 
the discussion of the generated images amongst team members. 

Second, the social interpretation of text-image relations through big 
data which in other words refects social norms and biases that are 
innate to text-to-image AI as previous research has revealed [53]. 
Third, text-to-image AI engages human agencies to spend more ef-
fort pondering the synthesis of intermediate results before reaching 
an idea. It is because text-to-image AI not only demands that human 
agencies translate their ideas into text-prompt which text-to-image 
AI responds to through images, but it also visualises the thoughts 
of team members with its interpretation through the data it has 
been trained on. The visualisation is often not as exact as expected 
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according to the results we have found, but it triggers more dis-
cussion amongst the human members. Very often further inquiries 
were made through further generation of images. In hindsight, the 
extended discussions on the texts and images both demanded and 
generated by the text-to-image AI prolong the discussion before 
moving on to a concrete idea. The focus of discussion, which we 
refer to as the primary discussion space, does not contain the direct 
discussion of the ideas. Instead, discussions of ideas are pushed to 
the secondary discussion space, meaning that they will be discussed 
later than in the context without text-to-image AI. 

In addition to looking at how the social dynamics change among 
the human members in the team collaboration, it is also crucial 
to mention that text-to-image AI in this context is not merely a 
tool but an entity with its agency. The generated images as AI’s 
interpretation of the text prompts are being taken with weight 
which induces the change in the social dynamics. The coalition of 
humans and text-to-image AI forms a constituency [58] that infu-
ences the outcome of the design, where a ‘wrong’ interpretation is 
being taken seriously and its potential connotations and reasons are 
being discussed by the human members. In the post-questionnaire, 
multiple participants expressed that text-to-image AI felt like a 
conversation partner. Which, we can see an assemblage forming 
in the process. Although in this experiment text-to-image AI is 
not fully a collaborator, it has displayed a certain agency. Whether 
the agency is being dedicated by human members or innate to the 
text-to-image AI is out of the current scope of research. However, 
in our results, the images generated by text-to-image AI nudged 
the direction of the discussion, which is typically a role played only 
by humans. As the human members allowed text-to-image AI to 
infuence the design ideas, text-to-image AI has taken a presence 
within the collaboration. 

5 CONCLUSION - A NEW MODEL OF DESIGN 
IDEA GENERATION 

In this paper, we have described an investigation of how text-to-
image AI can potentially be used as a brainstorming aid for design 
students. Using the semester-long design assignment where stu-
dents were asked to work on self-defned projects that related to 
wearable, tangible, and physical material and contexts, we experi-
mented with giving the students the opportunities to use text-to-
image AI to facilitate their ideation process. Within the context, we 
have identifed three traits: Enhancing verbal articulation, where 
constructing a prompt engages the designer to articulate with words 
and the connotation between these words. Particularly because text-
to-image AI models are trained on databases of human-created text 
and image pairs, that refect genre, bias, and abstract connections 
between text and image. Evaluating the words of a prompt by eval-
uating the images generated, engages the designer in an exercise of 
verbal articulation and creates a deeper understanding of the con-
nection between the word and the imagery. Semantic convergence 
between collaborators can be seen to emerge from the designer’s 
encounter with the ambiguity of materiality, shapes, and symbols 
in the generated images. The ambiguity of the imagery invites 
collaborators to share interpretations, from which they gain the 
opportunity to understand what the others see in their semantic 
space. Secondary discussion space is being created by introducing 

text-to-image AI as a non-human agency within the collaboration. 
The co-creation collaboration between human and non-human (AI) 
collaborators changes the traditional human-only team dynamic 
and creates a secondary discussion space as a bufer for social 
tension, thereby potentially creating a constructive atmosphere. 

Although this paper only investigated the context of using text-
to-image AI for ideation in wearable, tangible, and physical material-
related projects for inexperienced students, we believe the identifed 
traits could potentially be applied in other contexts with diferent 
material focuses. 

Whether the fndings are context-specifc or not, it suggests a 
holistic view on evaluating machine learning models for creative 
collaborations should not only be looking at the quality or how 
a fnal product can be generated to fulfl a creative task but also 
the possibility of creating new connections for epistemological 
exercises. As such, AI can become a medium for linking difer-
ent cognitive spaces for thought experiments or sketching, thereby 
extending the opportunities for semantic convergence in design 
processes. 
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