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Formation Control Algorithms for Multi-UAV
Systems with Unstable Topologies and Hybrid
Delays

Jia Wu, Chunbo Luo, Geyong Min, Sally McClean

Abstract—Multi-UAV systems rely on the communication net-
work to exchange mission-critical data for their coordination and
deployment, while communication delays could cause significant
challenges to both tasks. The impact of the delays becomes even
more severe if the delay, network structure and formation are
all time-varying, a common challenge faced by real-world multi-
UAY systems. To address this challenge, we consider time-varying
delays that exist in multiple channels caused by transmitting
information and internal delays that exist in UAVs themselves
caused by obtaining and processing their own data. We design
an effective distributed formation control protocol for a multi-
UAV system to achieve time-varying formation; this protocol
is particularly useful for dealing with time-varying multi-UAV
network topologies as well. We provide rigorous convergence
analysis for different scenarios with or without hybrid delays
and obtain sufficient conditions for achieving the time-varying
formation. Furthermore, we propose an algorithm for quantifying
the maximum delay allowed by the system. Based on the designed
formation algorithm, a deployment strategy is proposed to
coordinate multi-UAV systems in a practical environment. Nu-
merical analysis and UAV hardware experiments are conducted to
evaluate the performance of the theoretical results and investigate
the feasibility of generated flight trajectories.

Index Terms—Multi-UAV systems, formations, time-varying
topologies, hybrid delays, UAV deployment

I. INTRODUCTION

Unmanned aerial vehicles (UAVs) are gaining increased
popularity in civilian applications, due to their versatile ca-
pabilities to execute tasks that are often dangerous or difficult
for human beings [1]. Many UAV applications have brought
significant advantages in terms of improved efficiency and
timeliness, such as agriculture [2], searching and rescuing
[3] [4], mobile edge computing [5] and delivering [6]. All
of these applications require UAVs to be deployed effectively.
Furthermore, compared with a single UAV, multi-UAV systems
can cooperate to complete more complex tasks and have much
improved efficiency and robustness. They have thus attracted
wide research interest over the past decades.

Generally, multiple UAVs are coordinated by formation al-
gorithms to fly with a specific geometry and bring key benefits
to the overall system, including energy-saving and more stable
communication links. Various formation control algorithms
have been developed to implement multifarious formations in
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different scenarios. For example, Wu et al. [7] and Duan et al.
[8] designed consensus-based distributed formation protocols
to achieve desired formations. A significant number of studies,
e.g. [9]-[12], adapted the leader-follower approaches to control
the follower agents’ velocities so that they are consistent
with the leader’s. Some other studies applied the behavioural
characteristics of biological groups to the formation of UAV
systems to realise autonomy and swarm intelligence [13]-
[15]. Despite the success in formation algorithms, the existing
formation work usually assumes ideal network communication
among the UAVs group for coordination and synchronisation
and has not paid sufficient attention to the challenges caused
by time-delay in communication and dynamic network struc-
ture during formation flight [7]-[10].

Due to the complexity and variability of practical deploy-
ment environments, wireless connections among UAVs of
a formation group, which are used for sharing key status
information (e.g. position and velocity) during formation and
tasking, are often unstable because of interference and fading.
Therefore, the communication topologies exhibit significant
time-varying features. Research efforts (e.g. [16]-[19]) for
solving the problem of unstable communication topologies
with different constraints assume that the system maintains
the jointly connected condition. This condition means that the
union graph of the system’s communication network topology
graph should be connected over a given period of time. It is
still difficult to meet in many practical environments. Savino
[20] assumed that the topology changes according to Markov
jumps with uncertain rates of transitions, which simulates the
randomness of the actual channel to some extent. However,
this system requires UAVSs to obtain their own information and
their neighbours’ status information through wireless networks
and is thus subject to delays. Some other researchers, e.g.
[21] and [22], addressed the time-delay problem by assuming
all time delays in different wireless channels are invariant.
Similar approaches are also adopted in [23] which assumes
that time-varying delays of all channels are the same. Liu et al.
[24] addressed this problem from a more practical perspective
by considering multiple time-varying delays for a first-order
multi-agent system including the internal delay that occurs
when individuals obtain their own information and designing
a convergent control protocol to ensure the stability of the
system. Yan et al. [25] studied an event-triggered controller
for multi-UAV formation flying with delays, but they only
investigated the internal delay of processing signals that is
only part of multiple delays.



Most existing algorithms of UAV deployment focus on
two problems: which UAVs should be deployed and what
the trajectories are to the target points. For example, Sharma
et al. [26] modelled the two problems as a decision-making
problem. They derived a decision matrix by combining the
entropy of the area with the entropy of the UAV. Considering
the deployment in UAV-assisted wireless networks for disaster
management, Masroor et al. [27] addressed a multi-objective
problem of UAV placement, users-UAV connectivity, distance,
and cost, in order to maximize the number of users with a
minimum number of UAVs. To implement these deployment
algorithms in practice, effective control methods are prerequi-
sites to support them. In this paper, the proposed distributed
controller can be used to generate feasible trajectories to the
target points and help the deployment of UAVs effectively.

This paper models the multi-UAV system as a second-order
system and proposes novel formation control algorithms to
address the time delay and time-varying network issues critical
to multi-UAV systems. Compared with the study [24] that
designed a decaying control protocol coefficient for a first-
order system to ensure system convergence, the feedback ma-
trix we have designed for the control protocols in the second-
order system is fixed and suitable for various situations, which
makes it easier to control the system because it does not
need to adjust the parameters by itself. [28] adopted a state-
feedback control approach to form a desired formation and
follow a specified trajectory, where communication delays
and disturbances are constrained but the topology has to be
fixed. In this paper, we take into account the joint effect of
time-varying topologies and delays. Wang et al. [29] also
studied the communication delays and switching topology,
where the second-order system and the structure of the control
protocol are similar to ours. Yan et al. [25] only investigated
the internal delay and used a uniform delay to represent all
delays. Compared to their work, the communication delay in
different channels considered in this paper is time-varying
instead of uniform in [25], [29]. Further, we investigate the
time-varying internal delay in each UAV caused by internal
data acquisition (e.g. GPS data) and processing. Compared
to the work [29], [30], our system can allow a larger delay,
which is more realistic and can meet the requirements of actual
scenarios [31]. Motivated by the above discussions, the main
contributions of our work are summarised below:

« We propose effective distributed time-varying formation
control protocols and deduce the sufficient conditions for
multi-UAV systems to achieve desired and time-varying
formations and easy deployment of UAVs.

« We study the multiple delays and dynamic topologies that
are close to actual scenarios. With randomly connected
or disconnected topologies, we consider not only time-
varying delays in different wireless channels but also
internal delays caused by data acquisition and processing,
and prove the convergence of the proposed algorithm.

« Furthermore, we propose an algorithm for computing the
maximum delay allowed by the system, which was not
studied by most related work [24], [29], [30].

The remainder of this paper is organized as follows. Sec-

tion 2 presents the key notations and the network model
of the multi-UAV system. Section 3 introduces the designed
distributed control protocols and presents the corresponding
certification processes. In Section 4, simulation and hardware
experiments are presented to demonstrate the models and
verify the theoretical results. In Section 5, we summarize this
paper and discuss some future research directions.

II. PRELIMINARIES

TABLE I
THIS TABLE SUMMARIZES THE KEY NOTATIONS.

Notations  Description

R™ n-dimensional vector

RM*n Matrix with m rows and n columns

I, Identity matrix with n dimensions

Aij The ith row and jth column element of matrix A
Ai (A) The ith eigenvalue of matrix A

AN The maximum eigenvalue of Laplace matrix
p(A) The spectral radius of matrix A

[|A]l I, norm of matrix A

[|Alloo Infinite norm of matrix A

[T Matrix or vector transpose

® Kronecker product

Vi1 vig =1,if k=1; vi ; =0, otherwise

ni{l ”ffz =UMk)U(k-1)...U0),ifk>1 n}({l = I,,, otherwise
[x] A minimum integer greater than x

The multi-UAV network topology can be modelled by an
undirected graph as G = {V,&, W}, where V = {1,2,..., N}
is the set of vertices with N being the total number of vertices,
and each vertex represents a UAV. The wireless communica-
tion links between UAVs are denoted by & = {(j,i)|i,j € V}
with (j,i) being the channel from the jth UAV to the ith
UAV. W = [wij] € RN*N is the adjacent matrix of the
graph. If a channel (j,7) exists, w;; = 1. Otherwise, w;; = 0.
Here we only consider the communication between UAVs, so
wi = 0,i = 1,...,N. In addition, w;; = wj; for reciprocal
channels, modelled as undirected graphs. The degree matrix
is denoted by D = diag {dy, d3,...,dn}, where d; = Zj.vzl Wij.
Then, we can obtain the Laplacian matrix L = D—W. Notably,
if each channel changes over time, the graph model becomes
G(t) = {V,E(t),W(r)}. Then, the Laplacian matrix L(t) is
also time-varying in this case. Table 1 summarizes the key
notations.

Focusing on the formation strategy, UAVs are usually
treated as particles characterized by their position and velocity,
while the other factors of UAVs such as shape and internal
structures have less impact and can be simplified in this
scenario [32] [33]. Then, according to the kinematic equations
of UAVs, the UAVs system is modelled as a second-order
discrete-time system as follows

{ xi(t+1) =x;(t) + ovi(t) )

vi(t+1) =v;(t) + ou;(1)

where x;(#) € R" measured in metres (m) is the position of
the ith UAV with ¢ being the time steps; v;(f) € R" is the
velocity measured in metres per second (m/s) at the tth steps.
u;(t) € R™ measured in metres per second squared (m/s?) is



the formation controller to be designed later, which plays a key
role in driving the UAVs to achieve the anticipated formation
and can be regarded as accelerated velocity. o > 0 measured
in second (s) represents the length of a series of time slots.
Eq. (1) can be rewritten into the first-order form by denoting

&(1) = xi(0),vi(D)]"

Ei(t+1) =&(t) + 0 (A&i(1) + Bu;(1)) 2
0 1 0 . .
where A =1, ® 0 0 and B=1,® 1l It is equivalent to

Eq. (1) but is easier to analyze the convergence.

The anticipated formation of the ith UAV is denoted by
£i() = [fix (@), fir ()], where f; (1) denotes the time-varying
formation position and f;, (¢) denotes the time-varying forma-
tion velocity. Denote h;(¢) as the formation trajectory of the
ith UAVs. Because the entire formation is time-varying, each
individual has a different trajectory. Moreover, the distance
between each individual and the centre of the formation is
also time-varying.

Definition 1. The multi-UAV  system achieves the
time-varying  formation if h;(t) exists such that
lim; e (&:(2) = f;(t) = hi (1)) =0,i=1,--- , N is satisfied.

III. PROBLEM FORMULATION AND THEORETICAL RESULTS

A. Formation control with time-varying formation and topolo-
gies

We first consider a relatively simple case in which the
formation and communication topology are time-varying but
the time delay in each channel is negligible. The distributed
time-varying formation control protocol is designed as follows

ui (1) =K1 (€(0) = fi(0) + k- Afin (1)
N
Ko ) &

wii (1) ((€;(0) = fi()) = (& (1) = fi (D)

j=1

where Afi (1) = [Afi (£),-- Afin, (D] with Afy, (1) =
Siv, (t+1) = fiy, (¢) and k = % Note that n is the dimension.
Here we consider three-dimension practical scenarios and
n = 3. Then, kAf;,(t) represents the acceleration of formation
velocity. K; and K, are important feedback control matrices
that affect the system’s convergence. The value of w;;(¢)
may be 0 or 1 at different times depending on whether the
communication channel is disconnected or connected.

In order to further simplify the system model expression,
we denote £(1) = [£7(1),&7 (1), ..., &% (1)]" and the time-
varying formation F(r) = [ £ (1), £ (1),.... f (t)]T. Denote
AF, (1) = [AfT (), AL (), ..., AfT ()] Then the UAV
system (2) can be rewritten as

E+1)
=£(t)+ (Iny ® (A + 0BK)) — L(t) ® 0 BK,) £(1)
—(In ® 0BK; — L(t) ® 0BK>) F(t) + (Iy ® 0kB) AF, (1)
4)
Let e; (t) = &(t)— f;(t)—h;(t) be the formation error. We de-
fine 6; (1) = & (1) — £; (1) Let 5(r) = (6T(1),67(1), ..., 8%, (1))"

and e(r) = (elT(t),eg(t),...,eITV(t))T. We can obtain the
matrix expression of d(¢) as follows

o(t+1)
=6(t) + (In ® (A + 0BK}) — L(t) ® o BK>) 6(1) )
+(In ® cA) F(t) — AF(t) + (Iy ® 0kB) AF, (1)

where AF(t) = F(t+ 1) — F(¢).

The term [(Iy ® 0A) F(t) — AF(t) + (Iy ® 0kB) AF,(1)]
is not affected by the feedback control matrices K; and K>.
To ensure the convergence of the system, we design the
time-varying formation that follows the rule fi,(r + 1) =
fix(®) + o fiy(¢). Then, we get (Iy ® cA) F(t) — AF(¢) +
(In ® 0kB) AF, (1) = 0.

To simplify the design of K} and K;. Let K = K, = —K; and
denote the feedback matrix as K = I,, ® [k, k3]. Thus, §(r)
is converted into the following equation with the applicable
formation

S(t+1)=(In®A—-(IN+L(t)) ®rBK) 5(t)  (6)

where A = I,,, + cA and m is the matching dimension. This
formula also reflects the importance of the feedback matrix K.
Inappropriate K will make the system unable to converge.

We introduce the following Lemma 1 to support the analysis
of the system.

Lemma 1. ( [34]) For a graph G, the maximum eigenvalue
of its corresponding Laplacian matrix satisfies

An(G) < max {di (1) + mi (1)}

Sjen; di(0)

where d;(t) is the degree of node i and m;(t) = ZAG]

the average degree.

Then, we elucidate the realizability of time-varying forma-
tions based on dynamic network topology through the follow-
ing theorem. Ay (G) is the upper bound of the eigenvalue of
the Laplacian matrix of the graph G. In this paper, we have
An(G) = max{/lN(go), ...,/lN(Qj)} with gg, cees Qj being
the connected sub-graph of G.The value of An(G) can be
estimated based on the basic graph using Lemma 1.

Theorem 1. For multi-UAV systems under the designed for-
mation control protocol (3), if 0 < ki, ky < 1 and ok| < ky <
iwigh o are satisfied, the time-varying formation F(t) can be
achieved for the multi-UAV system with time-varying network

topologies.

Proof. According to the property of the matrix Iy + L(t),
there exists a unitary matrix V~!(¢) at any time ¢ such that
J(t) = V(1) (Iy + L(t)) V(¢) = diag{A,(¢), ..., An (1)} with
A;(t) > 1,i = 1,---,N. Note that A; is the ith eigenvalue
of the matrix Iy + L(t). Denote V(¢) = [vi(2),...,vn(?)],
where v;(#) is the normalized eigenvector corresponding to
the eigenvalue A,;(¢) at time 7. Then, we denote V~'(r) =
[ P1(2);72(); ... 0N (D) ] = [ﬁl(t);V(t)] with ¥; being the
row eigenvector.

Let () = (71(t) ® I,)6(¢) and 6(r) = (V(r) ® 1,)6(¢).
Then, we can define i(r) = (V(t) ® I,,)[1(7),0]" and 6(¢) =
(V(t) ® I,)[0,6(1)]T. Based on their definitions, we have

5(t) = h(r) +6(1) (7)



That is, 6(r) = &(¢) — h(r). Let h(t) = A(r) and h(r) =
(1 (1), 3 (1), ..., h{,(r))T. Then, we have 4(7) that is equiv-
alent to the expression of formation error e(t) = §(t) — h(t).
Provided lim;_, o ||5(t)” = 0 is satisfied, the time-varying
formation of multiple UAVs can be realized and h(¢) exists.
Because ||6(1)|| = [|6()||, we only need to consider 5(r). We
can write 6(t) as

§(t+1)=(In®A-0aJ(t)BK) (1) (8)

where J(t) = diag{A5(¢),...,An(?)}. Note that A; is the ith
eigenvalue of the matrix Iy + L(7).

If we analyze any dimension of the ith UAV individually,
we can obtain

Sij(t+1)=M&;(1) 9

1 o
where M = [O 1

as the error system matrix and Sij represents the ith UAV in the
Jjth dimension. Next, we need to ensure that the spectral radius
of the system matrix M is less than 1. Then, the Multi-UAV
system can be convergent. Therefore, we should guarantee
p (M) < 1. Here, we can calculate

1 (D k a2 2(1)k?2
A =1-2 ’g) 2 i\/ ‘4() 2 _ o20,(0)ky| < 1

—o;(1) []?1 ]?2], which can be regarded

(10)
To find the appropriate value of k; and k,, we could set k; €
[0, 1]2, 28.11(1 2then calculate k; based on Eq. (10). Especially,
let %g)kz — 022;(t)k; < 0 such that |A(M)] is a complex
number and its modulo should be less than 1. Then, we get a
conservative solution ok < ky < % with 0 < k1, kr < 1.
In order to ensure the convergence of each UAV in
each dimension, we can estimate the upper bound of the
eigenvalue of the time-varying topologies with the help of
Lemma 1. Hence, for the graph G, the final solutions be-

4k
come 0 < ki,kr < 1 and ki < ky < yITIVEE where

AN(G) = max{An(Gy), ...,AN(_gj)} with Gy, ..., gj being the
connected sub-graph of G and A (G) being the upper bound
of the eigenvalue of the Laplacian matrix of the graph G.
Since the eigenvalues of the Laplacian matrix of an undi-
rected graph are non-negative, we can easily estimate the
upper bound of its eigenvalues according to Lemma 1. For
directed graphs, the eigenvalues of the Laplacian matrix may
be negative, so the aforementioned condition of k; and k;
is no longer applicable, but the method can still help with
time-varying formation control of multiple drones based on
directed graphs. If our directed graph is fixed, then we can
directly calculate the maximum eigenvalue and substitute it
into inequality (10) for solving; if the directed graph is
dynamic, at this time, we need to know the possible forms
of the dynamic graph to perform eigenvalue estimation and
then get the new condition to achieve time-varying formation.
It is important to further investigate the influence of the
control gain o on the convergence speed of the system.
Because the error system matrix M can be diagonalized and I,

norm has the property of unitary in-variance, there is a unitary
matrix R such that

[18:(c + D| < [RMR7]|[|6:; (1]
= ||diag {1, (M), (M) }| ||6:; (0|

Therefore, the spectral radius of M can reflect the conver-
gence speed of the UAV in the corresponding dimension. In
other words, the smaller the eigenvalue 1;(M),j = 1,2 is,
the faster the system converges. We define a convergence rate
function of o as f(o) = |/lj(M)|2 = l—ovlj(t)k2+0'2/lj(t)k1.
The first derivative of f (o) is f'(0) = =4 (t)ka+204(t)ky.
Therefore, we can draw a conclusion that if 20k; < ko is
satisfied, the larger o is, the smaller the value of function
f(o) is. In other words, the system will converge faster with
a larger o. The proof is thus completed. m}

(1)

B. Formation control with time-varying topologies and vary-
ing time-delays

This subsection studies the impact of varying delays among
different communication channels of a multi-UAV system
over time-varying topologies. The time delays include both
transmission delays and internal data processing delays. Let
t; j denote transmission delay from the channel i to j, and ¢, ;
represents internal data processing delay.

Assumption 1. We assume the delays in a multi-UAV system
are bounded to satisfying

OSti’j < b,

0<ti; <ty
where t; j, t; i, tm, and t,, are measured in sectond (st). Let
ti,j tii _
7 = [, 10 = [Z£]. Denote 1, = max{[5-1,[5*1},

which indicates the time step of the delay.

If delays are greater than the bounds, the communication
link is assumed to be disconnected and the corresponding de-
layed packets should be dropped, which are common settings
in real-world networks.

Considering the joint effect of time-varying topologies and
varying time delays, the distributed formation control protocol
becomes

u;(t)
=Ky (&i(t = 7,.0(0) = fi(1)) + k- Af, (1)
N
+ Ky ) owii (1) (€5t —17.i(0) = fi(0) = (&i(t = 70,0(0) = fi (1))

j=1

12)

The delay in each channel is considered in the above
protocol (12). The meaning of other parameters is the same
as the control protocol without delay.

Let L, j,= be the element of a special Laplace matrix L.
with 0 < 7 < 1, and it satisfies

2 _ Ll'jVT,ij,',
Lij =

LiivT,T_,"ia

ifi#j

13
ifi=j (13)

According to this definition, we have Z:’;’O L.=L.



A() = (Lo(t) + Io(t)) ® oBK
In®I, 0
o) =| .
0

To help analyze the stability of the system, we introduce a
matrix

Y10 Y11 Yty
In®I, O 0

0= (15)
0 .o IN® T, 0

where yi; is a sub-matrix and j =0, 1,..., 7. Let 93 j denote
the element of the ith row and the jth column of the matrix
0". Lemma 2 is then presented to specify the convergence
condition of 6.

Lemma 2. 0 is a convergence matrix, if there is an appropri-

ate 1, such that lim,,_,c 91’1 =0.

Proof. By the definition of 6, we have
O =yl +0s
n — n— n—
ik = Y167 + 075

n . n—1
Or = Vit

(16)

where n > 2, i = 1 and k is a positive integer satisfying
1 <k <7, — 1. Further, when 2 <i < 1,,, we can obtain

07k = 0?—_11,k (17)

By analyzin
if Timy e, ﬁe i‘

the above iterative Eq. 116) (17), we know
t
1.1

|9f—1( = 0. which

= 0, we have lim;_ e 1

o) 00

leads to lim;_,o Hei_zl = 0. This result further supports
lim; 00 9’]",(1Hoo =0 and lim;_e Hal{’kHoo = 0. Finally, we have
lim[_)oo gt = 0 (]

Since we know §;(t) = &;(t) — f;(t), we have 6;(t — 1) =
&i(t—1)— fi(r). If T =0, they are equivalent. The settings of
feedback matrices K| and K, are the same as before and we
have K = K, = —K. Therefore, §(¢) can be written as

Tm-1
s(t+1) = As(t) = > ((Li(e) + 1i(1)) ® oBK) 5(t = 1) (18)
1=0
where [; is a diagonal matrix with the element being [; ;; =
Lijve 7, satisfying X770 I = Iy
To further simplify system analysis, we denote 6(¢) =
[6T(t), sT-1),...,6T(@ - ‘rm)]T. Then, we can further
rewrite Eq. (18) as

s(t+1)=0(1)d(2) (19)

where ®(r) is the system error matrix with A = A —
(ﬁo(t) +1o(1)) ®BK. Let ®@; ; be the ith raw and jth column
of ®.

- (i‘Tm—l (t) + ITm_] (t)) ® ocBK

0
(14)

INn®I, 0

The matrix ®(¢) is a full-rank matrix, so it is a diagonal-
izable matrix. Similarly, let 7(r) = (¥ ® 1,,)6(¢) and &(r) =
(V®1,)5(t). Then, we can define A(r) = (V®I,)[h(1),0]T and
5(t) = (Ve1,)[0,5(1)]". Then, we also get 6(r) = h(r)+5(¢).
let 6(¢) = 6(¢) — h(r) and we know h(r) exist. Similarly, we
can prove the convergence of /(z) to illustrate the feasibility of
the time-varying formation. Because ”5(t)“ = HS(t)” = ”g(t)H,

we only need to consider 5(1).

The following theorem ensures that the intended formation
with varying delays can be achievable under the formation
controller (12).

Theorem 2. For any multi-UAV systems under the designed
formation control protocol (7), if 0 < ki, ky < 1 and ok <

4k1 n —_ b
k e (@) L, = 0 with
allowable 1, is met, the time-varying formation F(t) can be
achieved under time-varying topologies and delay.

are satisfied, and lim,_, ||®

Proof. Considering the definition of 5(1), if 6(¢) is convergent,
we know the formation error ¢ (¢) converges. Thus, we need
to prove the convergence of ®(¢).

Here, 0 is equal to @ (¢) if

yi1 = A1)

yiz=— (Li() + 11 (2)) 20)

Yiry == (Le, (1) + I, (1)) ® o BK

According to Lemma 2, if lim,,_, H(I)’l1 1” =0 is satisfied,

®(¢) is a convergent matrix. According to Theorem 1, we

. 4k e
know thatif 0 < ky,k, < 1 and ok| < ky < Te(G)e] are s)aﬂs

fied and there is an appropriate 7,,, we have lim,,_,c, db?’l
0.

Then, we can conclude that 3(t) is convergent. Because
5 (1) is one of the elements of 5(¢), we can say ¢ (1) is
convergent. Therefore, the multi-UAV system can achieve the

anticipated formation within the allowable range of error. The
above Theorem 2 holds. O

Theorem 2 reveals that to ensure the stability of the system,
we should guarantee the delay in each connected channel is
less than t,,, which is associated with the number of connected
channels and the number of UAVs if o, k; and k,follow
Theorem 1.

Given Theorem 2, the key is to find the appropriate 7.
Here we present Algorithm I to obtain 7,,. The value of n is
obtained from experiments.

Algorithm 1 computes the infinity norm of the system
matrix ®(¢) through numerical analysis methods. The goal is



Algorithm 1 Algorithm for obtaining 7, allowed by the
system

1: function

2: Initialize 7,,, =0,n =50,T =0

3: while 7,,, > 0 do
4: T=T+1
5: for i=1:n do
6: Randomly select the connected channels in
7: the channel set &; Randomly select the delay
8: for each connected channel in set {0, ..., 7,}.
9: Calculate @ l,qnfll: i = A(D ] + q)ll o
10: ol =A@ 1t dbb
11: for
12: if ‘T@"“‘ |<I>’f’1 ’ then
13: if 7 == 1 then
14: Tm=Tm+1,T=0
15: else
16: Break
17: end if
18: else
19: Tm = T — 1
20: end if
21: end while
22: return 7,

23: end function

to find the maximum time delay 7, that satisfies the conditions
for the convergence of the system matrix.

According to Algorithm 1, as 7, = I'%'|, a relatively small
o can tolerate a larger 7,,, but the convergence speed will
decrease with a larger 7,,, because it takes more time steps
to make ||®(¢)||" < 1 if 7, increases according to Eq. (16).
Therefore, there is a trade-off between 7, and the system
convergence speed.

Since the special form of the Laplacian matrix L; j,r in-
cludes both internal and external delay, it is very difficult to
analyze their impact on the system in isolation, but we can
study the extreme cases to help learn it. We assume that one
of them is zero, and then we can use Algorithm 1 to compute
7. The result shows the system can allow larger external delay
and is more sensitive to internal delay. The internal delay has
a bigger impact on the stability of the system.

C. The deployment of multi-UAV systems with time-varying
delays

In most practical application scenarios (e.g. agricultural
UAVs, search and rescue, edge computing UAV, delivery),
UAVs will spread in large areas. Generally, there are two
cases: 1) UAVs go to different positions; 2) some UAVs go to
the same position in the formation and others go to different
positions separately. Here we assume that we have got the
trajectories 4 (t) of each UAV generated between the start point
and destination according to some through some trajectory
generation algorithms [35]. If we want to make multiple UAV's

follow a specific trajectory, the formation controller becomes:

ui(t) =K (&i(1) = fi(1) = hi(2)) + k- Ahy, (1)

N
+ Kz ) wig (1) ((€(0) = £;(0) = (& () = fi(1)
j=1

(21
where Ahp, (1) = [Ahiy, (1), -+, Ay, ()] with Ak, () =
Ry, (t +1) = hiy, (1), and k = L.

For case 1, since each UAV focuses on its own trajectory,
there is no communication link in this process. Then, the
controller becomes

u; (1) 22)
=Ky (& (t = 73,0(0) = fi(1) = h(t = 7,i(1))) + & - Ay (1)
It is a special case of the controller (12) when w;;(¢) =0, so

these parameters are the same as the above controller (12) and
the system convergence can be ensured. Differently, we have
f; = 0 in the process of UAV deployment, and /%;(¢) is adjusted
according to target points (p;x, Piy, Piz) of the ith UAV. For
example, we can set /;(f) = vixts + Viyts + Vizts, where vy,
viy and v;, represent velocity in X, Y and Z dimensions,
respectively. Let £ = ':’;; = ’v”” We have 1, =t if 1 < B>
and 1, =0 if r > Iv’”‘

For case 2, the controller is the same as the controller (12).
Different from the first case, if the ith, jth and mth UAV need
to fly to the same location in formation, then the parameters
of f;, fj and f,;, should be the formation of the three UAVs
and h; = h; = hy, holds. For other UAVs that fly alone, the
setting is the same as the first case.

IV. EXPERIMENTS

We provide simulation experiments and hardware exper-
iments to evaluate the theoretical results. Here we choose
four UAVs, labelled {1,2,3,4} in the three-dimensional space
for simulation. Similar experiments can be carried out using
different settings such as different numbers of UAVs, varied
initial network connections, and other formation shapes. We
design time-varying formation as f;(t) = [Sosin(tn/24 +
(i = DHr/2),5sin(tn /24 + (i — ) /2) — Ssin((t — ) /24 +
(i=1Dn/2),50cos(t = pi/24+ (i — 1) /2),5cos(tn /24 + (i —
1)7/2) = 5cos((t = /24 + (i — 1)7/2),0,0]T, from which
we can see that the four UAVs will continually form circular
formations. Let o = 0.2. Considering Theorem 1 and Theorem
2, we get K = I3 ® [0.08,0.13] that concurrently satisfies the
conditions stipulated in Theorem 1 and Theorem 2. According
to Algorithm 1, we get the maximum delay allowed by
this system is 7, = 2. The parameters are used in all the
experiments in this paper.

The basic network topology is shown in Fig. 1, where
each solid line represents the links between UAVs. In order
to simulate the scenario where some channels may fail at
a certain time, every link at each time step is alive with a
probability p > 0.7 and fails with a probability 1 — p. For
fixed topology, the solid line is always connected.

We initially present the simulation results of multiple UAVs
forming time-varying formations under a fixed topology that
is a connected graph, as shown in Fig. 2. The corresponding
input of the controller is given in Fig. 3.



Fig. 1. The time-varying topologies.
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Fig. 2. The process of achieving time-varying formation under fixed topology.
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Fig. 3. The change of the input of the controller under fixed topology.

A. Multi-UAV networks with changing topologies

Then we explore the performance of our method with
dynamic topologies. Fig. 4 shows the connection status of
all links in the first 50 time steps. In this figure, if the link
(1,2) is at its high level, there exists a connection between
the 1st UAV and the 2nd UAV. If the link (1,4) is at its high
level, the 1st UAV establish a connection with the 4th UAV.
Similarly, when (2,3) and (3,4) are at their high level, we
have the corresponding connection between the 2nd UAV and
3rd UAV and between the 3rd UAV and the 4th UAV. With
this, we can learn about how the topology is changing in this
experiment. Here we adopt the reciprocal setting that (X, y)

denotes the two-way channel between x and y.

Fig. 5 illustrates the formation process, where the time-
varying formation is eventually achieved in three dimensions
and each curve represents the trajectory of a UAV in one
dimension (X, Y or Z). The change of the control input u;
is shown in Fig. 6. Compared to Fig. 3, the curve in Fig. 6
appears to be more rugged and less smooth because of the
changing topologies.

@4 - — -— - - - — - -

Link (1,2)
Link (1,4)
Link (2,3) | |
Link (3.4)

2,3)f m— - Ll L

1,4)- —— A1

Connection status of different links__

(1.2)F -~ H

L | | - |
0 5 10 15 20 25 30 35 40 45 50
Time step

Fig. 4. The connection status of different links in 50 time steps.
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©  Initial position of UAV 2
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— AV 4

@ Initial position of UAV 4

Fig. 5. The process of achieving time-varying formation under changing
topologies.

B. Multi-UAV networks with changing topologies and time-
varying communication delay

The next experiment studies the scenario with time-varying
delays. The channel is still unstable, the same as in previous
settings. The delay 7(f) at each time step is random but
satisfies 7(¢) < ;. According to Algorithm 1, we input the
basic settings of this system and get 7,, = 2. Then we have
the real delay t,, = o1, = 0.4s that can be applied to the
actual situation because it is greater than the delay in many
real systems [31].

When 7, = 2, Fig. 7 displays the position of UAVs in three
dimensions during formation, where the circular formation
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Fig. 6. The control input under dynamics topologies.

is not as smooth as the previous one in Fig. 5, due to the
effects of time delay and dynamic topology. From Fig 8,
the corresponding control input no longer exhibits standard
oscillations, but the range of the input values remains bounded.
Fig. 9 shows the acceptable formation error of one UAV, where
each line represents the formation error in one dimension.

— UAV 1
@  Initial position of UAV 1
UAV 2
@ Initial position of UAV 2
— UAV 3
©  Initial position of UAV 3
— AV 4
© Initial position of UAV 4

Fig. 7. The process of achieving time-varying formation when 7, = 2.

When 7,, = 3 that is greater than the maximum delay
allowed by the system, Fig. 10 confirms that the UAVs cannot
achieve the desired formation, where the flight of the UAVs is
very chaotic. In Fig. 11, we can further see that the formation
error is large in this case.

C. The deployment of multi-UAV systems with time-varying
delays

In this experiment, we will deploy 4 UAVs labelled 1,2, 3,4
to targets. The parameters o, k; and k, are the same as the
previous settings. Let 7, = 2.

For case 1, four targets are set as 01(10,0), 0,(25, 8.66),
03(25,-8.66) and 04(0,0) in the object area, which can be
set according to actual needs. Then we initiate each UAV’s
velocity, which is v; = [0.2,0,0]T, v, = [0.5,0.1732,0]T,
v3 = [0.5,-0.1732,0]T and v4 = [0,0,0]7, respectively. Then
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Fig. 8. The control input when 7, = 2.
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Fig. 9. The formation error with 7, = 2.
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Fig. 10. The process of achieving time-varying formation when 7,, = 3.
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Fig. 11. The formation error with 7,, = 3.

under the controller (21), UAVs can reach the different targets
as shown in Fig. 12, where the coordinates of the final points
of UAVs have been marked.

For case 2, we assume every two UAVs (UAV 1 and UAV
2, UAV 3 and UAV 4) will maintain a formation to fly to
the target points. The communication channels in the two
groups are randomly connected or disconnected. The target
points of UAVs are set as 01(25, 8.66), 0,(20.5278, 10.8961),
03(25,-8.66) and 04(20.5278,-10.8961). We design the
line formation for them as f; = [0,0,0,0,0,0]T, /o =
[-4.4722,0,2.2361,0,0,0]T, f; = [0,0,0,0,0,0]T, f; =
[—4.4722,0,-2.2361,0,0, O]T. The initial position of 4 UAVs
can be random. Fig. 13 shows that all UAVs have reached the
target points within the allowable error bound.

(24.9433, 8.65516)

(0, Q) mmmme> (9.98431, 0)

o= UAV 1
B o= UAV 2
0] F=o=uavs
o= UAV 4

-12 T T T T T T
5 0 5 10 15 20 25

(24.9433,-8.65516)

Fig. 12. Four UAVs go to different points.

D. Hardware experiments for multi-UAV systems

The following hardware experiments are conducted to verify
the feasibility of the designed flight pattern proposed by
our formation algorithm. To implement this UAV formation
hardware experiment, we have considered multiple aspects,
including size, accuracy, and wireless connectivity. We chose
Crazyflie because it is easy to configure and has the required

12 4 (20.46443, 10.91208)

(24.96613, 8.66123)

24.96613, -8.66123)
~

20.46443, -10.91208)

25

Fig. 13. The UAV formation is divided into two sub-formations, which fly
to the target point respectively.

performance metrics, including high accuracy. Furthermore, it
weighs 27g and is safe for swarm experiments, particularly
in indoor scenarios. For these reasons, it is also a widely
used platform for academic research on multiple UAVs. Two
base stations (Lighthouse 1 and Lighthouse 2) are placed in
different corners of the room and they emit infrared light. The
infrared light is structured in a pattern that sweeps across the
room. Then, The Crazyflie drone is equipped with sensors that
can detect this light. By analyzing the timing and pattern of the
received light, the Crazyflie can calculate its position through
this lighthouse positioning system.

The flow chart of this hardware experiment is given in Fig.
14. It mainly includes two parts: 1) The Lighthouse positioning
system provides accurate positioning data; 2) Our method
calculates the required movements. Then, the four ’Crazyflie
2.1 can achieve the time-varying formation based on these
data.

The Lighthouse positioning systemk provides accurate positioning data.

Initialization Calibration

Positioning

The Crazyflie swarm platform calculates the next movements.

Fig. 14. The flow chart of hardware experiment using Lighthouse positioning
system.

A computer installed on Ubuntu 20.04 is used to compute
the trajectories of UAVs based on the controller with delay.
And a crazy radio plugged into the computer is used to
transmit the generated trajectories to UAVs (Crazyflie 2.1).
Four UAVs are chosen, which is consistent with the setting of
the simulation experiment.



Due to the limited indoor experimental space, we reduced
the size of the desired formation to one-twentieth of the sim-
ulated formation. The system parameters including the system
control gain o, the system feedback matrix K and 7, are the
same as simulation experiments. The size of the physical map
is 2m % 2m. Initially, four UAVs are put at random. Fig.15 (a)-
(d) shows the process of formation, from which we can see no
collision happens among UAVs and the time-varying circular
formation is effectively reached in hardware. The whole pro-
cess of formation can be more clearly seen in the online video
(https://www.youtube.com/watch?v=7bfICVWNfXc). Fig. 16
shows the physical trajectory error between the expected
trajectory and the real trajectory. From the figure, we can see
that the physical trajectory error is within Scm, which results
from the error of our deployment positioning system. Since
our Lighthouse positioning system is an optical system, the
accuracy of this system will be better if we put the Lighthouse
base stations higher so that Lighthouse base stations can cover
the experiment area better.

Physical trajectory error/m
o
é ‘

-0.1 |

Fig. 16. The physical trajectory error between the expected trajectory and
the real trajectory.

V. CONCLUSIONS

In this paper, we proposed the time-varying formation algo-
rithm for multi-UAV systems with time-varying topologies and
hybrid delays. Based on the state information from the UAV
itself and neighbours, the distributed control protocols could
steer UAVs to fly in the time-varying formation and achieve
the deployment of UAVs. We gave sufficient conditions for
formation in different scenarios with or without delays and
proved the system convergence. An algorithm was provided to
obtain the maximum delay allowed by the system. Numerical
experiments and UAV hardware experiments were conducted
to evaluate the performance of the theoretical results and the
feasibility of this flight pattern.

In future research, it is worth considering the impact of
interference and delays on large-scale multi-UAV systems
to improve the robustness of such a system. Furthermore,
modelling and analyzing large-scale systems with uncertain
nonlinear factors remain challenging.
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(d)

Fig. 15. Four UAVs achieve the time-varying formation in ’Crazyflie 2.1
platform’ (a) The initial position. (b) UAVs are adjusting their positions to
form the formation. (¢) The UAVs continue forming the circular formation.
(d) The UAVs continue forming the time-varying circular formation.
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