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Dermot Kerr

Abstract—Salient object detection (SOD) has rapidly developed1

in recent years, and detection performance has greatly improved.2

However, the price of these improvements is increasingly complex3

networks that require more computing resources and sacrifice4

real-time performance. This makes it difficult to deploy these5

approaches on devices with limited computing resources (such as6

mobile phones, embedded platforms, etc.). Considering recently7

developed lightweight SOD models, their detection and real-time8

performance are always compromised in demanding practical9

application scenarios. To solve these problems, we propose a novel10

lightweight SOD method called LARNet and its corresponding11

extremely lightweight method LARNet∗ according to application12

requirements. These methods balance the relationship between13

lightweight requirements, detection accuracy and real-time per-14

formance. First, we propose a saliency backbone network tailored15

for SOD, which removes the need for pre-training with ImageNet16

and effectively reduces feature redundancy. Subsequently, we17

propose a novel context gating module (CGM), which simulates18

the physiological mechanism of human brain neurons and visual19

information processing, and realizes the deep fusion of multi-20

level features at the global level. Finally, the saliency map is21

output after fusion of multi-level features. Extensive experiments22

on popular benchmark datasets demonstrate that the proposed23

LARNet (LARNet∗) achieves 98 (113) FPS on a GPU and 3 (6)24

FPS on a CPU. With approximately 680K (90K) parameters, the25

model has significant performance advantages over (extremely)26

lightweight methods, even surpassing some heavyweight models.27

28

Index Terms—lightweight, Salient object detection, Saliency29

backbone network, Context gating module, Feature fusion.30

I. INTRODUCTION31

INSPIRED by the fact that humans can automatically and32

efficiently analyze complex visual scenes, computer vision33

algorithms should be able to quickly locate salient content34

and ignore other non-salient content [1]. The computer vi-35

sion approach to this is salient object detection (SOD) [2].36

Specifically, SOD aims to efficiently extract the important37

information and accurately filter out the redundant information38
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in the visual scene, explore and simulate the visual attention 39

mechanism of humans, assist other computer vision tasks 40

to further extract the higher-level semantic information in 41

the scene and to establish the understanding of the visual 42

scene from a local to global level. In recent years, salient 43

object detection has been widely used in applications such as 44

object detection [3], semantic segmentation [4], RGB-D/T pro- 45

cessing [5]–[9], simultaneous localization and mapping [10], 46

video processing [11]–[13], robot navigation [14], person re- 47

identification [15] and other fields [16]–[19] due to its ability 48

to greatly reduce the complexity of subsequent processing 49

and improving overall performance. Therefore, salient object 50

detection has attracted much attention and flourished in the 51

field of computer vision and image processing. 52

With the emergence of convolutional neural networks 53

(CNNs) [20] and fully convolutional networks (FCNs) [21], 54

a large number of methods based on deep learning have 55

emerged that can achieve end-to-end salient object detection 56

with generalization ability and detection performance far su- 57

perior to traditional handcrafted methods. Recent literature 58

[22] proposed an iterative top-down and bottom-up network 59

for SOD, and demonstrates that most other saliency models 60

based on FCNs are essentially variants of this model. However, 61

the improvement in detection performance with deep learning 62

methods means the model design is becoming increasingly 63

more complex. In other words, models have grown in size, 64

and the performance requirements of hardware devices has 65

increased. For example, when the input image is 320 × 320, 66

the resulting model size of MINet [23] is 650MB, the number 67

of parameters is 162.38M, FLOPs is 87.10G, and it only 68

runs at 41 FPS (frames per second) on a high-performance 69

NVIDIA RTX3090 GPU. Even the speed of EGNet [24] is 70

only 21 FPS. Obviously, such a heavyweight model requires 71

large storage and high computing power but can only obtain 72

poor real-time performance. These heavyweight SOD models 73

are even difficult for high-performance devices to meet the 74

requirements of applications in scenarios such as autonomous 75

driving, augmented reality and real-time monitoring, and are 76

also unsuitable for deployment on mobile devices (such as 77

mobile phones and embedded systems). 78

To solve the aforementioned problems, it is important to 79

design a lightweight SOD model that simultaneously meets 80

the requirement to maintain detection accuracy and increase 81

FPS. There are two major challenges for this lightweight SOD 82

model: 1) The design of the lightweight backbone network; 2) 83
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The problem of multi-level feature fusion. With respect to the84

design of the lightweight network, when existing lightweight85

backbone networks (MobileNet-V3 [25], ShuffleNet-V2 [26],86

GhostNet [27], etc.) are directly applied to the field of SOD,87

the extracted features will be redundant, difficult to perfectly88

integrate with SOD tasks, and make it difficult to compress the89

model later. Therefore, it is necessary to build a lightweight90

network tailored for SOD, which not only improves the91

overall performance, but also eliminates the limitations of the92

backbone network for pre-training on ImageNet. With respect93

to the problem of multi-level feature fusion, how to deeply94

fuse the low-level information with appropriate detail needs95

to be considered. The integration of high-level features with96

accurate positioning information from the backbone network97

is the most important step towards produce saliency maps.98

To meet the major challenges mentioned above, there are99

still some problems in the existing lightweight models [28]–100

[33]. For example, although the detection performance of101

iNAS-SOD [29] and DNTDF [30] has been greatly improved,102

their lightweight has been greatly reduced. The CSNet [33] has103

a high degree of lightweight, but its detection performance104

is weak. They difficult to balance the relationship between105

detection performance and computing resources. Therefore,106

we propose a lightweight, accurate and real-time network for107

SOD, named LARNet. Meanwhile, we also propose LARNet∗108

for an extremely lightweight SOD model according to different109

application requirements. As shown in Figure 1, the details are110

as follows:111

Firstly, considering the problem of a model’s lightweight112

nature and feature redundancy, different from Li et al’s [19]113

lightweight VGG-16 for building subnetworks. Jin et al. [8]114

designed an asymmetric dual-stream encoders based on Mo-115

bileNet V3. Huang et al. [34] proposed an LD-ResNet-18116

backbone based on ResNet-18, while Gu et al. [29] achieved117

the best performance-latency balance with the help of an118

integral neural architecture search. Liu et al. were inspired119

by cognitive science to design a backbone consisting of120

HVP [32] or SAM [31], and Cheng et al. [33] designed a121

generalized OctConv to build a backbone. We propose a new122

approach: the saliency backbone network replaces the complex123

construction method with a direct construction method. We124

only build the saliency backbone network through (depth-125

wise separable) convolution without adding other enhancement126

modules. Therefore, we propose two backbone networks:127

a lightweight saliency backbone network LSBNet and an128

extremely lightweight saliency backbone network ELSBNet129

tailored for SOD tasks, which can improve the overall network130

performance without pre-training on ImageNet. Meanwhile, as131

a relatively independent backbone network, either of these can132

replace the backbone network in existing SOD methods, which133

demonstrates strong flexibility.134

Next improvement focuses on fusing the multi-level features135

of the backbone network output. Different from heavyweight136

SOD methods, the multi-level feature fusion of lightweight137

SOD methods needs an efficient fusion mechanism, which can138

achieve accurate performance with less network parameters.139

In cognitive science, there is a large number of “excitatory140

neurons” and “inhibitory neurons” in the human brain. Presy-141

naptic neurons that increase the firing rate of postsynaptic 142

neurons are “excitatory neurons”, and the “inhibitory neurons” 143

decrease the firing rate. The interaction between excitatory and 144

inhibitory neurons allows humans to quickly obtain important 145

information [35]. In the process of visual perception, humans 146

initially have overall cognition of the global environment, 147

and then can switch their attention to a salient object [36]. 148

Inspired by this, we believe that in the field of SOD, this 149

attention mechanism can be well simulated by the gating 150

module, which is equivalent to setting up an information 151

transmission mechanism to coordinate the interaction between 152

“excitatory neurons” and “inhibitory neurons”. Meanwhile, the 153

gated module is endowed with global perception capabilities. 154

Therefore, we propose a lightweight context gating module 155

(CGM) to achieve feature fusion between multi-level features 156

at the global level. Finally, the lightweight feature fusion 157

approach is used to decode the features of CGM effectively 158

and output the saliency map, and then use a loss function to 159

optimize the corresponding predicted saliency map at the pixel 160

and object level. 161

In summary, the main contributions are as follows: 162

1) We propose a(n) (extremely) lightweight, accurate and 163

real-time SOD method, named LARNet (LARNet∗) 164

which has a good balance between being lightweight, 165

detection accuracy and real-time performance. 166

2) We propose lightweight saliency backbone networks 167

LSBNet and ELSBNet tailored for lightweight SOD, 168

which maintain good performance without pre-training 169

on ImageNet, and have better portability. 170

3) We propose a novel context gating module (CGM), 171

which effectively enriches the features of all levels 172

through global information transmission, and simulates 173

the brain-inspired excitation mechanism efficiently. We 174

also include a lightweight feature fusion approach, 175

which decodes multi-level features in a gradual manner. 176

4) The proposed LARNet (LARNet*) has reached a high 177

level of detection performance with 0.66M (0.09M) 178

model parameters, and using GPU and CPU achieves 179

98 (113) and 3 (6) FPS, respectively. Compared with 180

other state-of-the-art methods, the output saliency map 181

shows superiority using benchmark datasets. 182

The remainder of the paper is organized as follows. Section 183

II reviews the state-of-the-art salient object detection meth- 184

ods, including heavyweight and lightweight methods. Section 185

III presents our proposed LARNet (LARNet∗), describes its 186

network architecture and the important modules. Section IV 187

verifies the superiority and effectiveness of our proposed 188

method through comparative experiments with other state-of- 189

the-art methods and Section V summarizes the paper. 190

II. RELATED WORK 191

Visual saliency detection can be traced back to 1998 and 192

was proposed by Itti et al [37]. Subsequently, Lai et al. [38] 193

conducted systematic research on the use of artificial and 194

human attention in neural network design, and demonstrated 195

through experiments that human attention is valuable for 196

achieving better performance in deep networks and enhancing 197
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robustness to disturbances. After more than 20 years of devel-198

opment, the research is mainly divided into two categories: tra-199

ditional methods [39]–[49] based on handcrafted features and200

deep learning methods [22]–[24], [28]–[30], [30]–[33], [50]–201

[77] based on high-level semantic features. The traditional202

methods mainly rely on information such as color, texture203

and priori center. Although traditional approaches can achieve204

good prediction results, they are difficult to apply in practice205

due to their inability to detect a complete salient object and206

their poor ability to suppress noise with complex foreground207

or background environments. Deep learning methods based on208

high-level semantic features can effectively solve the above209

problems, and have shown explosive growth in recent years.210

In this paper, we focus on the deep learning based methods.211

A. Heavyweight Salient Object Detection212

Most current salient object detection research focuses on213

achieving good performance by fusing the multi-level features214

output from the backbone network, which is generally based215

on ResNet [78] or VGG [79]. Scholars have designed various216

networks and strategies to fuse multi-level features to obtain217

accurate saliency maps. For example, Wu et al. [73] proposed218

a multi-task algorithm for SOD, foreground contour detection,219

and edge detection to alleviate the problem of incomplete220

saliency maps. An intertwined supervision strategy is adopted,221

and the proposed mutual learning module effectively improves222

the performance of the network, achieving a more accurate223

saliency map while detecting satisfactory edges. Wang et al.224

[74] proposed an attentive saliency network that connects225

fixation and SOD, learning to detect salient objects from226

fixations, and narrowing the gap between SOD and fixation227

prediction. Wei et al. [61] proposed to decouple the saliency228

label into body mapping and detail mapping. They make229

full use of the complementarity of body mapping and detail230

mapping to generate high-quality saliency maps. Li et al.231

[66] proposed a stacked U-type network with channel-wise232

attention, which is composed, in parallel, of a dilated con-233

volution module and a multi-level attention cascade feedback234

module. It can effectively avoid the gridding problem and can235

describe the inter-dependence between different channel maps236

in the same layer. Xu et al. [67] simulated human biological237

capabilities and proposed a progressive architecture with a238

knowledge review network to make full use of the information239

of each layer by recombining the finest feature maps with those240

from previous layers. Zhuge et al. [68] designed the diverse241

feature aggregation module, the integrity channel enhancement242

module, and the part-whole verification module. By integrat-243

ing these modules, the proposed ICON can capture diverse244

features at each feature level and enhance feature channels.245

Yao et al. [71] focused on edge problems and proposed a246

saliency detection unit to learn more boundary features, and247

apply multiple such units to construct a boundary information248

progressive guidance network. Then, a boundary information249

guidance module is designed, which focuses on the boundary250

information in the feature layer. Liu et al. [76] proposed a251

novel disentangled part-object relational (POR) network, and252

also proposed a residual learning method to integrate contrast253

cues and POR cues for saliency prediction. In addition, SOD 254

is also widely used in video, RGB-D and other fields. Fu et 255

al. [7] proposed two effective components of joint learning 256

and densely cooperative fusion, which achieved cross-modal 257

efficient fusion of RGB image and depth, providing new 258

insights for RGB-D SOD. Fan et al. [18] proposed a CoEG-Net 259

that augments the EGNet model with a co-attention projection 260

strategy for fast common information learning, enabling a 261

study on the co-salient object detection problem for images. 262

Although high detection accuracy is obtained, the resulting 263

large model is difficult to be applied to actual scenes. For 264

example, the current state-of-the-art method PA-KRN [67] 265

has a model size of 790.8MB, which requires considerable 266

computing power and has low real-time performance. It is 267

almost impossible to deploy on practical systems. Even the 268

relatively small model LDF [61] requires 100.9MB, which is 269

still challenging to deploy on practical systems. 270

B. Brain-inspired Networks 271

Recently, due to the increased interest in human cogni- 272

tive science and artificial intelligence, many brain-inspired 273

networks emerged in the field of artificial intelligence. For 274

example, inspired by the mammalia brain that can effectively 275

solve catastrophic forgetting by consolidating memory as more 276

specific or generalized form to complement each other, Wang 277

et al. [80] proposed a triple-memory network (TMN) for 278

continual learning, and realized state-of-the-art performance of 279

generative memory replay. To further improve the performance 280

of a multilayer perceptron (MLP), Li et al. [81] combined 281

a brain-inspired spiking neural network (SNN) with a MLP, 282

enabling the overall network to achieve higher accuracy with- 283

out extra FLOPs. Inspired by the knowledge of neuroscience, 284

Chang et al. [82] developed a memory formation system 285

(MFS) to establish memory for a GAN, simulating human 286

encoding, consolidation, and retrieval functions in memory 287

formation, effectively addressing catastrophic forgetting prob- 288

lems. Inspired by the dynamic plasticity of dendritic spines, 289

Zhao et al. [83] proposed a brain-inspired developmental 290

neural network based on dendritic spine dynamics (BDNN- 291

dsd) which simulates their behaviours and can improve the 292

network convergence speed and classification performance 293

even for compact networks. Li et al. [84] proposed a hybrid 294

loop closure detection (LCD) method based on convolutional 295

neural network features and a locality-sensitive hashing al- 296

gorithm to solve the problem of challenging or large-scale 297

environments that existing brain-inspired SLAM system LCD 298

methods cannot effectively solve through manually crafted 299

features and brute force search strategy. This enables the 300

system to construct cognitive maps with better robustness 301

and efficiency. For the SOD field, inspired by the primate 302

visual system’s hierarchical processing of visual signals with 303

different receptive fields and eccentricities in different visual 304

cortex areas, Liu et al. [32] proposed a hierarchical visual 305

perception (HVP) module to imitate the primate visual cortex 306

for hierarchical perception learning, and improved the overall 307

performance of the model. 308

The recently popular attention mechanism is also an im- 309

portant part of brain-inspired research, which achieves fo- 310
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cused attention on key objects in the perceptual environment.311

Specifically, Woo et al. [85] exploited the inter-channel/spatial312

relationships and adaptively recalibrated the feature map in a313

channel/spatial manner, emphasizing the features of important314

objects in the perceptual environment. For the SOD field, Liu315

et al. [31] proposed a stereoscopic attention mechanism to316

adaptively recalibrate the feature flow from multiple branches317

by means of channel and spatial clues, and realized the318

lightweight nature of the SOD model. It is worth noting that319

Lai et al. [75] proposed a weakly supervised method for320

visual saliency prediction. They modeled a set of cognitive321

theories of visual attention as network modules, including322

spatial visual semantics, object-related cues, winner-take-all323

theory and center priors, achieving high performance.324

In summary, it is clear that the introduction of brain-inspired325

networks can effectively improve the comprehensive perfor-326

mance of various tasks and make the network interpretable to327

a certain extent.328

C. Lightweight Salient Object Detection329

With the continuous improvement in network detection330

performance, the size of the resulting model is significantly331

increasing, and thus the real-time performance is seriously332

affected. These models need more storage space and higher333

computing power, which is contrary to the requirements of334

real-world applications. Therefore, lightweight SOD models335

have received more attention in recent years. Gao et al.336

[33] constructed an extremely lightweight model, CSNet, and337

proposed a generalized OctConv (gOctConv). Combined with338

a dynamic weight decay scheme, the saliency map can be339

achieved with only approximately 100k model parameters340

and it can be trained directly from scratch without ImageNet341

pre-training. Liu et al. [32] proposed a hierarchical visual342

perception (HVP) module and built a lightweight backbone343

network for SOD with the help of Conv, DSConv, HVP mod-344

ule, attention and a dropout mechanism, but it requires pre-345

training with ImageNet to achieve the best results. Compared346

with CSNet, the detection performance of HVPNet has greatly347

improved using 1.24M model parameters. Subsequently, Liu348

et al. [31] again proposed a novel stereoscopically attentive349

multiscale (SAM) module that enables small networks to effi-350

ciently encode both high-level features and low-level details.351

It uses Conv, DSConv, SAM and PPM modules to build a352

lightweight backbone network for SOD, which also requires353

pre-training on ImageNet to achieve optimal results. The354

number of model parameters for SAMNet is 1.33M, and its355

detection performance is similar to HVPNet. Recently, Wu et356

al. [29] proposed a device-aware search scheme, which trains357

the SOD model only once and achieves high-performance but358

low-latency on multiple devices. With only 4.96M model pa-359

rameters, this scheme achieves the best detection performance360

in the field of lightweight models. Subsequently, Fang et al.361

[30] designed a novel framework based on densely nested top-362

down flows (DNTDF). Integrating DNTDF with EfficientNet,363

a SOD model with only 4.61M model parameters was built,364

and it showed strong detection performance. Finally, Wu et al.365

[28] proposed an Extremely-Downsampled Network (EDN),366

which uses extreme sub-sampling technology to effectively 367

learn the global view of the whole image. Among them, EDN- 368

Lite has reached a high detection performance with 1.8M 369

parameters. When we compare the inference speed on an 370

NVIDIA RTX3090 GPU and crop the input image to 320×320, 371

the inference speed of CSNet [33], HVPNet [32], SAMNet 372

[31], DNTDF [30] and EDN-Lite [28] are 48FPS, 43FPS, 373

31FPS, 61FPS, 55FPS respectively, which are all slower than 374

the heavyweight model LDF (69FPS). In addition, for RGB- 375

thermal SOD, Zhou et al. [9] proposed a lightweight spatial 376

boosting network, in which the boundary boosting algorithm 377

can optimize the predicted saliency map and reduce the 378

information collapse in low-dimensional features, which relies 379

on 5.39M parameters and achieves competitive performance. 380

As mentioned above, although the lightweight SOD model 381

has achieved some good results, it still requires further devel- 382

opment. Different from other methods, we propose a Context 383

Gating Module, combined with our lightweight saliency back- 384

bone network. The overall approach achieves the best results in 385

terms of being lightweight, accurate and running in real-time, 386

and promotes the progress of its deployment and application. 387

III. PROPOSED METHOD 388

A. The Overall Architecture 389

We propose a novel salient object detection network LAR- 390

Net, which is aimed at being lightweight, accurate and run 391

in real-time. Simultaneously, we propose LARNet∗ as an 392

extremely lightweight model. The overall architecture of the 393

network is shown in Figure 1. It is worth noting that we use 394

Conv to represent the conventional convolution operation and 395

DSConv [25] to represent the depthwise separable convolution 396

operation. Batch normalization and rectified linear unit are 397

performed once after each convolution. Like other lightweight 398

models [28], [31]–[33], in order to reduce the computational 399

requirements of the model as much as possible, DSConv is 400

used to perform convolution. The only input is an RGB image, 401

and it is input into the lightweight saliency backbone network 402

(LSBNet) or the extremely lightweight saliency backbone net- 403

work (ELSBNet) to obtain multi-level features with a uniform 404

number of channels (see Section III.B). For the convenience 405

of description, as shown in Figure 1, blocks of different 406

colors output information streams of different colors. Multi- 407

level feature information streams are input to our proposed 408

context gating module (CGM) (see Section III.C), which 409

outputs useful information after multi-level feature fusion. 410

Then we perform feature fusion and decode between adjacent 411

features in a step-by-step manner, and output saliency maps 412

(see Section III.D). Finally, We use the binary cross entropy 413

(BCE) + intersection-over-union (IOU) hybrid loss function 414

to fully supervise the output saliency map at each level of 415

the network, so that the limited parameters can be learned to 416

optimise the information. The experimental results in Section 417

IV also demonstrate that our method has greatly improved 418

performance compared with other state-of-the-art approaches. 419

B. Lightweight Backbone Network 420

To obtain a lightweight model, popular lightweight back- 421

bone networks (such as MobileNet-V3 [25], ShufflNet-V2 422
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Fig. 1. The overall architecture of LARNet and LARNet*. The difference between them lies in the choice of saliency backbone network. The former is
LSBNet, while the latter is ELSBNet. There is only a difference in the number of feature channels between them.

[26], and GhostNet [27]) have been introduced to replace423

heavyweight backbone networks (such as ResNet [78], VGG424

[79]) in SOD models. However, there are still two disadvan-425

tages: 1) it is difficult to deploy these lightweight networks on426

equipment with limited resources; 2) they are ependent on an427

ImageNet pre-trained model, resulting in feature redundancy428

and hindering further compression of the model.From Section429

II.B, we can see that CSNet [33], HVPNet [32] and SAM-430

Net [31] have designed complex backbone networks. These431

backbone networks are excellent, however we believe that a432

lightweight backbone network should be simple and reduce433

the insertion of additional modules. Therefore we present a434

new idea, that is, only Conv and DSConv are used to build435

an efficient backbone network and high performance can be436

achieved without pre-training with ImageNet to overcome the437

two disadvantages.438

TABLE I
SALIENCY BACKBONE NETWORK SETTINGS OF THE PROPOSED LSBNET

AND ELSBNET. N REPRESENTS THE NUMBER OF MODULES. OC
REPRESENTS THE NUMBER OF OUTPUT CHANNELS OF THE MODULE. S
REPRESENTS STRIDE. I REPRESENTS THE MULTIPLICATION FACTOR OF

THE INPUT CHANNEL. WHERE THE PARAMETERS FROM ELSBNET DIFFER
FROM LSBNET THESE ARE DENOTED IN BRACKETS.

Stage Input Module N OC S I

1
3202 × 3 Conv3×3 1 32 2 -
1602 × 32 Block 1 64(32) 1 1

2
1602 × 64(32) Block 1 64(32) 2 6(2)
802 × 64(32) Block 1 64(32) 1 6(2)

3
802 × 64(32) Block 1 64(32) 2 6(2)
402 × 64(32) Block 1 64(32) 1 6(2)

4
402 × 64(32) Block 1 64(32) 2 6(2)
202 × 64(32) Block 2 64(32) 1 6(2)

5
202 × 64(32) Block 1 64(32) 2 6(2)
102 × 64(32) Block 2 64(32) 1 6(2)

To meet different requirements, we propose a lightweight 439

saliency backbone network (LSBNet) and extremely 440

lightweight saliency backbone network (ELSBNet). The 441

specific settings of LSBNet and ELSBNet are shown in Table 442

I. The difference between the two is only in the configuration 443

of “OC” and “I”, and ELSBNet is a lighter version of 444

LSBNet. They output 5-level features like other backbone 445

networks. The formula of each block is defined as: 446

Block =

{
x+ Conv1×1(DwConv3×3(Conv1×1(x))), stride = 1

Conv1×1(DwConv3×3(Conv1×1(x))), stride = 2
(1)

where x is the input feature. 447

It can be seen that in the saliency backbone network we 448

propose, each component plays a key role. As shown in Table 449

1, the Conv3×3, and each block in the module column, form 450

the backbone network in the form of a cascade. Firstly, we 451

use Conv3×3 to extract features from the input image, which 452

effectively reduces the information loss from the original 453

image. Then, the whole structure uses a block with a stride 454

of 2 to achieve feature down-sampling, and after each down- 455

sampling operation, a block with a stride of 1 is used to 456

achieve further feature extraction and enhancement. For stages 457

1 to 3, the feature resolution is relatively high, so only one 458

block with a stride of 1 is used to extract and enhance 459

the features after down-sampling, which effectively reduces 460

the computational complexity. For stages 4 to 5, the feature 461

resolution is relatively low, so two blocks with a stride of 1 are 462

cascaded after down-sampling, which can enhance the richness 463

of high-level semantic information while not significantly 464

increasing the amount of computation. It is worth noting that 465

the novelty of our saliency backbone network is that, except for 466

the first convolution layer which outputs 32 channels, all other 467

blocks output 64(32) channels. This has two main advantages: 468
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1) The post-processing does not need to unify the number469

of channels for the output of the saliency backbone network.470

2) For lightweight backbone networks, the number of output471

channels for low-level features is often less than 64(32).472

Here, the low-level features can be extracted more abundantly.473

Although some information will be lost for the extraction of474

high-level features, it can achieve a good balance between475

lightweight and detection performance for SOD tasks.476

The selection of the “I” value in Table I is obtained477

through experiments. Generally a larger “I” value can make478

the network learn more features, but it is accompanied by an479

increase in model complexity and even feature redundancy.480

In the ablation experiment in Section IV, we also carried481

out relevant verification and confirmed our observations. As482

far as we know, LSBNet (ELSBNet) is the simplest and483

most efficient saliency backbone network in the (extremely)484

lightweight SOD field.485

C. Context Gating Module486

We consider multi-level feature fusion to be particularly487

important. We hope that in the process of multi-level fea-488

ture fusion, the network can recover and learn more useful489

information. As described in the introduction, inspired by the490

physiological mechanisms of human brain neurons [35] and491

visual information processing [36], we propose a novel context492

gating module (CGM). For ease of understanding, we use493

the CGM corresponding to Block1 (as shown in Figure 1)494

as an example, as illustrated in Figure 2. This is a lightweight495

and efficient module, which realizes the deep fusion between496

features at a global level. The working mechanism of CGM497

mainly includes three stages, as follows:

（K,10,10）

sal 6

（1,10,10）

（K,10,10）

Conv3×3 Block1 Block2 Block3 Block4 Block5

CGM

CGM

CGM

CGM

CGM

UpUpUpUpUp

Ground Truth

（1,320,320）

Input Image

（3,320,320）

（K,160,160） （K,80,80） （K,40,40） （K,20,20）

sal 5

（1,20,20）

sal 4

（1,44,44）

sal 3

（1,80,80）

sal 2

（1,160,160）
sal 1

（1,320,320）

LSBNet / ELSBNet

（K,20,20）（K,40,40）（K,80,80）（K,160,160）

2
FFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature Fusion

Conv1×1Conv1×1Conv1×1Conv1×1Conv1×1Conv1×1

Conv3×3 Block1 Block2 Block3 Block4 Block5

CGM

CGM

CGM

CGM

CGM

UpUpUpUpUp

Ground Truth

（1,320,320）

Input Image

（3,320,320）

（K,160,160） （K,80,80） （K,40,40） （K,20,20）

sal 5

（1,20,20）

sal 4

（1,44,44）

sal 3

（1,80,80）

sal 2

（1,160,160）
sal 1

（1,320,320）

LSBNet / ELSBNet

（K,20,20）（K,40,40）（K,80,80）（K,160,160）

2
FFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature FusionFeature Fusion

Conv1×1Conv1×1Conv1×1Conv1×1Conv1×1Conv1×1

CCCC

Single input :

Two inputs :

Feature Fusion

Up  : 2x Upsampling 

C : Channel cascadeC : Channel cascadeC : Channel cascade

: DSConv

: Batch Normal

: ReLU

inf outf

in1f

in2f

Sigmoid Gate1DSConv3×3 

DSConv3×3 

×××

+++

Stage1

Stage3

stage1f

stage3f

1f

f1f1 f2f2 f3f3 f4f4 f5f5

Stage2 f

Gate2Gate2Gate2

×××

++++
Sample

stage2f

2

3f

4f

5f

Gate2Gate2

××

+++
Sample

stage2f

2

3f

4f

5f

outf

LSBNet ,   K=64 

ELSBNet , K=32

Fig. 2. An overview of proposed context gating module (CGM). It consists
of three stages, simulating and realizing a mechanism inspired by the brain.

498

Stage 1: the input feature f1 is the output feature of the499

block (as shown in Figure 1) in the same layer as the CGM.500

The input features f1 are defined as “main features” of the501

module, and DSConv is used to learn it. Then, the feature502

values are normalized to [0, 1] by a Sigmoid function, and503

“Gate1” is formed. The purpose of “Gate1” is to highlight the504

useful information in the “main features” f1 and simulate the505

“excitatory neurons” of the human brain. “Gate1” and the final506

output fstage1 of the first stage are expressed as:507

fstage1 = Gate1× f1, Gate1 = Sigmoid(DSConv3×3(f1)) (2)

508

Stage 2: the input features f2, f3, f4, f5 are the output509

features of the blocks (as shown in Figure 1) in different layers510

from the CGM. To reduce the computational complexity, we511

sample the features f2 to f5 respectively to be the same512

size as the feature f1 and add them directly, and the fused513

input is defined as “secondary features”, giving the feature 514

global observability. Through the “Gate2” mechanism, the 515

“secondary features” can be used to supplement the foreground 516

features when the “main features” f1 have not successfully 517

extracted (for example, the information loss caused by the 518

sampling process in the backbone network). At the same 519

time, the background features of the “main features” f1 are 520

obtained from the “secondary features”, effectively simulating 521

the “inhibitory neurons” of the human brain. “Gate2” and the 522

final output fstage2 of the second stage are expressed as: 523

fstage2 = Gate2× (

5∑
i=2

Sample(fi)), Gate2 = 1−Gate1 (3)

where Sample() uses the interpolation(“bilinear”) func- 524

tion in the Pytorch library. 525

Stage 3: fstage1, fstage2 and f1 are combined in an additive 526

manner to reduce the computational complexity. The features 527

fstage1 as the brain-inspired “excitatory neurons” and the 528

features fstage2 as the brain-inspired “inhibitory neurons” 529

interact with each other to strengthen the ”main features” 530

f1. Finally, the features are further learned by DSConv and 531

the fused features are output, realizing the tight coupling of 532

features at the global level. The final output fstage3 of the 533

third stage is expressed as: 534

fstage3 = DSConv3×3(

2∑
i=1

fstage(i) + f1) (4)
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Fig. 3. Visualization of CGM. The visualized feature maps have been added
in the channel dimension (the number of channels in the visualized feature
maps is 1). The first row is the input features of CGM in stage 1 and 2. The
second row is the output features of Gate1, Gate2 and each stage in CGM.

As illustrated in the CGM visualization in Figure 3 (The 535

symbols of the features displayed in Figure 3 correspond to 536

Figure 2.), it is clear to see that simulation of “excitatory 537

neurons” and “inhibitory neurons” is achieved using Gate1 538

and Gate2, achieving interaction and fusion of “secondary 539

features” and “main features” similar to the human brain. 540

Comparing f1 and fstage3, CGM highlights the salient object 541

(car) in the image and pays attention to the edges of the salient 542

object (car). The context gating module (CGM) we proposed 543

has two main advantages: 544

1) The connection between multi-level features is effectively 545

utilized, and the ingenious fusion of local and global features 546

is achieved. 547

2) It is a plug-and-play module, which achieves high per- 548

formance with a simple and lightweight architecture. 549

In the ablation experiment in Section IV, we also demon- 550

strate the superiority and necessity of this module. 551
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TABLE II
THE DATASETS AND EVALUATION CRITERIA FOR SALIENT OBJECT DETECTION

Datasets
Name Year Stage Size Characteristic Attribute

DUTS-TR [86] 2017 Train 10553 Complex Multi-object, different sizes
DUTS-TE [86] 2017 Test 5019 Complex Multi-object, different sizes

DUT-OMRON [87] 2013 Test 5168 Complex Multi-object, different sizes
ECSSD [88] 2015 Test 1000 Simple Mostly single-object, large size

PASCAL-S [89] 2014 Test 850 Complex Multi-object, moderate size
HKU-IS [90] 2015 Test 4447 Complex Multi-object, moderate size

Evaluation Criteria
Name Formula Characterization

F-measure [91] mF =
(1+β2)Precision∗Recall
β2Precision+Recall

Weighted combination of precision and recall

Mean Absolute Error [92] MAE = 1
W×H

∑W
i=1

∑H
j=1 |P (i, j)−G(i, j)| Average absolute difference between the output and the GT

Enhanced-alignment measure (Eξ) [93] Eξ = 1
W×H

∑W
i=1

∑H
j=1 φs(i, j) Global means of the image and local pixel matching simultaneously

Structural measure (Sα) [94] Sα = α× So + (1− α)× Sr Similarity Evaluation of the regional and object perception structure
Intersection-over-Union IOU = TP

TP+FP+FN
Overlap between the output and the GT

Model Parameters #Param Lightweight degree of the model
Model Size #Size Size of storage occupied by the model

Floating-Point Operations FLOPs Computational cost of the model
Frames Per Second FPS Real-time performance of the model

D. Feature Fusion552

As shown in Figure 1, the resolution of the features output553

at each level of the CGM is different. As a lightweight SOD554

model, we still adhere to the use of a simple and efficient555

method to solve this problem. Therefore, as shown in Figure556

1, we only use DSConv to decode and fuse features as follows:557

1) When there is only a single input, the approach mainly558

realizes a more comprehensive extraction of input features,559

effectively avoiding the loss of useful information caused560

by the subsequent up-sampling operation. The output fout is561

expressed as:562

fout = DSConv3×3(DSConv3×3(fin)) (5)

2) When there are two inputs, the approach mainly realizes563

the deep fusion of the features from the two inputs, and also re-564

duces the loss of useful information caused by the subsequent565

up-sampling operation. The output fout is expressed as:566

fout = DSConv3×3(DSConv3×3(concat((fin1, fin2), dim = C)))
(6)

567

In the ablation experiment in Section IV, we also prove the568

superiority of this module. Through the combination of all569

components, our proposed method obtains the best results in570

the trade-off among lightweight, accuracy and real-time.571

IV. EXPERIMENTS572

A. Experimental Preparation573

Table II lists and describes the datasets and evaluation574

criteria used.575

B. Implementation Details576

We train the model using the DUTS-TR dataset and adapt577

data augmentation techniques (such as horizontal flip, random578

crop and multi-scale input images) to increase the training579

dateset. Similar to ICON [68], we use binary cross entropy580

(BCE) loss and intersection over union (IOU) loss to jointly581

supervise the network. Our training loss Ltoal is defined as582

Ltoal =
∑sal6
i=sal1 Li, Li = Lbce +Liou. Our model is built on583

the PyTorch platform and runs on an NVIDIA RTX3090 GPU584

or Intel(R) Xeon(R) Platinum 8157 CPU @ 2.30GHz. The 585

network is trained end-to-end by stochastic gradient descent 586

(SGD), and the momentum and weight decay are set to 0.9 587

and 0.0005, respectively. 588

The training of the network is divided into two steps: 589

at the first step, we train our initial model. At the second 590

step, we map the initial trained model parameters to the 591

final model for training. The training process is completed 592

in one shot, and the initial parameter mapping process is 593

completed automatically during the period. The difference 594

between the initial model and the final model is only the 595

number of modules, parameter N = {1, 1, 1, 1, 1, 2, 1, 6, 1, 3} 596

in the saliency backbone network, the remaining parameters 597

are consistent. This training strategy can provide better initial 598

parameters for LARNet (LARNet*), which is more conducive 599

to speeding up convergence and improving stability, and is 600

more conducive to obtaining the best performance. In both 601

stages, warm-up and linear decay strategies are used [61], the 602

maximum learning rate for each is set to 0.05 and 0.005, 603

respectively. The batchsize is set to 32, and the maximum 604

periods are set to 100 and 200, respectively, and the total 605

training time of LARNet (LARNet*) is about 17 (13) hours. 606

During testing, each image is resized to 320 × 320 pixels 607

and then fed into the network to obtain a prediction, and 608

finally restored to the original image size through bilinear 609

interpolation [61], [68]. 610

C. Performance comparison 611

We compare our model with 26 state-of-the-art SOD 612

methods, which are BASNet [51], CPD [52], PoolNet [53], 613

SCRN [54], EGNet [24], DFI [55], U2-Net [56], GCPANet 614

[57], F3Net [58], GateNet [59], ITSD [60], MINet [23], 615

LDF [61], PSGL-Net [95], Auto-MSFNet [96], VST [97], 616

PFSNet [98], ICON [68], OLER [69], HVPNet [32], SAMNet 617

[31], iNAS-SOD [29], DNTDF [30], EDN-Lite [28], CSNet 618

[33] and CSNet∗ [33]. The comparison of heavyweight 619

methods only emphasizes that they require higher computing 620

resources. As this paper is aimed at (extremely) lightweight 621

methods, it mainly aims at a comprehensive comparison of the 622
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TABLE III
DETECTION PERFORMANCE COMPARISON WITH 26 STATE-OF-THE-ART METHODS USING FIVE DATASETS. MF (LARGER IS BETTER), MAE (SMALLER IS

BETTER). THE BEST RESULTS OF LIGHTWEIGHT METHOD AND EXTREMELY LIGHTWEIGHT METHOD ARE MARKED WITH BOLD RED. TO ENSURE
FAIRNESS, WE UNIFORMLY CROP THE INPUT IMAGE TO 320×320 RESOLUTION (EXCEPT FOR VST WHERE THE IMAGE SIZE IS 224×224 AND

AUTO-MSFNET WHERE THE IMAGE SIZE IS 256×256, AND DNTDF MEASURES FLOPS WITH IMAGE SIZE OF 288×288.) AND RUN IT ON THE SAME
GPU AND CPU. IN THE FPS COLUMN, THE NUMBERS IN PARENTHESES ARE THE RESULTS OBTAINED USING THE CPU.

Methods Year #Param #Size FLOPs FPS
DUTS-TE DUT-OMRON ECSSD PASCAL-S HKU-IS

5019 images 5168 images 1000 images 850 images 4447 images
(M) (MB) (G) mF↑ MAE↓ mF↑ MAE↓ mF↑ MAE↓ mF↑ MAE↓ mF↑ MAE↓

Heavyweight method (#Param>10M)
BASNet [51] CVPR 2019 87.06 348.5 199.31 32 .791 .048 .756 .056 .880 .037 .771 .076 .895 .032

CPD [52] CVPR 2019 42 192.0 14.73 46 .805 .043 .747 .056 .917 .037 .820 .071 .891 .034
PoolNet [53] CVPR 2019 69.56 278.5 89.65 45 .819 .037 .752 .054 .919 .035 .826 .065 .903 .031
SCRN [54] ICCV 2019 25.23 101.4 12.53 38 .809 .040 .746 .056 .918 .037 .827 .063 .896 .034
EGNet [24] ICCV 2019 111.66 447.1 244.13 21 .815 .039 .755 .053 .920 .037 .817 .074 .902 .031

DFI [55] IEEE TIP 2020 29.61 118.8 22.44 42 .814 .039 .752 .055 .920 .035 .830 .065 .902 .031
U2-Net [56] PR 2020 44.01 176.3 58.83 45 .792 .045 .761 .054 .892 .033 .770 .074 .896 .031

GCPANet [57] AAAI 2020 67.06 268.6 54.36 58 .817 .038 .748 .056 .919 .035 .827 .062 .898 .031
F3Net [58] AAAI 2020 25.54 102.5 13.63 65 .840 .035 .766 .053 .925 .033 .835 .061 .910 .028

GateNet [59] ECCV 2020 128.63 514.9 112.64 36 .807 .040 .746 .055 .916 .040 .819 .067 .899 .033
ITSD [60] CVPR 2020 26.07 106.2 19.71 53 .804 .041 .756 .061 .895 .034 .785 .066 .899 .031
MINet [23] CVPR 2020 162.38 650.0 87.10 41 .828 .037 .755 .056 .924 .033 .829 .064 .909 .029
LDF [61] CVPR 2020 25.15 100.9 12.87 69 .855 .034 .773 .052 .930 .034 .843 .060 .914 .028

PSGL-Net [95] IEEE TIP 2021 25.55 102.6 16.12 61 .849 .036 .772 .053 .932 .031 .842 .061 .917 .028
Auto-MSFNet [96] ACM MM 2021 33.35 130.4 24.55 58 .856 .034 .778 .050 .929 .033 .843 .061 .914 .027

VST [97] ICCV 2021 44.09 178.4 23.24 38 .818 .037 .756 .058 .920 .033 .829 .061 .900 .029
PFSNet [98] AAAI 2021 31.18 125.1 37.61 40 .846 .036 .774 .055 .932 .031 .837 .063 .919 .026
ICON [68] IEEE TPAMI 2022 33.04 132.8 17.33 60 .838 .037 .772 .057 .928 .032 .833 .064 .910 .029
OLER [69] ESWA 2022 26.58 106.7 - - .866 .033 .792 .050 .937 .030 .843 .063 .924 .026

Lightweight method (10M>= #Param>500K)
HVPNet [32] IEEE TCYB 2020 1.24 5.3 1.05 43 (1) .749 .058 .721 .065 .889 .052 .784 .089 .872 .044
SAMNet [31] IEEE TIP 2021 1.33 5.8 0.50 31 (1) .745 .058 .717 .065 .891 .050 .778 .092 .871 .045

iNAS-SOD [29] ICCV 2021 4.96 20.6 0.90 98 (8) .809 .039 .746 .054 .917 .037 .821 .064 .898 .032
DNTDF [30] SCIS 2022 4.61 55.1 0.79 61 (6) .806 .035 .751 .052 .899 .034 .795 .063 .898 .030

EDN-Lite [28] IEEE TIP 2022 1.80 7.7 0.75 55 (7) .781 .050 .739 .058 .897 .049 .799 .084 .883 .040
Ours year 0.66 3.0 3.77 98 (3) .793 .052 .745 .065 .907 .041 .801 .082 .895 .036

Extremely Lightweight method (#Param)<=500K)
CSNet [33] IEEE TPAMI 2021 0.14 0.7 1.46 48 (1) .687 .074 .675 .081 .844 .065 .723 .103 .840 .059

CSNet∗ [33] IEEE TPAMI 2021 0.09 0.5 0.89 48 (2) .666 .082 .656 .087 .831 .074 .717 .111 .826 .065
Ours∗ year 0.09 0.6 0.82 113(6) .727 .069 .694 .080 .867 .055 .759 .096 .862 .046

state-of-the-art lightweight methods. For fair comparison, we623

use the implementations with the recommended parameters624

and the saliency maps with the best performance provided625

by the authors, and the lightweight methods were tested626

using the same hardware. It is worth noting that due to627

the different evaluation implementations, the detection628

performance metrics in many papers show different values.629

To ensure fairness, we used the evaluation code provided by630

https://github.com/jiwei0921/Saliency-Evaluation-Toolbox631

to compare the detection performance of all methods.632

1) Quantitative Comparison: As shown in Table III, ac-633

cording to the number of model parameters, we divide methods634

into three categories: heavyweight methods (#Param>10M),635

lightweight methods (10M>= #Param>500K) and ex-636

tremely lightweight methods (#Param)<=500K). This paper637

mainly focuses on lightweight methods, but since extremely638

lightweight methods have the same status, we propose a639

lightweight model LARNet and an extremely lightweight640

model LARNet∗, and compare them with other state-of-the-art641

methods. To prove the more powerful performance and gen-642

eralization ability of our method, we evaluate using five well-643

known datasets, and the evaluation criteria were divided into644

three aspects: detection performance, efficiency performance645

and comprehensive performance.646

Detection performance criteria. As shown in Table III and647

Table IV, we comprehensively evaluate all methods using four648

well-known evaluation metrics (mF, MAE, Eξ, Sα). Among649

the lightweight methods, compared with EDN-Lite (HVPNet,650

SAMNet), the proposed LARNet has an average performance651

TABLE IV
DETECTION PERFORMANCE COMPARISON WITH 26 STATE-OF-THE-ART

METHODS USING FIVE DATASETS. Eξ (LARGER IS BETTER), Sα (LARGER
IS BETTER). THE BEST RESULTS OF LIGHTWEIGHT METHOD AND

EXTREMELY LIGHTWEIGHT METHOD ARE MARKED WITH BOLD RED.

Methods
DUTS-TE DUT-OMRON ECSSD PASCAL-S HKU-IS

5019 images 5168 images 1000 images 850 images 4447 images
Eξ↑ Sα↑ Eξ↑ Sα↑ Eξ↑ Sα↑ Eξ↑ Sα↑ Eξ↑ Sα↑

Heavyweight method (#Param>10M)
BASNet [51] .884 .866 .869 .839 .921 .916 .853 .838 .946 .909

CPD [52] .886 .869 .866 .825 .925 .918 .855 .848 .944 .905
PoolNet [53] .896 .887 .868 .831 .925 .926 .859 .865 .951 .918
SCRN [54] .888 .885 .863 .837 .926 .927 .863 .869 .949 .916
EGNet [24] .891 .887 .868 .841 .927 .925 .854 .852 .949 .918

DFI [55] .892 .887 .865 .840 .924 .927 .861 .865 .951 .920
U2-Net [56] .886 .874 .871 .847 .924 .928 .849 .844 .948 .916

GCPANet [57] .890 .891 .860 .839 .920 .927 .853 .864 .949 .920
F3Net [58] .902 .888 .870 .838 .927 .924 .865 .861 .953 .917

GateNet [59] .889 .885 .862 .838 .924 .920 .858 .858 .949 .915
ITSD [60] .895 .885 .863 .840 .927 .925 .856 .859 .952 .917
MINet [23] .898 .884 .865 .833 .927 .925 .857 .856 .953 .919
LDF [61] .910 .892 .874 .839 .925 .924 .872 .863 .954 .919

PSGL-Net [95] .908 .884 .871 .833 .928 .925 .863 .060 .955 .917
Auto-MSFNet [96] .912 .877 .869 .832 .927 .914 .866 .852 .954 .908

VST [97] .892 .896 .861 .850 .918 .932 .844 .872 .953 .928
PFSNet [98] .902 .892 .875 .842 .928 .930 .862 .860 .956 .924
ICON [68] .902 .889 .870 .844 .929 .929 .861 .861 .952 .920
OLER [69] .910 .890 .882 .845 .925 .927 .859 .857 .955 .920

Lightweight method (10M>= #Param>500K)
HVPNet [32] .850 .849 .839 .831 .910 .903 .830 .830 .933 .899
SAMNet [31] .849 .849 .840 .830 .911 .907 .830 .826 .934 .898

iNAS-SOD [29] .892 .882 .864 .839 .927 .923 .863 .858 .951 .917
DNTDF [30] .900 .890 .869 .841 .927 .924 .861 .858 .952 .920

EDN-Lite [28] .878 .847 .863 .823 .914 .899 .843 .820 .939 .894
Ours .872 .852 .849 .822 .917 .911 .835 .828 .941 .902

Extremely Lightweight method (#Param)<=500K)
CSNet [33] .822 .822 .816 .805 .898 .893 .812 .814 .919 .882

CSNet∗ [33] .807 .808 .802 .795 .888 .877 .811 .803 .910 .870
Ours∗ .836 .820 .820 .797 .894 .888 .820 .810 .926 .883

increase of 1% (3%, 4%), 2% (10%, 11%), similar (1%, 652

1%) and 1% (similar, similar) for the mF, MAE, Eξ and Sα 653

metrics, respectively. The metrics clearly show that compared 654

with the other two lightweight methods, our method has 655

greatly improved detection performance and has surpassed 656

This article has been accepted for publication in IEEE Transactions on Multimedia. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TMM.2023.3330082

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: UNIVERSITY OF ULSTER. Downloaded on January 19,2024 at 09:14:28 UTC from IEEE Xplore.  Restrictions apply. 



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 9

HVPNet SAMNet iNAS-SOD DNTDF EDN-LiTe Ours CSNet CSNet*

Max-IOU 0.714 0.711 0.773 0.787 0.711 0.728 0.674 0.648
Mean-IOU 0.658 0.655 0.740 0.765 0.679 0.717 0.607 0.578
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CPD PoolNet SCRN GateNet HVPNet SAMNet HVPNet SAMNet
Max-IOU 0.682 0.693 0.701 0.703 0.691 0.687 0.691 0.687
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(b) DUT-OMRON

GateNet HVPNet SAMNet iNAS-SOD EDN-LiTe Ours CSNet CSNet*

Max-IOU 0.869 0.836 0.843 0.873 0.830 0.853 0.818 0.791
Mean-IOU 0.839 0.789 0.794 0.847 0.806 0.840 0.755 0.725
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(c) ECSSD

HVPNet SAMNet iNAS-SOD DNTDF EDN-LiTe Ours CSNet CSNet*

Max-IOU 0.718 0.710 0.764 0.768 0.705 0.726 0.689 0.674
Mean-IOU 0.677 0.667 0.746 0.756 0.684 0.717 0.638 0.615
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Fig. 4. The IOU metrics for the proposed method are compared with some state-of-the-art methods using five datasets. It is not difficult to see that our
models exhibits competitive performance in (extremely) lightweight models, and even exceeds some heavyweight models in individual datasets.

Fig. 5. The lightweight performance of the proposed method is compared with 26 state-of-the-art methods. The advantages of our proposed method are
proven using four metrics: #Param, #Size, FLOPs and FPS.

some heavyweight methods in some datasets. However, com-657

pared with iNAS-SOD and DNTDF, our detection performance658

still has space for improvement. Considering the extremely659

lightweight methods, although both CSNet and CSNet∗ have660

achieved the task of SOD, their detection performance is661

not ideal. However, our method also greatly improves the662

detection performance in the extremely lightweight field and663

achieves optimal performance. Specifically, compared with664

CSNet (CSNet∗), our method LARNet∗ has an average perfor-665

mance increase of 4% (6%), 9% (17%), 1% (2%) and similar666

(1%) in the mF, MAE, Eξ and Sα metrics, respectively.667

To evaluate the detection performance of the methods more668

comprehensively, as shown in Figure 4, we compare the669

performance of the IOU metrics for our method with other670

representative methods. It can be clearly seen that our (ex-671

tremely) lightweight methods have competitive performance,672

regardless of the mean-IOU or Max-IOU metrics, but slightly673

inferior to iNAS-SOD and DNTDF. Similar to the detection674

performance metrics of the previous test, the IOU metrics for675

some datasets have exceeded some heavyweight methods.676

Efficiency Performance Criteria. As shown in Table III,677

we comprehensively evaluate all methods through four com-678

monly used evaluation metrics (#Param, #Size, FLOPs, FPS).679

OLER does not have complete open source code, and we680

cannot test it locally. The model parameters are extracted from681

the source paper [69]. We can clearly see that the heavyweight682

methods have a significant number of parameters, take up a683

large amount of storage, are computationally expensive and684

have low FPS, which poses difficultly for practical appli-685

cations. Therefore, a lightweight method is needed to solve686

these problems. However, existing lightweight methods often687

have a lower FPS than heavyweight models. This may be688

because their unique architecture has not been optimized, and689

it is difficult to compete with conventional convolution with690

a high degree of optimization. It is worth noting that in the691

papers relating to HVPNet and SAMNet, their FPS reached 692

several hundred, this is because the input batchsize is 30 as 693

the author wants to make full use of the efficiency of GPU. 694

However, our input batchsize is 1, which is more in line 695

with practical applications with requirements for serial data 696

processing. Compared with iNAS-SOD (DNTDF, EDN-Lite, 697

HVPNet, SAMNet), the proposed LARNet reduces the model 698

parameters and size metrics by 87% (86%, 63%, 47%, 50%) 699

and 85% (95%, 61%, 43%, 48%), respectively. The FPS is 700

increased by 0% (61%, 78%, 128%, 216%), and the FPS 701

reaches approximately 98. 702

Among the extremely lightweight methods, CSNet and 703

CSNet∗ are both powerful, but their FPS is not high (the reason 704

is the same as HVPNet and SAMNet). Our method effectively 705

overcomes this problem. Compared with CSNet (CSNet∗), 706

our method LARNet∗ reduces the model parameters, size and 707

FLOPs metrics by 36% (the two are similar), 14% (the two are 708

similar) and 44% (8%), respectively. The FPS is increased by 709

135% (135%), reaching approximately 113 FPS. Meanwhile, 710

compared with the heavyweight method, MINet, our method 711

LARNet (LARNet*) reduces the model parameters, size and 712

FLOPs metrics by 99.6% (99.9%), 99.5% (99.9%) and 96% 713

(99%), respectively. The FPS is increased by 139% (176%). 714

Comprehensive criteria. The above two aspects of detec- 715

tion performance and efficiency performance were respectively 716

evaluated for the models. Then, we combined them to conduct 717

a comprehensive evaluation of the methods, as shown in Figure 718

5. Here, Avg-mF is the average of all mF metrics across the 719

five datasets. In the sub-figures of avg-mF vs. #Param, avg- 720

mF vs. #Size, avg-mF vs. FLOPs and avg-mF vs. FPS, our 721

methods show competitive performance. Although the FLOPs 722

of LARNet is not optimal, the FPS has reached a high level. 723

The possible reason is that different from other lightweight 724

models, our model is built entirely on the convolutional 725

framework optimized by PyTorch, which is more conducive 726
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Fig. 6. Visual comparison of the proposed model with 26 state-of-the-art methods. Our methods show good performance in different scenarios, whilst meeting
the needs of various computer vision tasks.

to actual deployment and application. In general, our mod-727

els have the advantage in both lightweight and extremely728

lightweight methods, achieving significant improvement in de-729

tection performance and FPS while significantly reducing the730

model parameters and size. Specifically, among the lightweight731

methods, LARNet achieved performance improvements of 1%,732

3% and 4% on the avg-mF metric, using only 63%, 47% and733

50% of the parameters of EDN-Lite, HVPNet, and SAMNet,734

and increased FPS by 78%, 128% and 216%, respectively.735

Compared to iNAS-SOD (DNTDF), our model reduces the736

number of parameters by 87% (86%), but the avg-mF metric737

only decreases by 1% (the two are similar), reflecting the738

superiority of our model.739

Among the extremely lightweight methods, although740

LARNet∗ is similar to CSNet∗ in terms of model parameters741

and size, the performance of the avg-mF metric is improved742

by 6% while the FPS is increased by 135%. Compared743

with the heavyweight model BASNet, the avg-mF metric of744

LARNet is increased by 1%, while the network parameters745

and size are reduced by 99%, FLOPs is reduced by 98%, and746

FPS is increased by 206%. This indicates that the detection747

performance of the lightweight method is close to or may even748

surpass that of the heavyweight method.749

2) Visual Comparison: We have already demonstrated the750

superiority of our models at the metric level, but for visual751

tasks, the quality of visual saliency map generation is im-752

portant. Especially when salient object detection (SOD) is753

one of the links of other visual tasks, whether it can show a754

good visual effect on the input image is particularly important.755

Therefore, we visually compare the saliency maps generated756

by the methods, as shown in Figure 6. We compare the saliency757

maps generated by the methods for five scenes, including758

simple objects (SO), multi-objects (MO), small objects (SMO),759

objects in a complex environment (OCE) and complex objects760

(CO). For the case of SO, our methods accurately locate the761

salient object, effectively suppressing the interference of the762

non-salient object(s), and the visual effect is better than many763

heavy-weight methods. For the case of MO, our methods 764

are more sensitive to multi-object detection, achieve precise 765

positioning and segmentation of salient objects, and also show 766

more competitive visual effects than heavy-weight methods. 767

For the case of SMO, our methods can effectively deal with 768

the detection of small objects and accurately segment them, 769

which is very close to the ground truth. Similarly, we still 770

have an advantage compared with the heavy-weight models. 771

For the case of OCE, the detection of a salient object in a 772

complex environments is challenging, and it is often difficult 773

to accurately locate and segment the object. However, our 774

methods have solved this problem well and reached close to 775

ideal results, which are on par with heavy-weight methods. For 776

the case of CO, complex objects often have complex detailed 777

information (such as edges), so it is particularly important 778

to accurately recover detailed information. Our models have 779

recovered more detailed information, and their visual effects 780

are close to the heavy-weight methods or even surpassed. 781

Through the analysis of these five scenarios, it can be seen 782

that although our models are (extremely) lightweight model, 783

its visual effect is excellent and even comparable to some 784

heavyweight methods, which makes it possible to embed the 785

SOD method on a device with limited computing power, and 786

demonstrates great potential. On the contrary, the processing 787

effect of light-weight model on details (such as edges) still lags 788

behind that of heavyweight model. This also shows that the 789

lightweight model has a large space for improvement, which 790

is a hot topic worth further study. 791

D. Ablation Studies 792

To prove the effectiveness of our proposed methods, ablation 793

experiments are essential. Due to the similar structure of 794

LARNet and LARNet∗, we only conduct ablation experiments 795

on LARNet. Our ablation experiments include: 1) different 796

combinations of lightweight backbone networks; 2) different 797

combinations of the proposed saliency backbone network 798

LSBNet; 3) different combinations of components; 4) different 799
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TABLE V
RESULTS OF THE ABLATION EXPERIMENTS. THE HIGHEST EVALUATION METRIC IS MARKED IN BOLD RED. W/O.: WITHOUT.

OC*={16,16,24,24,32,32,64,64,64,64}. FF:FEATURE FUSION. CONV: CONVENTIONAL CONVOLUTION. ORIGINAL: MULTI-LEVEL FEATURES DIRECTLY
OUTPUT BY THE BACKBONE NETWORK. S.O.:SIDE OUTPUT.

NO. Setting #Param #Size FLOPs FPS DUTS-TE DUT-OMRON ECSSD PASCAL-S HKU-IS
(M) (MB) (G) mF↑ MAE↓ mF↑ MAE↓ mF↑ MAE↓ mF↑ MAE↓ mF↑ MAE↓

Different combinations of lightweight backbone networks
1 MobileNet-V3 2.98 12.3 2.46 63 .788 .055 .750 .067 .908 .043 .805 .080 .897 .035
2 MobileNet-V3 w/o. pre 2.98 12.3 2.46 63 .785 .057 .746 .066 .894 .051 .793 .091 .886 .040
3 ShuffleNet-V2 0.95 4.2 2.30 70 .785 .055 .737 .066 .896 .047 .784 .091 .888 .040
4 ShuffleNet-V2 w/o. pre 0.95 4.2 2.30 70 .756 .064 .720 .073 .888 .052 .774 .095 .875 .043
5 GhostNet 2.67 11.1 2.30 54 .788 .056 .751 .066 .909 .042 .800 .083 .896 .035
6 GhostNet w/o. pre 2.67 11.1 2.30 54 .774 .060 .738 .071 .896 .048 .781 .092 .885 .040
7 Proposed method 0.66 3.0 3.77 98 .793 .052 .745 .065 .907 .041 .801 .082 .895 .036

Different combinations of the proposed saliency backbone network LSBNet
1 N={1,1,1,0,1,0,1,0,1,0} 0.35 1.6 3.27 121 .747 .063 .703 .076 .875 .054 .772 .093 .873 .043
2 N={1,1,1,1,1,1,1,1,1,1} 0.56 2.5 3.75 105 .780 .056 .738 .068 .901 .047 .794 .084 .889 .037
3 N={1,1,1,1,1,1,1,3,1,3} 0.77 3.5 3.80 91 .796 .052 .756 .062 .900 .043 .801 .083 .894 .037
4 N={1,2,1,2,1,2,1,3,1,3} 0.89 4.0 4.49 82 .797 .052 .753 .063 .906 .044 .799 .083 .896 .036
5 N={1,3,1,3,1,3,1,4,1,4} 1.13 4.9 5.21 74 .792 .053 .749 .066 .905 .042 .799 .083 .895 .035
6 OC=32 0.29 1.5 2.58 91 .777 .057 .738 .067 .891 .049 .793 .086 .884 .040
7 OC=48 0.46 2.2 3.19 90 .781 .056 .735 .068 .895 .048 .790 .088 .889 .038
8 OC=128 2.26 9.4 8.86 86 .802 .050 .753 .064 .909 .042 .800 .082 .900 .035
9 OC* 0.49 2.3 1.70 94 .770 .059 .733 .069 .889 .048 .782 .088 .880 .041

10 I=4 0.49 2.3 3.23 98 .786 .054 .745 .065 .899 .045 .797 .082 .889 .037
11 I=5 0.58 2.6 3.50 98 .789 .053 .742 .066 .903 .044 .800 .083 .891 .037
12 I=7 0.75 3.4 4.05 98 .793 .052 .750 .062 .902 .044 .800 .082 .894 .036
13 I=8 0.84 3.7 4.32 97 .791 .054 .741 .068 .906 .042 .798 .083 .894 .036
14 Proposed method 0.66 3.0 3.77 98 .793 .052 .745 .065 .907 .041 .801 .082 .895 .036

Different combinations of components
1 CGM w/o. Stage 2 0.66 3.0 3.77 115 .788 .054 .749 .064 .904 .042 .800 .083 .893 .036
2 CGM w/o. Gate 2 0.66 3.0 3.77 105 .789 .054 .740 .065 .899 .045 .796 .083 .892 .037
3 CGM w/o. Gate 1 & 2 0.64 2.9 3.60 123 .789 .053 .743 .065 .901 .046 .799 .083 .891 .037

LSBNet CGM FF
4 X 0.54 2.4 1.84 216 .739 .061 .677 .079 .866 .061 .779 .090 .859 .048
5 X X 0.59 2.6 2.19 131 .757 .058 .706 .074 .882 .052 .789 .085 .876 .041
6 X X 0.62 2.7 3.42 136 .781 .055 .733 .070 .894 .047 .796 .083 .890 .037
7 CGM and FF with Conv 1.45 6.0 9.22 116 .800 .050 .753 .063 .909 .040 .807 .080 .899 .034
8 CGM with original 0.66 3.0 3.77 108 .788 .055 .743 .066 .901 .045 .805 .081 .891 .037
9 Proposed method 0.66 3.0 3.77 98 .793 .052 .745 .065 .907 .041 .801 .082 .895 .036

Different combinations of supervision
BCE IOU S.O.

1 X 0.66 3.0 3.77 98 .741 .059 .709 .068 .887 .050 .778 .089 .868 .044
2 X X 0.66 3.0 3.77 98 .786 .054 .740 .066 .902 .043 .796 .085 .890 .038
3 X X 0.66 3.0 3.77 98 .745 .058 .710 .071 .884 .050 .779 .088 .871 .043
4 Proposed method 0.66 3.0 3.77 98 .793 .052 .745 .065 .907 .041 .801 .082 .895 .036

combinations of supervision. All the ablation experiments800

follow the same implementation setup to ensure fairness.801

1) Ablation on existing lightweight backbone networks:802

There are many existing lightweight backbone networks, such803

as MobileNet-V3 [25], ShuffleNet-V2 [26], GhostNet [27], etc.804

They are all general lightweight backbone networks that can805

be directly applied for feature extraction in computer vision806

tasks through simple configuration. The design of our ablation807

experiment is as follows: we do not change the architecture808

of the existing lightweight backbone networks (MobileNet-809

V3 [25], ShuffleNet-V2 [26], GhostNet [27]), replacing LSB-810

Net in LARNet with each of them respectively. Meanwhile,811

we loaded/unloaded the pre-trained models using ImageNet812

corresponding to the existing lightweight backbone network.813

After the multi-level feature output of the backbone network,814

the number of multi-level feature channels is unified to 64815

through DSConv to match the requirements of LARNet for816

post-information processing.817

As shown in Table V, we can clearly see that the method818

we proposed has excellent portability and can be transplanted819

to various existing lightweight backbone networks. CGM and820

the feature fusion module as a plug-and-play module also821

show powerful performance. Obviously, by comparing No.1 to 822

the No.6, the pre-trained backbone network makes the model 823

perform better than the non-pre-trained backbone network, 824

which is consistent with our expectation. 825

Additionally, comparing No.1 to No.6 and No.11, in Table 826

V, it is clear to see that our method demonstrates better 827

overall performance than the other methods (whether or not 828

the pre-trained model is loaded), which also illustrates that 829

our proposed LSBNet may have more powerful performance 830

after pre-training with ImageNet. Due to the limited laboratory 831

resources and the fact that LARNet without pre-training has 832

reached the best state compared with other lightweight meth- 833

ods (HVPNet and SAMNet), we did not pre-train the proposed 834

LSBNet on ImageNet. According to the trend of No.1 to No.6, 835

we have reason to believe that our backbone network will 836

improve the performance of LARNet after pre-training. The 837

good performance of our proposed LARNet is mainly due 838

to the later feature processing stage that can better process 839

the multi-level features generated by LSBNet. However, the 840

backbone networks of MobileNet-V3 [25], ShuffleNest-V2 841

[26], and GhostNet [27] are relatively complex, and the 842

redundant features generated can affect the later feature pro- 843
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cessing, making the overall performance worse. The existing844

lightweight SOD models (such as HVPNet, SAMNet) are still845

competitive, which also proves the superiority and portability846

of our proposed method. The LSBNet we proposed generates847

multi-level features, less redundant features and importantly,848

more detailed low-level features. These features help to restore849

the detailed information of the output saliency map. With850

the help of powerful feature processing modules in the later851

stage, not only is the performance guaranteed, the network has852

also been made more lightweight. In summary, LSBNet is a853

lightweight saliency backbone network, which still achieves854

high performance without pre-training on ImageNet.855

2) Ablation on the proposed backbone network LSBNet: In856

the previous section, we have verified the superiority of our857

proposed backbone network LSBNet, and now we conduct858

ablation experiments on LSBNet to prove that the current859

configuration parameters have reached the optimal effect. As860

shown in Table V, our ablation experiment mainly focuses861

on the three parameters of N, OC and I. For the ablation862

experiments of parameter OC, the number of multi-level863

feature channels is unified to 64 through DSConv to match864

the requirements of LARNet for post-information processing.865

As shown in Table V, comparing No.1 to No.5 and No.14,866

we can see that as the number of layers N decreases, although867

the performance of the lightweight metrics is improved, the868

detection performance is greatly reduced. Similarly, with the869

increase of the number of layers N, the detection performance870

does not increases significantly, and the performance of the871

lightweight metrics decreases. This may be due to a smaller872

number of layers N that cannot fully extract the necessary873

feature information, and a larger number of layers N that874

introduces more redundant features. In summary, it can be875

seen that the number of layers N we selected provides the876

best overall performance. Comparing No.6 to No.9 and No.14877

in Table V, we can see that as the number of output channels878

OC increases, the detection performance of the network also879

improves. This is because the network has learned more fea-880

ture information. When OC=128, the improvement in network881

detection performance has reached a bottleneck, which may882

be due to the production of more redundant features, and883

the cost increases significantly in the lightweight metrics. In884

summary, we choose OC=64 to be an ideal parameter, which885

can demonstrate strong detection performance and lighten the886

network. Comparing No.10 to No.13 and No.14, we can see887

that as the parameter I increases, the network detection per-888

formance tends to increase while the lightweight performance889

decreases. Similarly, when I reaches 7, the improvement in890

network detection performance reaches a bottleneck, which891

is similar to the results when changing the layer number892

N. Overall, we can clearly see that the parameter selection893

of our saliency backbone network LSBNet is optimal, while894

taking into account both detection performance metrics and895

lightweight metrics.896

3) Ablation on components: As shown in Figure 1, our897

method consists of three parts: LSBNet, CGM and feature fu-898

sion. In the last section, we have demonstrated the superiority899

of LSBNet. Therefore, the design of this ablation experiment900

is as follows: we keep the LSBNet configuration unchanged901

and then (1) discuss the advantages of the CGM module, (2) 902

confirm the advantages of each module by loading/unloading 903

CGM and feature fusion respectively. Since the removal of 904

modules will cause the network to fail to operate, we adopt 905

operations such as addition and DSConv to adapt the network 906

so that it can still operate after the modules are removed. 907

As shown in Table V (Different combinations of compo- 908

nents), compared with No.1 and No.9, we do not change the 909

overall structure of LARNet, but only delete the Stage 2 of 910

the CGM. Through the experiment, it can be seen that the 911

CGM without Stage 2 makes the detection performance of 912

LARNet decrease (especially using the DUTS-TE dataset). It 913

shows that the introduction of multi-level features enhances 914

the global perception ability of the input features of the 915

CGM, thus enhancing the overall performance of the model. 916

Compared with No.2 and No.9, we do not change the overall 917

structure of LARNet, but only delete Gate 2 of CGM. It 918

can be seen from the experimental data that the introduction 919

of Gate 2 effectively improves the overall performance of 920

LARNet. It shows that the interaction between “excitatory” 921

and “inhibitory” neurons is more conducive to the model 922

learning useful features. Compared with No.3 and No.9, we do 923

not change the overall structure of LARNet, but only delete 924

Gate 1 and Gate 2 of CGM. We can see that when CGM 925

loses the mechanisms of “excitatory neurons” and “inhibitory 926

neurons”, the detection performance of the model decreases 927

(especially on the ECSSD dataset), proving the rationality 928

of the Gate mechanism. To sum up, comparing No.1, No.2, 929

No.3 and No.9, it is easy to see that the simple fusion of 930

multi-level features will lead to a sharp decline in network 931

performance. This may be because of the large amount of 932

redundant information in the multi-level features, which leads 933

to the network failing to grasp the key information. This 934

also illustrates the effectiveness of the interaction between 935

the brain-inspired “excitatory” and “inhibitory” neurons. In 936

conclusion, the above experiments prove the rational and 937

superiority of our proposed CGM. 938

As shown in Table V, comparing with No.4 to No.6 and 939

No.9, we can clearly see the superiority of each module, and 940

the introduction of each module further improves the overall 941

performance of the network. It is worth noting that, as seen 942

in No.5, we add the output of CGM and directly output the 943

saliency map, which leads to a decrease in performance, and 944

also shows that CGM is dependent on the feature fusion mod- 945

ule. When all the modules interact with each other, the network 946

reaches its best state. In addition, we conducted experiments 947

with CGM and FF under conventional convolution (No.7). 948

Compared with No.9, the Avg-mF of No.7 was improved by 949

1%, but the model parameters and FLOPs increased by 120% 950

and 145% respectively. We also input the original multi-level 951

features from the backbone network output directly to the 952

CGM, instead of using the output of the previous level CGM 953

as the next level CGM input (No.8), and comparing with 954

No.9, the overall detection performance of No.8 decreases. 955

The above experiments have demonstrated the rational of each 956

module design and the optimization of the combined method. 957

4) Ablation on supervision: Although we have built a novel 958

SOD network, the key to determining whether the network 959
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is effective lies in the reasonable use of the loss function.960

Therefore, the design of our ablation experiment is as follows.961

We prove the superiority of our proposed method by applying962

different supervision signals (BCE and IOU) to the final output963

prediction map (Sal1) and the side output prediction map964

(Sal2, Sal3, Sal4, Sal5 and Sal6). We then consider whether965

to add supervision signals to the side output prediction map.966

As shown in Table V (Different combinations of compo-967

nents), as we only change the network supervision signal and968

the presence or absence of a side output, it has little or no969

effect on the lightweight metrics, which can be ignored. There-970

fore, we mainly focus on the level of its detection performance.971

Comparing No.1 (No.3) and the No.2 (No.4) in Table V, we972

can clearly see that the introduction of the IOU loss function973

is crucial to the improvement of network performance, which974

also shows that the network pays attention to the integrity of975

the output saliency map. Comparing No.1 (No.2) and No.3976

(No.4), we can also clearly see that the introduction of the977

side output greatly improves the mF metric, illustrating that978

the introduction of more supervision signals makes the model979

training more stable. Our method introduces IOU loss function980

and side output on the basis of BCE loss function, and the981

overall performance of the network is significantly improved.982

Through this analysis, we have determined that our supervision983

and side output approach are reasonable and superior to other984

state-of-the-art approaches.985

V. CONCLUSION986

In view of the current difficulty in balancing between being987

lightweight, accurate and the requirement for real-time perfor-988

mance, we propose a novel lightweight SOD method LARNet989

and an extremely lightweight SOD method LARNet*. These990

models can be adapted for specific application requirements991

and are equipped with a novel (extremely) lightweight saliency992

backbone network, with the simplest network architecture993

to achieve the extraction of multi-level features, and high994

performance without pre-training on ImageNet. Additionally,995

with the introduction of the context gating module (CGM)996

and feature fusion module, inspired by the physiological997

mechanism of the human brain, the model improves the998

accuracy and real-time performance substantially compared999

with existing state-of-the-art approaches, and realizes a good1000

balance between lightweight requirements, accuracy and real-1001

time capability. Compared with other state-of-the-art meth-1002

ods, our method has advantages over (extremely) lightweight1003

methods, it is easier to embed in resource-limited devices1004

and achieves real-time performance. As a lightweight model,1005

LARNet’s detection performance is even better than some1006

heavyweight methods. Through this paper, we provide new1007

ideas for a lightweight SOD method, and further promote the1008

development of lightweight models and the implementation1009

of practical applications. We have also demonstrated that1010

lightweight methods are approaching and almost surpassing1011

the performance of heavyweight methods.1012

In future work, we will develop more advanced models and1013

strategies to make the lightweight SOD models more competi-1014

tive when compared with state-of-the-art heavyweight models.1015

Additionally, we will investigate more advanced knowledge 1016

distillation methods for lightweight networks, and apply them 1017

to fields such as visual tracking [99], video object segmenta- 1018

tion [100], etc. Furthermore, we will attempt to improve their 1019

overall performance by using lightweight SOD models as a 1020

plug-and-play module. 1021
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