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Abstract16

Covid text identification (CTI) is a crucial research concern in Natural17

Language Processing (NLP). Social and electronic media are simultane-18

ously adding a large volume of Covid-affiliated text on the World Wide19

Web due to the effortless access to the internet, electronic gadgets and20

the Covid outbreak. Most of these texts are uninformative and contain21

misinformation, disinformation, and malinformation that create an info-22

demic. Thus, Covid text identification is essential for controlling societal23

distrust and panic. Though very little Covid-related research (such as24

Covid disinformation, misinformation and fake news) has been reported25

in high-resource languages (e.g., English), CTI in low-resource languages26

(like Bengali) is in the preliminary stage to date. However, automatic27

CTI in Bengali text is challenging due to the deficit of benchmark cor-28

pora, complex linguistic constructs, immense verb inflexions and scarcity29

of NLP tools. On the other hand, the manual processing of Bengali Covid30

texts is arduous and costly due to their messy or unstructured forms. This31
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research proposes a deep learning-based network (CovTiNet) to identify32

Covid text in Bengali. The CovTiNet incorporates an attention-based33

position embedding feature fusion for text-to-feature representation and34

attention-based CNN for Covid text identification. Experimental results35

show that the proposed CovTiNet achieved the highest accuracy of36

96.61±.001% on the developed dataset (BCovC) compared to the other37

methods and baselines (i.e., BERT-M, IndicBERT, ELECTRA-Bengali,38

DistilBERT-M, BiLSTM, DCNN, CNN, LSTM, VDCNN, and ACNN).39

Keywords: Natural language processing, Covid text identification, Positional40

encoding, Self-attention, Embedding feature fusion, Deep-leaning,41

Transformers, Low-resource languages.42

1 Introduction43

Covid was declared a Public Health Emergency of International Concern44

(PHEIC) by the World Health Organization (WHO). It was first reported in45

Wuhan, China, in December 2019 and is spreading gradually all over the World46

[1]. As of 20 January 2022, the total of infected cases is 339 million, with total47

deaths of 5.58 million and recovered of 273.20 million in the World1. It is a new48

disease for the general people, and a so-called issue for research communities,49

securities agencies, health organizations, financial institutes, and country pol-50

icymakers [2]. Covid Text Identification (CTI) is an emerging research issue51

in the realm of Natural Language Processing (NLP), where an intelligent sys-52

tem can automatically identify a piece of text has Covid-related information53

or not. A covid text may contain misinformation, disinformation, fake news,54

and other details on covid.55

Most countries impose lockdowns, shutdowns, social distancing and other56

social activities to control the spreading of Covid. As a result, the emergency57

announcement, vaccination information, and other essential policymakers’58

information are shared using social media and electronic press for familiar59

people [3]. People’s emotions, opinions, needs, support seeking and surround-60

ing emergency conditions are also disseminated in the text through electronic61

and social media. Due to these activities, a massive volume of text is gener-62

ated and included on social media and the Web. However, most of the texts63

are unlabelled and unstructured. As a result, it is impracticable and challeng-64

ing to manually extract covid related information from the messy volumes65

of text. On the other hand, manual mining consumes tremendous time and66

incurs costs. Thus, an intelligent CTI system can overcome the limitations67

of the manual identification system with fast and effective covid text detec-68

tion. It also assists policymakers and ordinary people to share covid related69

information through social and electronic media at a rapid pace, reducing70

physical movement, panic, and infodemic. CTI has also reduced the time and71

1https://www.worldometers.info/coronavirus/
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search complexity for different NLP downstream tasks such as covid fake news72

detection, covid misinformation and disinformation classification [4].73

However, developing an intelligent and efficient CTI system regarding74

under-resourced languages like Bengali is challenging due to the unavailabil-75

ity of benchmark corpora, lack of features extraction techniques, and colossal76

word inflexion rate. Moreover, a huge variation of morphological structures77

(i.e., Sadhu-bhasha and Cholito-bhasha), well-off dialects, and person-tense-78

aspect agreement make the task more complicated [5]. For these attributes, a79

single embedding (SE) method is unable to capture holistic semantic and syn-80

tactic linguistics features of text [6]. The different embedding methods (e.g.,81

GloVe, FastText, Word2Vec) represent different feature distributions, and the82

performance of the downstream model varies from one embedding to another83

[7]. On the other hand, GloVe and Word2Vec are not able to manage the Out-84

of-Vocabularies (OOV) issues, whereas FastText can manage the OOV issues85

using sub-tokenization techniques. Although several low-resource (e.g., Ben-86

gali and Urdu) text classification researches have been conducted based on87

statistical [8] and deep learning-based approaches [9–11]. None of these works88

addressed the OOV, positional encoding, and single embedding issues in Ben-89

gali. Moreover, no past studies in Bengali performed Covid text identification90

tasks using intrinsic and extrinsic evaluations to the best of our knowledge. To91

summarize the research insights, this work sought the answers to the following92

research questions (RQs):93

• RQ1: How to develop a Covid text corpus in Bengali for intelligent CTI.94

• RQ2: How to choose the best embedding model to perform the CTI task95

with intrinsic evaluation?96

• RQ3: How to develop a deep-learning-based framework for CTI tasks in97

Bengali incorporating attention-based positional embedding feature fusion?98

• RQ4: How does the attention-based positional embedding feature fusion99

improve the performance of non-contextual single embedding in Bengali100

CTI?101

To address the research questions (RQ1-RQ4), this work proposes a covid102

text identification network called CovTiNet to identify the textual informa-103

tion related to covid in Bengali with the development of a Bengali Covid text104

identification corpus (BCovC). The proposed network reduces the OOV prob-105

lems and overcomes the limitations of non-contextual single embedding feature106

extraction with the positional encoding technique. The CovTiNet also eval-107

uates the embedding and classification models using intrinsic and extrinsic108

methods. The notable contributions of this research and possible answers to109

the research questions (ARQ) are summarized as follows:110

• ARQ1: Present a detailed development process of the Bengali Covid text111

corpus (BCovC), including data collection, preprocessing, annotation, and112

annotation quality measures. To the best of our knowledge, this corpus113

is the first developed dataset in Bengali, which may alleviate the corpus114

unavailability issues in developing CIT in Bengali (Sec. 4). This research115
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also developed a Covid embedding corpus (i.e., CovEC) and an intrinsic116

evaluation dataset (i.e., IEDs) for evaluating embedding models.117

• ARQ2: Exploration of the intrinsic evaluation methods based on Spearman118

and Pearson correlations which helps to select the best embedding model for119

the downstream task (e.g., CTI) with a reduced training time and memory120

storage (Sec. 5.1.1 and Sec. 7.1).121

• ARQ3: Propose a model (CovTiNet) for CTI by integrating the attention-122

based positional embedding feature fusion and Attention-based Convolution123

Neural Network (ACNN). This model adds the word position information124

and fuses the semantic/syntactic features of attention-based embedding125

models that improve the classification performance (Sec. 5.1.1).126

• ARQ4: Present a comparative performance analysis between the proposed127

system (CovTiNet) and baseline methods (e.g., LibSVM, CNN, LSTM, BiL-128

STM, DCNN, VDCNN and transformer-based fine-tuning) with a detailed129

summary of the model’s weakness and strengths (Sec. 7.2).130

Additionally, The presented work provides comprehensive future research131

directions on NLP downstream tasks for morphologically rich languages132

like Bengali and highlights forthcoming research scopes for the research133

communities of the Bengali Covid text mining or information retrieval domain.134

The rest of the paper is arranged as follows: Section 2 presents the related135

work and the problem statement is described in Section 3. Section 4 illus-136

trates the development of the Bengali Covid text identification corpus, whereas137

Section 5 describes the proposed CTI framework. Section 6 explores the exper-138

iments and the analysis of results are summarised in Section 7. A detailed error139

analysis of the model and a failure case study is explained in Sections 7.6 and 8.140

Section 9 concludes the work with future recommendations for improvements.141

2 Related Work142

Covid text identification is a new and evolving research concern in recent143

times. Although many essential Covid related texts are being spontaneously144

included on the Web at a rapid pace, unwanted or undesired textual contents145

are also added owing to the rapid usage of the internet, and social media [12].146

A few studies recently explored Covid text mining concerning high-resource147

languages [13], but Covid text analysis is in a primitive stage regarding under-148

resourced languages like Tamil and Bengali. Therefore, CTI is a significant149

research challenge in low-resource languages. Kolluri et al. [14] developed a150

machine learning (ML) based English Covid news verification system, but151

their system is limited to an API request in a day involving cost per request.152

Ng et al. [15] built a large-scale English newspaper Covid-related text corpus153

containing 10 Billion words of 7,000 news. They explored the ML-based topics154

mining method to detect the five most frequent Covid topics (e.g., Coronavirus,155

Covid, Covid, nCoV, and SARS-CoV-2). A deep learning (DL) based approach156

(e.g., LSTM with GloVe) was deployed for social media tracking during the157

pandemic at New York [16]. However, the LSTM+GloVe-based DL method158
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only experimented with English social media text. Koh et al. [17] investigated159

loneliness during the pandemic from Twitter data using topic-based mining.160

The topic-based ML mining methods explored only English Twitter texts.161

Covid fake news, disinformation and misinformation identification have162

been trending research topics in the NLP domain. Paka et al. [18] constructed163

a Covid fake news text dataset (e.g., CTF) and developed an attention-based164

Covid fake news framework that achieved an F1-score of 95.00%. A tradi-165

tional ML-based (LibSVM, DT, KNN, and NN) voting ensemble method has166

been developed for Covid misleading information detection system [19]. This167

method can not work on short-text samples. Song et al. [20] explored a Covid168

disinformation framework and evaluated it on the largest Covid disinforma-169

tion dataset2 of 70 countries and 43 languages. However, their system is not170

considered the Bengali Covid text. Ghasiya et al. [21] analyzed the public sen-171

timent from newspaper headlines of four countries (UK, India, Japan & South172

Korea). More than 100,000 Covid texts were collected from newspaper head-173

lines and achieved a maximum accuracy of 90.00%. Their unsupervised topic174

model method is not capable of capturing context-based information.175

Covid text analysis in resource-constrained languages is an underdeveloped176

research field due to the shortage of annotated corpora and lack of well-tuned177

embedding and classification models [22]. Patwa et al. [23] built a Hindi hostile178

post dataset and developed an identification system for online Hindi hostile179

posts. They used m-BERT embedding with the LibSVM classification method180

for detecting hostile and non-hostile posts and achieved a maximum of 84.11%181

accuracy for Coarse-grained classification. Hussein et al. [24] developed an Ara-182

bic Covid infodemic detection system using tweets text. This work can classify183

seven predefined queries (on 2,556 Arabic tweets) and obtain maximum accu-184

racy of 67.7% using the AraBERT framework. Mattern et al. [25] developed the185

German Covid fake news corpus, which contains 28,056 actual and 13,186 fake186

news. Their BERT + Social context system gained the maximum accuracy of187

82.40% on the developed dataset. A LibSVM-based classification method was188

explored for the Persian fake news detection system and obtained maximum189

accuracy of 87.00% [26]. Harakawa et al. [27] developed a tweeter keyword190

extraction method for Japanese text, which only carried out the word-level191

feature and did not consider the sentence-level linguistics semantics.192

Most previous studies of CTI were conducted in English, including fake193

news classification, misinformation, and disinformation detection using statis-194

tical ML and transformer-based learning [28]. In contrast, some research on195

CTI has been conducted in Arabic, German, Indian and Persian languages [22].196

However, non of the past studies have addressed CTI in Bengali. Moreover,197

other resource-constrained languages only considered the single embedding198

and transformer-based models. However, single embedding techniques cannot199

represent the holistic features and can not overcome the OOV issues [29].200

Therefore, to address the shortcomings of past studies, this research intro-201

duced the fusion-based embedding feature representation method for Bengali202

2https://www.poynter.org/ifcn-Covid-misinformation/
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CTI and experimented with the developed Bengali Covid text corpus with203

different hyperparameters settings. As far as we are concerned, this work is204

the first attempt to develop a CTI network in Bengali by integrating the205

attention-based positional embedding feature fusions and CNN. The proposed206

network can handle Bengali morphological variation issues and minimize the207

OOV problems.208

3 Problem Statement209

The central concern of this study is to develop a text classification framework210

that can identify Bengali Covid-related text. In particular, this work aims to211

develop a framework that can classify a Bengali text into Covid or not Covid.212

The framework comprises three components: (i) Covid corpus development,213

(ii) Leveraging Deep Models for CovTiNet Selection, and (iii) CovTiNet.214

Covid corpus development: develop a Python scrapper which inputs a
valid Bengali Web URL from a set of URLs taken from Social media and News-
papers. The scrapper outputs a list of unlabelled Bengali texts. The scrapper
is defined by Eq. 1.

ti = Υ(Lj), i = 1, ..., N, j = 1, ..., Z (1)

The scrapper function Υ(.) takes input URL from the list and checks the
robot.txt policy and scrapped the Bengali Web text (ti). The list of texts ti can
have a maximum N number of crawled texts from a set of URLs. The crawled,
unlabelled and noisy texts are pre-processed and annotated. The quality of
annotation is measured using Eq. 2.

BCovC({tnk, tcl}) = Γ(ti), k = 1, ..., n, l = 1, ...,m, i = 1, ..., N (2)

Here, tn denotes non-Covid texts, and tc represents Covid texts. The function215

Γ(.) sequentially prepossess ti, annotates manually (e.g., by the annotators),216

verifies (e.g., by the domain expert), and finally measures the Kappa score of217

the BCovC corpus.218

Leveraging Deep Models for CovTiNet Selection: Initially, generate
the embedding model using Eq. 3.

Sab = Ω(CovEC, a, b), a = {GloV e, FastText,Word2V ec},
b = {(ED1, CW1), ..., (EDEn , CWEn)}

(3)

The CovEC is the Covid embedding corpus, a is the set of methods, and b
denotes the set of hyperparameter combinations. The En indicates the total
number of hyperparameters combinations (i.e., embedding dimension and cor-
tex windows). The Ω(.) produces 18 embedding models. This research applies
the intrinsic evaluation to select the best-performing three embedding models
to reduce the time complexity of the downstream task (e.g., text identification).
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Eq. 4 selects the best three embedding models.

Ba = ∆3(Sab), a = {GloV e, FastText,Word2V ec},
b = {(ED1, CW1), ..., (EDEn , CWEn)}

(4)

Here, ∆3(.) represents the intrinsic evaluator, which returns the best-
performed three embedding models based on Spearman and Pearson corre-
lation scores. Three single embedding models are used for attention-based
positional embedding feature fusion purposes. Now, the BCovC ={Tn ∪
T e} is randomly split into training (Tn) and testing (T e) sets, e.g., Tn =
{(tnlb

kn , ynlb
kn),

(tclbln , yc
lb
ln)}, where kn = 1, ..., plb, ln = 1, ..., qlb. Here, knth non-Covid text

and corresponding labelled are represented by tnlb
kn and ynlb

kn whereas Covid
text and corresponding labelled are represented by tclbkn and yclbkn) respec-
tively. The plb and qlb indicate the total number of training non-Covid and
Covid samples in the Tn. Similarly the testing set is represented by T e =
{(tnul

ie , yn
ul
ie ), (tc

ul
je , yc

ul
je)}, where ie = 1, ..., pul, je = 1, ..., qul. Here, pul and

qul denote the total number of unlabelled non-Covid and Covid samples in T e.
The features of training and testing sets are extracted using Eq. 5.

FMqa/FMq′a = M(Ba, T
n
q /T

e
q′
), q = 1, ..., (plb+qlb), q′ = 1, ..., (pul+qul) (5)

Here, M(.) generates the feature matrix (FMqa for training & FMq′a for
testing) of training or testing sample for Ba. The non-contextual embedding
methods do not carry contextual or word position information. This study
introduces the position encoding (PEqa) technique to overcome this issue. The
qth training sample positional embedding is a feature matrix (FMqa). Thus,
FMqa is modified by adding PEqa expressed by FMqa = FMqa + PEqa. The
ath best-performed feature matrix is calculated by employing the self-attention
and producing the attention-based feature matrix (Eq. 6).

FM
′

qa/FM
′

q′a
= Attention(W aQ,W aK ,WFMqa/WFMq

′
a, FMqa/FMq′a)

(6)
Here, q/q

′
denotes the embedding samples, and FM denotes the feature

matrix. The trainable weight matrices are denoted by W aQ, W aK and

WFMqa/WFMq
′
a respectively. The attention-based positional embedding fea-

ture matrices are denoted by the FM
′

qa and FM
′

q′a
. The value of q, q

′
and

a are defined in Eqs. 4-5. The training/testing samples (q/q
′
) and ath best

performing positional embedding feature matrix (FMqa/FMq′a) are just addi-

tion to the attention-based feature matrix (FM
′

qa/FM
′

q′a
) and normalized

using ALN(.) function, i.e., λqa/λq′a = ALN(FM
′

qa/FM
′

q′a
+FMqa/FMq′a).

Finally, normalized feature matrices fuse the feature values using Eq. 7.

FMq/FMq′ = Ψi′ (λqa/λq′a), i
′
= {ConCat,Average, ConCat− PCA} (7)
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Ψi′ (.) denotes the fusion function, which sequentially fuses the possible com-
bination of normalized feature matrices using the best performing embedding
model a = {GloV e, FastText,Word2V ec}. The covid-related text identifica-
tion model is generated by Eq. 8.

Θk′ = Φtr(FMq), k
′
= 1, ..., Fn, q = 1, ..., (plb + qlb) (8)

Here, Φtr indicates the Covid related text identification training method, Fn
219

denotes the total number of Covid identification models and Θk′ represents220

the k
′th identification model.221

In the fourth module, Covid text identification models are evaluated using
the testing set T e by Eq. 7.

Ok′ = Φts(FMq′ ,Θk′ ), k
′
= 1, ..., Fn, q′ = 1, ..., (pul + qul) (9)

where Ok′ denotes the k
′th output of Covid text identification model using the222

testing method Φts(.).223

CovT iNet = max[Θk′ (Ok′ )] (10)

CovTiNet is the best performing among Fn models with maximum Ok′ ,224

i.e, maximum accuracy.225

CovTiNet: integrate attention-based position embedding averaging of226

GloVe and FastText (APeAGF) for text-to-feature representation and227

attention-based convolutional neural networks (ACNN) for Covid text iden-228

tification.229

4 Corpora Development230

Textual data collection, preprocessing, and standardization are challenging231

tasks for low-resource languages due to open access to text archives and lack of232

research [30]. The Covid pandemic has created an opportunity for developing233

Covid text-related corpora. As a result, few corpora are available in the high-234

resource language (like English). However, no Covid identification corpus is235

available in Bengali to our knowledge. However, the availability of benchmark236

corpora is a prerequisite to developing any intelligent text processing system.237

Thus, this work aims to develop a few corpora to perform CTI tasks in Bengali.238

Fig. 1 depicts the Covid corpus development details. The following subsections239

illustrate the development process of the three corpora: Bengali Covid text240

corpus (BCovC), Covid embedding corpus (CovEC), and Intrinsic evaluation241

dataset (IEDs).242

4.1 Bengali Covid Text Corpus (BCovC)243

This work proposed two Algorithms to develop Covid text corpora. Algorithm244

1 uses for scrapping Web text, whereas Algorithm 2 utilizes for preprocessing,245
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Fig. 1: Schematic Representation of Covid Corpus Development

annotation and annotation quality measures. In Algorithm 1, the function Υ(.)246

takes the list of Web URLs. The scraper(.) function is a dynamic function247

that changes the parsing function based on a specific Web URL. The parser(.)248

function parses the Web content to readable text and converts it to UTF-8.249

Finally, a total of 159,822 texts file are returned from this function (e.g., Υ())250

as list t. The texts are collected from 3 June 2020 to 15 August 2021 from251

popular social media sites, online news portals, and blogs.252

Algorithm 1 Web Text Scrapping

1: t = [] ▷ Initial empty scrapped texts list
2: procedure Υ(UrlList L) ▷ Web URLs list
3: for i in L do
4: st = scraper(i) ▷ Scrapping for ith URL

5: pt = parser(st) ▷ Parse the ith URL content

6: t.append(pt) ▷ Append the ith URL UTF-8 format texts
7: end for
8: return (t)
9: end procedure

In Algorithm 2, the function Γ(.) takes the input as noisy text list t253

and returns the developed corpus BCovC. In the first step, each text is254

cleaned using the text preprocessing function Bclean(.). The Bclean(.) func-255

tion first removes all non-Bengali characters, digits and regular expressions.256

Then removes the THML tags, hashtags and special characters which cannot257

convert UTF-8. Finally, replaces the extra space, duplicate text and newline.258

In this step, 157,771 texts are taken, and 2,051 texts are removed due to several259

preprocessing operations.260

Two undergraduate students manually annotated each preprocess text (pt)261

in the second step. The annotator1 manually labelled αa and text list αta.262

Whereas annotator2 manually labelled αb and text list is αtb. If the first and263
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Algorithm 2 Web Text Pre-processing, Annotation & Quality Measurements

1: procedure Γ(t) ▷ Noisy and unlabelled texts list
2: BCovC = {} ▷ Bengali Covid related text corpus
3: pt = [] ▷ Reprocessed empty list
4: //First step: Text Preprocessing
5: for i in t do
6: it = Bclean(i) ▷ Bengali text preprocessing
7: pt.append(it)
8: end for
9: //Second step: Text Manual Annotation

10: αa, αta = annotator1(pt) ▷ First manual annotation
11: αb, αtb = annotator2(pt) ▷ Second manual annotation
12: eT = [], idx = 1
13: for i in pt do
14: if (i in αta) or (i in αtb) then
15: if αta[i] == αtb[i] then ▷ Both annotators are agreed
16: BCovC[idx = idx+ 1] = i
17: end if
18: if αta[i]! = αtb[i] then ▷ Annotators with different agreement
19: eT.append(i)
20: end if
21: end if
22: end for
23: //Third step: Expert Level Verification
24: αe, αte = expert(eT )
25: for i in range(1, len(eT )) do
26: if αe[i] == 1 then ▷ Expert is agreed
27: BCovC[idx = idx+ 1] = eT [i]
28: end if
29: end for
30: //Fourth step: Quality Measurements of BCovC
31: kapp = κ(BCovC)
32: return BCovC
33: end procedure

second annotators agreed on the Covid text, i.e., the ith text of pt, then it264

is added to the BCovC corpus. When one of the annotators agreed to the265

Covid text, it was moved to the expert opinion. In the second step, a total of266

157,771 texts are taken. Among these, 12,420 texts agreed by both annotators267

for Covid text, and 140,745 texts disagreed by the two annotators. Only the268

first annotator annotated 2,175 texts as Covid, whereas the second annotator269

only annotated 2,431. Thus, 4,606 texts are moved to the expert for label270

verification.271

In the third step, a linguistics expert manually verified the texts for dis-272

agreement of annotators. A total of 1,920 texts are selected for addition to273
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the BCovC corpus, and 2,686 texts are discarded from this step. In the man-274

ual annotation and expert-level verification step, 14,340 texts are included in275

BCovC as the Covid category, and randomly 14,773 texts are included in276

BCovC as the non-Covid category. Finally, both categories have 29,113 texts277

in the BCovC corpus. In the fourth step, the kappa value (κ) of BCovC is278

calculated based on the annotator’s agreements and disagreement [31]. The279

overall kappa value of BCovC is 82.75%, which is an acceptable score for the280

corpus [32].281

Table 1 shows the Covid text identification (BCovC) corpus statistics. The282

maximum of 20 words per sentence is in the Covid category, whereas the max-283

imum of 23 words per sentence is in the non-Covid category. The minimum284

number of words per sentence is 4 in both categories. Though the total num-285

ber of non-Covid samples is 140,745, we only randomly selected 14,773 texts286

(e.g., 10.5%) because of overcoming the issues of category-wise text sample287

imbalance [33].

Category Attribute Value
No. of words 2,866,371

No. of unique words 122,241
non-Covid No. of samples 14,773

No. of training/testing samples 10,331 / 4,442
No. of sentences 318,485
No. of words 3,145,097

No. of unique words 91,191
Covid No. of samples 14,340

No. of training/testing samples 9,941 / 4,399
No. of sentences 262,091

Table 1: BCovC Corpus Statistics

288

Figure 2 shows the word-cloud visualization of the most frequent 500 words289

of Covid and non-Covid categories. The Word cloud visualization clearly illus-290

trates that the Covid category contains more Covid-related words, whereas291

the non-Covid word cloud is not. Thus, the frequent word of Covid categorizes292

also improved the Covid text identification performance.293

Figure 3 shows the Covid and non-Covid class-wise distribution. The Covid294

text samples are collected from eight different Bengali categories (see Fig. 3a).295

Maximum 27% texts samples collected subjected to the health-Covid category296

and a minimum of 5% subjected to the technology-Covid category. The public-297

opinion-Covid indicates the social media, blogs, newspaper opinion, and public298

domain text comments subject to Covid.299

Figure 3b depicts the non-Covid category-wise text samples. The Non-300

Covid text samples are annotated from nine different domains (see Fig. 3b).301

The crime category contained the maximum amount of text samples (14.00%)302

and a minimum of 7.00% included for technology. The BCovC was used for the303

text identification method evaluation and summarized to compare transformer-304

based fine-tuning and deep learning-based methods.305
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(a) Covid Word-cloud (b) Non-Covid Word-cloud

Fig. 2: Word-cloud visualization of most frequent 500 words in Bengali Covid
and non-Covid training samples

(a) Covid Distribution (b) Non-Covid Distribution

Fig. 3: Covid and non-Covid domain-wise distribution of BCovC corpus

4.2 Covid Embedding Corpus (CovEC)306

The CovEC is an unlabelled corpus developed for single embedding model307

generation, evaluation and Covid text identification purposes. The CovEC308

is developed based on the previous Bengali embedding corpus (EC) [5], and309

this work developed a training set of BCovC (e.g., Tn). Due to the enhance-310

ment of performance and training time reduction of embedding models, this311

research released the Bengali higher-frequency words (e.g., stop words) and312

the words with one frequency. After removing these words, 1,963,483 words313

with frequency two are included in the CovEC from EC. The EC data crawl-314

ing duration is between January 2010 and December 2019. As a result, the315

Covid-related words have not existed in the past embedding corpus (i.e., EC).316

For this reason, we added the Tn of BCovC to the CovEC. The Tn con-317

tains 180,824 unique words. All Tn words are included in the CovEC corpus.318

Finally, 2,144,307 unique words are incorporated in the CovEC, used to train319

embedding models. Table 2 shows the key statistics of CovEC. This corpus320

contains approximately 204 million words with more than 10 million unique321

words.322
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Corpus #Words #Unique Words Max. Frequency
EC [5] 200,081,093 10,067,699 11,737,198

EC-BCovC (training set) 4,199,410 180,824 47,950
Total (in CovEC) 204,280,503 10,248,523 11,785,148

Table 2: Statistics of CovEC)

Table 2 indicates that the Bengali is an inflected language and more fre-323

quent words come from conjunction Bengali is a heavily inflected language with324

a vast amount of verb and noun inflexions [34]. Thus, more frequent words325

come from conjunction structures. For example, single conjunction (e.g., Ben-326

gali to English translation word: oh ) occurred at 5.76% of the total embedding327

corpus CovEC.328

4.3 Intrinsic Evaluation Datasets (IEDs)329

The intrinsic evaluation datasets (IEDs) refer to the word-level similarity330

measure datasets (i.e., semantic (sm) similarity, syntactic (sy) similarity, relat-331

edness (sr) similarity), and word analogy task (at) dataset. These datasets use332

to measure the embedding model performance. Recently, a dataset has been333

developed for intrinsic evaluation [35] of the text processing tasks. However,334

this dataset was not considered the Covid-related word pairs. In this research,335

we took 100s semantic, syntactic, relatedness and analogy tasks word pairs336

from the previous dataset [36]. Additionally, this work collected 50 semantic,337

syntactic, relatedness, and word analogy pairs according to the philosophy of338

‘contextual correlates of synonymy’ research [37]. The first annotator collected339

50 words for semantic, syntactic, and related categories, whereas the second340

annotator collected 50 words for each category based on the first annotator’s341

word selection. The average of the two annotators’ scores is assigned as the342

final score of each word pair. The annotation quality is calculated using the343

Spearman and Pearson correlation scores from the individual pair-wise anno-344

tators’ score [38]. For the analogy task, the first annotator selects 50-word pairs345

based on semantic, syntactic and relatedness categories, and the second anno-346

tator also selects 50-word pairs based on the first annotator’s selections. All347

the newly collected data are merged with the previous datasets. The Spearman348

and Pearson correlation scores are measured based on the combined dataset.349

Table 3 shows the overall summary of the developed IEDs Spearman (ρ) and350

Pearson (δ)

Dataset Spearman correlation (ρ) Pearson correlation (δ)
sm 0.68 0.65
sy 0.71 0.70
sr 0.65 0.66
at 0.63 0.65

Table 3: Summary of IEDs concerning 150 word-pairs)

351
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The analogy dataset is built from semantic, syntactic and relatedness cate-352

gories where the absolute score difference is more than 1.8 for most word pairs.353

This difference occurred due to the annotator’s perceptions. The maximum354

correlation is achieved from the syntactic category, whereas the minimum cor-355

relation is obtained from the word analogy task dataset. As a result, the at356

dataset obtained a lower correlation value than others.357

5 Methodology358

The central goal of this research is to develop an intelligent Covid text identifi-359

cation (CTI) network that can classify a piece of Bengali text into two classes:360

Covid or non-Covid. The methodology comprises two modules: (i) Leveraging361

Deep Models for CovTiNet Selection (ii) CovTiNet. Each of the modules is362

described in the following subsections.363

5.1 Leveraging Deep Models for CovTiNet Selection364

Figure 4 depicts the schematic framework for the selection procedure of365

CovTiNet. This study experimented with different frameworks to identify the

Fig. 4: Leveraging Deep Models for CovTiNet Selection

366
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best-performing feature extraction and Covid text identification framework.367

The CovTiNet selection framework comprises four main modules: (i) Text to368

feature representation (e.g., single embedding model training, evaluation and369

feature fusion), (ii) Covid text identification training, (iii) Covid text identi-370

fication testing, and (iv) Best model selection (i.e., CovTiNet). The following371

subsections describe each module in detail.372

5.1.1 Text to Feature Representation Module373

The function of this module is to take a Covid embedding corpus (CovEC) as374

an input and generates outputs as the attention-based positional embedding375

feature fusion matrix (FMq/FMq′ ), where total training and testing samples376

are q ∈ (plb + qlb) and q
′ ∈ (pul + qul) respectively. Initially, three embedding377

methods (e.g., GloVe [39], FastText [40], and Word2Vec [41]) are applied to378

generate 18 models (i.e., 6 for GloVe, 6 for FastText and 6 for Word2Vec).379

The best-performed three models are selected for the feature fusion task based380

on the intrinsic evaluations. Finally, the attention-based positional embedding381

feature fusion and representation method generate the fused feature matrix382

used for training and testing CovTiNet. The following paragraphs describe the383

overall tasks of the fusion-based feature representation module.384

Single Embedding Model Training:385

In this phase, the single embedding model training function Ω(.) takes the386

input of CovEC and outputs a set of embedding models Sab, where a =387

{GloV e, FastText,Word2V ec} and b = 1, ..., En. Table 4 shows the overall388

optimized hyperparameters of three single embedding methods. The mini-

Methods Optimized Hyperparameters
Word2Vec (SG),
FastText (SG) and
GloVe

ED: {200, 250, 300}, Min.Frequency: 2, Window Size: {12,
13}, Max.Frequency: 75, Epoch: 25, Mgs: 2, learning rate:
0.01

Table 4: Optimized hyperparameters on GTX 1070 GPU & 32GB physical
memory

389

mum grams (Mgs) are applied to the FastText training phase, and each word390

is split according to this value. The fastText and Word2Vec have produced the391

embedding model based on centre word to context word prediction schemes.392

Whereas the GloVe method prepared the embedding model using word-word393

co-occurrence and frequency schemes. In this study, three embedding dimen-394

sions (e.g., 200, 250, 300), two context window sizes (e.g., 12 & 13) and three395

embedding methods (e.g., GloVe, FastText & Word2Vec) accomplished a total396

of 18 embedding models generated for intrinsic evaluation. Statistical word397

frequency-based method (e.g., GloVe) and Neural embedding-based methods398

(e.g., Word2Vec & FastText) are trained with the tuned hyperparameters399
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(Shown in Table 4). The FastText SG version can carry the sub-word informa-400

tion at the embedding model training phase. As a result, the morphologically401

rich languages minimize the OOV problems [42]. A total of 18 single embed-402

ding models (6 for Word2Vec, 6 for FastText and 6 for GloVe) are generated403

using the combination of 3 embedding dimensions ED and 2 Window Size).404

All generated models are used for the intrinsic evaluation.405

Single Embedding Model Evaluation:406

In this step, the inputs are single embedding models and provide the best-407

performed embedding models as the output. Three embedding models are408

generated where only one best-performed model is considered from each409

method (GloVe, FastText and Word2Vec). The best-performed embedding410

models are selected based on the intrinsic evaluation in each case. The intrinsic411

evaluators measure the quality of an embedding model for specific NLP tasks,412

reduce the downstream task training time, and minimize the OOV issues [36].413

Algorithm 3 illustrates the process of intrinsic evaluation.414

In Algorithm 3, the function HumanJudgementScore(.) returns pair-wise415

annotator scores of semantic (Hm), syntatic (Hy), relatedness (Hr), and anal-416

ogy tasks Hat datasets respectively. The ath embedding model (e.g., em) is417

evaluated based on the four datasets (e.g., sm, sy, sr & at). Each of the datasets418

calculates the cosine similarity score for each word pair. The Spearman corre-419

lation (SprCor(.)) and Pearson correlation (PerCor(.)) functions sequentially420

take the annotator’s judgement scores and cosine similarity scores for each of421

the datasets, which return the Spearman correlation (ρ) and Pearson correla-422

tion (δ). The Spearman correlation score of the semantic, syntactic, relatedness423

and analogy task is denoted by the ρm, ρs, ρr, and ρat respectively. Similarly,424

the Pearson correlation scores are represented by δm, δs, δr, and δat respec-425

tively. The Pavg(.) function takes these six scores and returns the average426

score value for the combination of the bth embedding model hyperparame-427

ters. In these ways, the intrinsic evaluators evaluate all the embedding models428

and select the best-performing embedding models using the best(.) function.429

Finally, the ∆3(.) function returns the best-performed three embedding models430

(Ba).431

Attention-based Positional Embedding Feature Fusion:432

The split corpus BCovC(Tn, T e) and the best-performed embedding models433

Ba ∈ {GloV e, FastText,Word2V ec} are used as the inputs and generates the434

fused feature matrix (FMq/FMq′ ), where q ∈ (plb + qlb), q
′ ∈ (pul + qul).435

Fig. 3 shows the abstract view of the attention-based positional embedding436

feature fusion method. Initially, the training sample (Tn) sequentially extracts437

the feature using the mapping function M(.) and ath embedding model. The438

ath embedding model feature matrix for qth training sample is represented by439

FMqa ∈ Rsl×ED, where sl ∈ 256 denotes the maximum sequence length and440

ED ∈ 300 indicates the optimal embedding dimension.441



Springer Nature 2021 LATEX template

CovTiNet: Covid Text Identification Network 17

Algorithm 3 Intrinsic Evaluation for Word Embedding Models

1: procedure ∆3(S)
2: sm := XP Semantic words pairs
3: sy := XP Syntactic words pairs
4: sr := XP Relatedness words pairs
5: at := Xa Analogy tasks
6: Hm, Hy, Hr, Hat := HumanJudgementScore(sm, sy, sr, at)
7: Ir = []
8: for ab in range(1, len(S)) do
9: Cm := [], Cy := [], Cr := [], Cat = []

10: em = S[ab]
11: for i in range(1, XP − 1) do
12: Cm.append(CosineSimilarity(sm[i], sm[i+ 1], em))
13: Cy.append(CosineSimilarity(sy[i], sy[i+ 1], em))
14: Cr.append(CosineSimilarity(sr[i], sr[i+ 1], em))
15: end for
16: for i in range(1, Xa) do
17: temp = at[i]
18: Cat.append(CosineSimilarity(temp[3], temp[4], em))
19: end for
20: {ρm, ρs, ρr, ρat} := SprCor(Hm, Cm, Hy, Cy, Hr, Cr, Hat, Cat)
21: {δm, δs, δr, δat} := PerCor(Hm, Cm, Hy, Cy, Hr, Cr, Hat, Cat)
22: lb := Pavg(ρm, ρs, ρr, ρat, δm, δs, δr, δat)
23: Ir.append(lb)
24: end for
25: Ba := best(Ir), a = [GloV e, FastText,Word2V ec]
26: return Ba

27: end procedure

The qth training sample sequentially produces three feature matrices, e.g.,
FMq1 for GloV e, FMq2 for FastText and FMq3 for Word2V ec. Whereas q

′th

testing sample produces three feature matrices denoted by FMq′1 for GloV e,
FMq′2 for FastText and FMq′3 for Word2V ec. The word position is crucial
information for the context-aware word-level semantic, and syntactic feature
representation [43]. The position-based information is added before apply-
ing the self-attention operation. The q/q

′
sample sinusoidal position encoding

operation is conducted using Eq.11.

PEq/q′ [1 : sl] =

{sin( pos

10000(2×pos/ED)
), if (pos%2)==0 pos=1,...,sl

cos pos

10000(2×pos+1/ED)
, otherwise pos=1,...,sl

(11)

Here, ED denotes the embedding dimension and the word position of q/q
′

sample is pos ∈ sl. This position encoding is just added to the training/testing
sample (q/q

′
) and fed to the trainable self-attention block, i.e., Attention(.).
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The self-attention block contains nine trainable weight matrices, e.g., three
for GloVe, three for FastText and three for Word2Vec. The generalized form
of matrices are query (W aQ ∈ Rsl×ED), keys (W aK ∈ Rsl×ED) and values
(WFMqa ∈ Rsl×ED) for GloVe, FastText and Word2Vec respectively. However,
the attention of qth sample is calculated using Eq. 12.

FM
′

qa = (
(FMqa ×W aQ)× (FMqa ×W aK)T√

ED
)× (FMqa ×WFMqa) (12)

Here, FMqa indicates the input fused feature matrix whereas FM
′

qa rep-442

resent the attention-based output fused feature matrix of ath best performing443

embedding model (i.e., a = [1 : GloV e, 2 : FastText, 3 : Word2V ec]). The444

addition and layer normalization block is combined with an attention-based445

and positional encoding feature, which improves the word-level correlation [43].446

The layer-based normalized feature is forwarded to the feature fusion block447

and fuses the feature value using Eq. 7. In the training phase, the fused feature448

is denoted by FMq and used in the attention-based CNN training module,449

whereas the testing time fused feature is represented by FMq′ and will be used450

for the attention-based CNN model evaluation purpose.451

5.1.2 Covid Text Identification Training452

Investigate the performance of the Covid text identification task, this research453

investigates the performance of six deep learning-based (i.e., BiLSTM, DCNN,454

CNN, LSTM, VDCNN & ACNN) and four transformer-based (i.e., BERT-455

M, DistilBERT, ELECTRA-Bengali & IndicBERT) methods. The following456

paragraphs describe the training process of deep learning and transformer-457

based methods.458

Deep Learning-based Training:459

The deep learning-based methods are trained with the best performing460

three single embedding feature matrix FMqa ∈ Rsl×ED and attention-based461

position embedding feature fusion matrix FMq ∈ Rsl×ED. Where a ∈462

{GloV e, FastText&Word2V ec} and q denotes the total number of training463

samples, these six methods are used the tuned hyperparameters, which shows464

in Table 5 and produce the 36 Covid text identification models using Eq. 8 (e.g.,465

36: (3 single embeddings × six deep learning methods) + (3 fused embedding466

× six deep learning methods) ). The LSTM, BiLSTM, CNN, ACNN, DCNN467

and VDCNN methods have tuned the hyperparameters based on CovC corpus468

and GTX 1070 single GPU[44].469

Transformer-based Fine-tune Training:470

The transformer-based fine-tune training module takes the training samples471

of BCovC and prepares the input feature matrix using the three multi-lingual472

(e.g., BERT-M, DistilBERT-M & IndicBERT) and one monolingual (e.g.,473
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ELECTRA-Bengali) pre-trained language model. Each of the input samples is474

encoded as a 2D input feature matrix (i.e., 2D ∈ R300×768) and sequentially475

feeds to the transformer-based fine-tune training function (i.e., Ψtr(.)). This476

function used the four tuned hyperparameters (e.g., sl, batch size, epoch &477

learning rate), shown in Table 5, and the remaining hyperparameters are used478

as the default values. Four Covid text identification models are generated from479

the four transformer methods. These models are used in the Covid text testing480

phase.481

Baseline Methods Hyperparameters
LSTM layer: 2, sl: 300, hidden-dim: 128, 64, batch size: 32, dropout: 0.45,

0.50, loss: categorical crossentropy, optimizer: adam, epoch: 30.
BiLSTM layer: 2, sl: 300, hidden-dim: 128, 64, batch size: 16, dropout: 0.30,

0.40, loss: categorical crossentropy, optimizer: adam, epoch: 40.
DCNN layer: 6, sl: 300, epoch: 100, learning rate: 0.10, dropout: 0.50

activation: ReLU & softmax
CNN CNN layer: 1, No. kernel: 3, kernel size:177, sl: 300, activation:

ReLU & softmax, batch size: 64,epoch: 80, learning rate: 0.01,
dropout: 0.56, pooling:max & avg.

ACNN CNN layer: 1, Attention layer: 2, No. kernel: 3, kernel size:177,
sl: 300, activation: ReLU & softmax, batch size: 64,epoch: 80,
learning rate: 0.01, dropout: 0.56, pooling:max & avg.

VDCNN layer: 15, Max.-len: 300, activation: ReLU & softmax, batch size:
64,epoch: 100, learning rate: 0.01, dropout: 0.56, pooling:max &
avg.

BERT-M,
DistilBERT-M,
ELECTRA-Bengali
& IndicBERT

sl: 300, batch size: 6, epoch: 10, learning rate: 2e-4

Table 5: Hyperparameters of deep learning & Transformer-based fine-tune
methods

Due to GPU memory limitation, this research fine-tuned only a smaller482

number of hyperparameters for transformer models (shown in Table 5), and483

other parameters are used as default. The maximum batch size and sequence484

length are 6 and 300, respectively.485

5.1.3 Covid Text Identification Testing486

The CTI test phase is evaluated the different deep learning and transformer-487

based model performances for the unknown CTI dataset (i.e., T e). The488

following paragraphs summarize the deep learning and transformer-based CTI489

model evaluation details.490

Deep Learning-based Testing491

In this phase, 36 CTI models (e.g., 36: (3 single embedding × six deep learning492

methods) + (3 fused embedding × six deep learning methods) ) are evalu-493

ated with the test set T e. Each of the test sample q
′ ∈ T e is mapped with494
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the best performing embedding Ba using mapping function M(.) and pro-495

duces two feature matrix FMq′ and FMq′a. The (FMq′ & FMq′a) ∈ Rsl×ED,496

ED denotes the embedding dimension and sl denotes the maximum sequence497

length. Now, the k
′
th deep learning method is initialized with the pre-trained498

CTI model wight Θk′ and produces the expected output Ok′ using Eq. 9. The499

softmax operation normalizes the output, and the maximum softmax value500

index indicates the corresponding category.501

Transformer-based Fine-tune Testing502

The four transformer-based models’ performance is verified by the BCovC test503

set (e.g., T e). Each test sample is produced as a 2D feature matrix (i.e., 300)504

and is predicted by the fine-tuned model. The fine-tuned model has generated505

an expected category value. The softmax operation normalizes this expected506

value; the maximum value index is indicated in the corresponding category.507

5.1.4 Best Model Selection508

This section aims to select the best performing Covid text identification model509

from four transformer-based and thirty-six deep learning-based models. Each510

classifier is trained with the training set Tn ∈ BCovC, and accuracy is mea-511

sured by the test set T e ∈ BCovC. Among the 40 model evaluation results,512

the maximum accuracy model is selected for the Covid text identification513

system (named CovTiNet). The following subsections describe the details of514

CovTiNet.515

5.2 CovTiNet516

The Proposed Covid text identification system (i.e., CovTiNet) has been built517

up with two significant modules, i.e., the attention-based position embedding518

averaging of GloVe and FastText (APeAGF) for text feature representation519

module and attention-based convolutional neural networks (ACNN) for Covid520

text identification module. Fig. 5 shows the abstract view of the proposed521

CovTiNet. The following subsection describes the details of the two modules.522

5.2.1 APeAGF523

In Figure 5, the attention-based position embedding averaging of GloVe and524

FastText (APeAGF) module takes input as training and testing set, i.e.,525

(Tn/T e) ∈ BCovC and output is the feature matrix (e.g., FMq/FMq′ ). The526

qth ∈ Tn training and q
′th ∈ T e testing sample is sequentially represented the527

features matrix FMq1 and FMq′1 for GloVe embedding, whereas FMq2 and528

FMq′2 for FastText embedding using Eq. 11. In addition to better syntactic529

feature representation, position encoding (PE) is added to these feature matri-530

ces. The function of Attention(.) calculates the attention value of each word531

in the feature matrix and improves the contextual representation of train-532

ing/testing samples (i.e., q/q
′
) using Eq. 12. The attention value normalization533
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Fig. 5: High-level View of CovTiNet

functions ALN(.) take the attention-based feature matrix and original feature534

matrix (i.e., take from skip-connection). The ALN(.) function normalized the535

attention value and forwarded it to the feature fusion module. The feature536

fusion module is just averaging the attention-based feature matrix of GloVe537

and FastText. Finally, the APeAGF module output FMq for qth training sam-538

ple attention-based feature matrix and FMq′th testing sample attention-based539

feature matrix. The FMq will be used for training purposes, and FMq′ will540

be used for testing purposes.541

5.2.2 ACNN542

The Attention-based Convolutional Neural Networks (ACNN) module works543

in two steps. The ACNN module training with the training set Tn generates a544

Covid text identification model in the first step. In the second step, the Covid545

text identification model is evaluated by the testing set T e and calculates546

the performance of the ACNN module. The following paragraphs describe the547

details of the two steps.548

Attention-based CNN Training:549

The training function Ψ(.)tr takes the training samples fused feature matri-550

ces FMq : FMm ∈ Rsl×ED and outputs a Covid text identification model551

Θk′ . Initially, a convolution operation is applied to the single CNN layer with552
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three different kernel sizes (i.e., v = [2, 3, 4]). The vth kernel conducted the553

convolution operation (ConVv) using Eq. 13.554

Cv[1 : Fv] = KWv[v : ED]⊗FMq+biasv, v = [2, 3, 4]; q = 1, ..., plb+qlb (13)

Here, vth trainable kernel indicates KWv and the convolution output is rep-
resented by Cv. The three kernels’ convolution output is stored in Cv and is
forwarded to the second layer. The second layer applies kernel-wise activa-
tion and max-pooling operations. The vth kernel activation and max-pooling
operation is conducted by Eq. 14.

Pv[1 : len(Fv)] = MaxPooling(ReLU(Cv[1 : F1])), v = [2, 3, 4] (14)

The ReLU(.) activation function (ACv(.)) normalized the sentence-level555

convoluted features and the max-pooling function MPv(.) returns a single556

maximum value from the trainable convolution output (i.e., Cv). The output of557

the max-pooling operation is stored in Pv and forwarded to the third layer (i.e.,558

Attention(.)). The attention layer calculated the sentence-level attention using559

Eq. 12 and concatenated the three kernels (e.g., v = [2, 3, 4]) attention-based560

feature (Av). This concatenated feature is passed to another attention-based561

encoding layer (ComAttention), and the dropout operation is applied. The562

dropout operation randomly blocks some neuron values, which helps over-563

come the overfitting issues. Finally, the dropout features are forwarded to the564

softmax layer, predicting the Covid identification score. The error value is cal-565

culated from the predicted and ground-truth value and adjusts the error using566

the backpropagation operation. At the end of the training, the attention-based567

CNN saves a Covid text identification model (Θk′ ), which is used in the next568

phase (i.e., the attention-based CNN testing phase).569

Attention-based CNN Testing:570

The attention-based CNN test function calculates the model’s ability to per-
form the task (Ψts(.)). The function takes the Covid text identification model
(Θk′ ) and sequentially predicts the test set samples (T e). The q

′
test sample

fused feature matrix FMq′ : FMq′ ∈ Rsl×ED. The fused feature matrix is fed
to the pre-trained mode (Θk′ ) and calculates the expected value using Eq. 15.

Ek′ [q
′
] = Θk′ × FMq′ , q

′
= 1, ..., pul + qul (15)

The Ek′ [q
′
] denotes the expected value of q

′th test sample (i.e., T e). Now, the
expected value is normalized by Eq. 16.

Ok′ [q
′
] = max(

e(Ek
′ [q

′
])∑z=pul+qul

z=1 e(Ek
′ [z])

), q
′
= 1, ..., pul + qul (16)
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Here, Ok′ [q
′
] indicates normalized expected value of q

′
test sample. All of571

the statistical measures will use this outcome of (Ok′ [q
′
]) to evaluate the572

performance of the model.573

6 Experiments574

The CovTiNet framework is implemented using the Pytorch: 1.9.0, Pandas,575

and Sklearn libraries, Python3 (version: 3.6), Numpy, Transformer ( ver-576

sion:4.9.0 ) and Tensor-flow (version: 2.0). The Hardware configurations are a577

multi-core processor (core-i7) with NVIDIA GTX 1070 GPU (Internal GPU578

memory 8GB) and 32GB physical memory. The following subsection describes579

the intrinsic (i.e., embedding) and extrinsic (i.e., Covid text identification)580

evaluation of the models.581

6.1 Intrinsic Evaluators582

The intrinsic evaluators evaluate each word embedding model’s word-level
semantic, syntactic, relatedness or analogy tasks performance. This evalua-
tion helps to decide the best-suited embedding model for the downstream
task (CTI) that requires a minimum time and memory usage (based on Algo-
rithm 3). The semantic (CSm

), syntactic (CSy
) and relatedness (CSr

) similarity
measure is calculated using Eq. 17.

Ccs(Aw, Bw) =

−→
Aw ·

−→
Bw

−→
Aw ×

−→
Bw

, cs = [Sm, Sy, Sr] (17)

Here, Aw and Bw denote the semantic, syntactic or relatedness first and second583

word of the intrinsic datasets, respectively. The feature vector of word Aw and584

Bw represented by
−→
Aw and

−→
Bw respectively. Ccs presents the Cosine similarity585

score of cs ∈ {Sm, Sy, Sr}. The average Cosine similarity score of semantic,586

syntactic and relatedness datasets are calculated using Cosine similarity score587

Ccs, which are represented by CSm
, CSy

and CSr
respectively. In this study,588

we also measure the Spearman (ρ), and Pearson (δ) correlations [45] using the589

Cosine similarity and human judgement scores.590

The word analogy also measures the embedding model performance using
the pair-wise word alikeness, such as: if word Aw is to be word Bw and word
Cw is to be word Dw then pair (Aw:Bw) is alike (Cw:Dw). The word alikeness
problem is solved by the 3COSADD [46], and 3COSMULL arithmetic formu-
lations [47]. For this purpose, given this (Aw:Bw :: Cw : −) then find the best
match word for the blank − (i.e., Dw) such that (Aw : Bw) is alike (Cw : Dw).
To solve this problem, the 3COSADD finds the best matching word Dw using
Eq. 18.

Dw = max
Dw∈V

(Ccs(Dw, Cw)− Ccs(Dw, Aw) + Ccs(Dw, Bw)), cs = [at] (18)
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Here V is the total number of vocabularies in the embedding model. Another591

variation of this solution is 3COSMULL to find the best-matching word Dw592

using Eq. 19.593

Dw = max
Dw∈V

Ccs(Dw, Cw)× Ccs(Dw, Bw)

Ccs(Dw, Aa) + ϵ
, cs = [at] (19)

Here, ϵ is a small (i.e., 0.000001) value used for overcoming the division by594

zero. For calculating the arithmetic correlation of Dw with other three words,595

Eq. 18 or 19 is used, whereas Eq. 17 is used to compute Cosine similarity. The596

word analogy task performance is calculated by the ratio of Acc
len(at)

, where Acc597

indicates the total number of deserted words Dw found and len(at) represents598

the length of the analogy task.599

6.2 Extrinsic Evaluators600

The extrinsic evaluators assess the CTI task performance of the models. The601

accuracy and error of the proposed CovTiNet is estimated by several statistical602

metrics such as accuracy (Ac), precision (Pc), recall (Rc), micro f1 score (F1),603

macro average (Ma), weighted average (Wa), and confusion matrix.604

6.2.1 Ablation Analysis605

An ablation analysis is carried out for selecting features extraction method606

and text identification method from a set of methods [48]. For this anal-607

ysis, three best-performed single embeddings (i.e., GloVe, FastText, and608

Word2Vec) and three best-performed attention-based feature fusion embed-609

dings (i.e., AeCGF, AeCPGF and AeAGF) are evaluated for feature extraction610

methods. In contrast, ten text identification methods (i.e., CNN, ACNN,611

VDCNN, CNN, LSTM, BiLSTM, BERT-M, DistilBERT, ELECTRA-Bengali,612

and IndicBERT) are evaluated for Covid text identification system. The final613

CovTiNeT system comprises the best-performing feature extraction and text614

identification methods.615

7 Results616

The developed CovTiNet is evaluated in two ways: feature extraction perfor-617

mance evaluation (i.e., intrinsic version) and CTI performance evaluation (i.e.,618

extrinsic version).619

7.1 Intrinsic Evaluation620

The intrinsic evaluation is carried out on a word-level semantic/syntactic621

performance. Therefore, the position encoding value can not be used in622

attention calculation. Only the attention and fusion operations are employed623

to represent word semantics. Table 6 shows the performance of Spearman624

(ρ), Pearson (δ) and Cosine similarity of semantic (Sm), syntactic (Sy) and625
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relatedness (Sr) datasets. The embedding parameter identification (EPI) Algo-626

rithm selects three embedding dimensions (EDs) (e.g., ED ∈ {200, 250, 300})627

and two contextual windows (e.g., 12 and 13) for GloVe, FastText and628

Word2Vec methods. These three methods yield 18 single embedding mod-629

els using CovEC corpus. The best-performed embedding models are used630

to generate the attention-based feature fusion model using Concatenation631

(ConCat), Averaging (Average), and Concatenation with principal component632

analysis (ConCat− PCA) methods [49]. The ConCat method produced four633

fused embedding feature matrices (e.g., GloVe+FastText, GloVe+Word2Vec,634

FastText+Word2Vec, GloVe+FastText+Word2Vec). The other two methods635

also generated eight fused embedding feature matrices. Among these 18 sin-636

gle and 12 fused embedding models, top-performed three single (e.g., one637

from GloVe, one from FastText and one from Word2Vec) embedding and638

three fused embedding (e.g., AeCGF: Attention-based embedding with Con-639

Cat (GloVe, FastText), AeAGF: Attention-based embedding with Averaging640

(GloVe, FastText), AeCPGF: Attention-based embedding with ConCat-PCA641

(GloVe, FastText)) models are selected for the downstream task (i.e., CTI).642

Table 6 illustrates the summary of the best-performed single and fusion-based643

embedding models.644

Models
Semantic Sm(%) Syntactic Sy(%) Relatedness Sr(%)

ρm δm
−→
C Sm ρy δy

−→
C Sy ρr δr

−→
C Sr

GloVe 65.97 67.10 79.13 70.93 76.33 80.41 81.67 81.89 88.10
Word2Vec 49.74 52.07 56.92 51.50 54.29 60.80 60.11 63.19 66.28
FastText 56.29 63.48 67.03 66.11 67.16 67.20 68.84 72.59 74.31
AeAGF 68.20 69.10 81.78 73.68 79.27 82.41 83.01 84.70 88.59
AeCGF 65.83 67.04 78.90 72.93 77.46 81.18 82.21 83.57 87.02
AeCPGF 66.70 67.96 79.02 73.05 77.53 80.11 83.79 83.72 88.52

Table 6: Intrinsic performance of the best-performed embedding models

The maximum Spearman (ρm), Pearson (δm), and average cosine similar-645

ity (
−→
C Sm) of semantic dataset are 68.20%, 69.10% and 81.78% respectively646

achieved by AeAGF. Similarly, the syntactic dataset obtained the maximum647

accuracy of 73.68%, 79.27% and 82.27% by AeAGF. In contrast, the relat-648

edness dataset obtained the maximum value for Spearman (ρr) and Pearson649

(δr) from AeCPGF. Overall, Pearson (δy) performance has an improvement650

of 2.94% for the syntactic dataset using the attention-based feature fusion651

embedding model compared to the single embedding (i.e., GloVe, FastText652

& Word2Vec). The attention operation improves the word-word correlations,653

whereas the feature fusion operation combines the unique features of semantic,654

syntactic and relatedness from the single embedding. Thus, it is confirmed that655

attention-based feature fusion is better than single embedding for extracting656

textual features.657

Table 7 shows the performance of analogy tasks for single and attention-658

based feature fusion embedding models. In most cases, the intrinsic evaluation659
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Models
Semantic at(%) Syntactic at(%) Relatedness at(%)

Add Mull Add Mull Add Mull
GloVe 46 52 50 60 64 66
FastText 42 44 42 50 60 64
Word2Vec 38 42 40 48 60 62
AeAGF 50 56 54 64 62 68
AeCGF 48 54 52 60 62 66
AeCPGF 50 50 52 62 66 68

Table 7: Performance of the best-performed embedding models for analogy
tasks regarding 50 semantic, 50 syntactic & 50 relatedness word-pairs.

revealed that the attention-based average feature fusion (AeAGF) with660

GloVe+FastText achieved the highest performance for semantic, syntactic, and661

relatedness datasets. The attention-based fused feature combines the morpho-662

logically significant variations of the Bengali language. The maximum semantic663

(50% & 56%) and syntactic (54% & 64%) analogy accuracies have been664

achieved from AeAGF feature fusion, whereas the relatedness dataset obtained665

a maximum accuracy of 68% for AeCPGF and AeAGF feature fusions.666

Among 30 embedding models (18 for single and 12 for fusion), the intrinsic667

evaluators select the best three models to perform the downstream task (CTI).668

Thus, instead of sending all 30 models for training, the system can use only669

the best models, reducing the downstream task’s time and storage complexity.670

Due to intrinsic evaluation, 90% (i.e., only the top three models can be used671

instead of 30 for CTI task evaluation) of training time was saved to perform672

CTI tasks. For better clarification, we investigate one best single embedding673

model (GloVe) and two fused embedding models (e.g., AeAGF and AeCPGF)674

for CTI tasks. The following section describes the performance of the various675

models for CTI tasks.676

7.2 Extrinsic Evaluation677

The six deep learning baseline methods, the proposed CovTiNet method,678

and the four transformer-based fine-tuning methods produced 40 models679

(where deep learning + CovTiNet contributed 36 models and the transformer-680

based technique contained four models). Among these 40 models, Table 8681

shows the performance of 17 models (six best-performed models, six worst-682

performed, and four transformer-based fine-tuned models), including the683

proposed CovTiNet for CTI tasks. The extrinsic evaluation reported the CTI684

task performance based on the learning ability and intelligence of the model.685

Results revealed that the proposed model (CovTiNet) achieved the max-686

imum accuracy of 96.61 ± 0.001%, whereas GloVe+LibSVM achieved the687

minimum accuracy (82.26 ± 0.001%). The proposed attention-based fusion688

and position encoding improved the accuracy of 14.35± 0.001% compared to689

GloVe+LibSVM, 5.72 ± 0.001% from GloVe+LSTM and 4.92 ± 0.001% from690

CNN. There are two critical reasons for improving the proposed CovTiNet691

performance compared to other models: (i) the proposed position encoding692
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Models Ac(%)
Ma (%) Wa (%)

Pc Rc F1 Pc Rc F1

GloVe+LibSVM 82.26±.001 82 82 82 82 82 82
GloVe+LSTM 90.89±.001 91 91 91 91 91 91
GloVe+BiLSTM 92.54±.001 93 93 93 93 93 93
GloVe+VDCNN 93.17±.001 93 93 93 93 93 93
GloVe+DCNN 92.32±.001 92 92 92 92 92 92
GloVe+CNN 91.69±.001 92 92 92 92 92 92
APeAGF+LibSVM 84.75±.001 85 85 85 85 85 85
APeAGF+LSTM 92.64±.001 93 93 93 93 93 93
APeAGF+BiLSTM 95.14±.001 95 95 95 95 95 95
APeAGF+VDCNN 93.65±.001 92 91 92 94 94 94
APeAGF+DCNN 92.97±.001 93 93 93 93 93 93
APeAGF+CNN 94.13±.001 94 94 94 94 94 94
BERT-M 95.88±.001 96 96 96 96 96 96
DistilBERT-M 95.01±.001 95 95 95 95 95 95
IndicBERT 93.13±.001 93 93 93 93 93 93
ELECTRA-Bengali 96.19±.001 96 96 96 96 96 96
CovTiNet (Proposed) 96.61±.001 97 97 97 97 97 97

Table 8: CTI task performance of the proposed (CovTiNet) and baseline
models. The Ma and Wa values are round up to two decimal point

extracts the word-level syntactic information, and (ii) the attention-based693

fusion enhances the quality of the semantic features representation. Thus, the694

combined attention and position encoding improve linguistic understanding695

concerning Bengali. In contrast, the statistical classifier (e.g., LibSVM), the696

sequential classifier (e.g., LSTM), and the Convolutional classifier (e.g., CNN)697

with non-contextual embedding (e.g., GloVe, FastText and Word2Vec) can698

not adequately represent the Bengali textual features based on semantic and699

syntactic meaning.700

7.3 Comparison with Previous Research701

According to this work exploration, no significant research has been done702

to identify or classify Covid text in Bengali, including corpus development.703

Thus, this study embraced several contemporary methods that have been704

examined on similar tasks in other language datasets. For consistency, a few705

past techniques [5, 50–55] have been implemented on the developed dataset706

(i.e., BCovC) and compared their performance with the proposed approach707

(CovTiNet). Table 9 shows the comparison among various techniques in terms708

of accuracy (Ac), training time in hours (TTH) and GPUmemory consumption709

in GB (GMCG) to perform CTI tasks.710

The transformer-based fine-tuned models (BERT-M, IndicBERT and Dis-711

tilBERT) consumed too much GPU memory and training time compared to712

CovTiNet. However, their accuracy is significantly lower than the CovTiNet.713

Because of the smaller vocabularies in the language model and significant714

morphological variation (semantic and syntactic) of the Bengali language,715

the transformer-based model showed inferior performance. The ELECTRA-716

Bengali is a monolingual language model whose accuracy (96.19%) is much717
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Methods Ac(%) TTH GMCG
BiLSTM+FastText [50] 91.47 0.53 6.5
CNN+FastText [51] 89.45 0.43 3.8
VDCNN+Word2Vec [52] 90.68 0.62 5.6
ELECTRA-Bengali [53] 96.19 0.68 6.2
BERT-M [5] 95.88 3.03 7.9
DistilBERT [54] 94.88 0.70 6.01
IndicBERT [55] 93.13 2.33 7.6
CovTiNet (Proposed method) 96.61 0.51 4.5

Table 9: Comparison between the proposed and recent techniques in terms of
Ac, TTH and GMCG on BCovC

better than the BERT-M (95.88%), IndicBERT (93.13%), and DistilBERT718

(94.88%) due to monolingual effect due to the single language model gained719

much attention for semantic and syntactic representations than multilingual720

models [56].721

7.4 Impact of Attention-based Positional Embedding722

Feature Fusion on CTI Task723

This section demonstrates how the CovTiNet gained better performance than724

other models due to incorporating attention-based positional embedding fea-725

ture fusion and attention operation on the CNN method. Fig. 6a illustrates the726

impact of attention-based CNN (ACNN) embedding on the single embedding727

models (e.g., GloVe, FastText and Word2Vec).728

(a) Ba+(CNN,ACNN) (b) (Ba, Pe)+(CNN,ACNN)

Fig. 6: Impact of position encoding (Pe) on embedding models for CTI task
performance with CNN and ACNN

Due to attention operation on the CNN method, the document-level seman-729

tic and syntactic feature extraction has an accuracy improvement of about730

0.55% by FastText+CNN (from 89.45% to 90.00%). Fig. 6b depicts the impact731

of position encoding operation with the three single embedding models: posi-732

tion encoding with GloVe (PeG), position encoding with FastText (PeF) and733
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position encoding with Word2Vec (PeW). Figure 6b illustrated that the com-734

bination of position encoding on embedding models and attention operation735

on CNN achieved a notable performance improvement in the CTI tasks. The736

position encoding and attention operation have improved by about 0.17% accu-737

racy of GloVe (i.e., 91.93% for GloVe+ACNN, 92.1% for PeG+ACNN), 0.96%738

accuracy improvement of FastText (i.e., 90.00% for FastText+ACNN, 90.96%739

for PeF+ACNN) and 0.77% improvement achieved for Word2Vec embedding740

(i.e., 88.54% for Word2Vec+ACNN, 89.31% for PeW + ACNN). Fig. 6 depicts741

the overall performance of ACNN and the position encoding with embedding742

models, which are better than CNN with single embedding models.743

The intrinsic evaluation results (in Sec. 7.1) showed enhanced performance744

on CTI tasks due to the attention-based average feature fusion. Therefore,745

we analyzed the impact of attention-based average feature fusion and posi-746

tion encoding operation on CNN and ACNN on CTI (Fig. 7a). In particular,747

we investigate three operations: (i) attention-based average feature fusion748

of GloVe+FastText (AeAGF), (ii) attention-based average feature fusion of749

GloVe+Word2Vec (AeAGW) and (iii) attention-based average feature fusion750

of FastText+Word2Vec (AeAFW).751

It is revealed that the attention-based average feature fusion752

(AeAGF+ACNN) has enhanced the maximum accuracy of 0.75% compared to753

AeAGF+CNN (Fig. 7a). Fig. 7b shows the attention-based position encoding754

average feature fusion GloVe+FastText (APeAGF) and Attention operation755

on CNN (ACNN). The CovTiNet system achieved the best accuracy of756

96.61%. Regarding attention operation on CNN, the maximum accuracy of757

2.42% is improved compared to APeAGF+CNN (94.13%). Thus, it is con-758

firmed that the attention-based position encoding average feature fusion and759

attention operation on CNN has a significant performance improvement in760

performing CTI tasks in Bengali.761

(a) attention-based average feature
fusions (AeAGF, AeAGW, AeAFW)

(b) positional embedding average feature
fusions (APeAGF, APeAGW, APeAFW)

Fig. 7: Impact of attention-based and positional embedding-based average
feature fusions on CTI task performance with CNN and ACNN
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Figs. 6 and 7 showed that the attention-based position encoding feature762

fusion is better than the single embeddings. The attention operation on CNN763

has significantly improved the semantic and syntactic features representation764

at sentence and paragraph levels, whereas the position encoding operation765

improved the contextual features representation. Therefore, the combination766

of attention, feature fusion and position encoding showed the enhanced CTI767

task performance by CovTiNet.768

7.5 Ablation Evaluation769

In the text-to-feature extraction module, the three best-performed non-770

contextual embedding methods, i.e. Word2Vec, GloVe, and FastText, as well771

as the three best-performed attention-based feature fusion embeddings (i.e.,772

AeCGF, AeCPGF, and AEAGF) are used for Bengali text-to-feature extrac-773

tion purposes. However, the word-level performance analysis (i.e., intrinsic774

evaluators) is summarized in Table 6 and Table 7. These results drastically775

drop the single embedding performance compared to the attention-based fea-776

ture fusion performance. For example, the best performing attention-based777

averaging of GloVe and FastText-based features fusion (i.e., AeAGF) improved778

the Spearman correlation of 11.91%, 18.46%, and 2.23% for single embedding779

FastText, Word2Vec and GloVe respectively for Semantic similarity dataset780

(i.e., Sm). Similarly, the syntactic, relatedness and analogy task dataset per-781

forms better using AeAGF embedding than other embeddings. From this782

ablation analysis, the text-to-features extraction module removed the sin-783

gle embedding methods (i.e., GloVe, FastText & Word2Vec) and removed784

the other two attention-based feature fusion embeddings (i.e., AeCGF and785

AeCPGF). The position-based information significantly impacts text identifi-786

cation performance, as depicted in Figure 6. This study included the position787

information with AeAGF and named an attention-based position embedding788

averaging of GloVe and FastText (APeAGF). Finally, the APeAGF is selected789

for the part of the CovTiNet module (Figure 5).790

In the Covid text identification module, the ablation analysis initially con-791

siders six deep learning methods (i.e., CNN, VDCNN, DCNN, ACNN, LSTM792

and BiLSTM) and four transformer-based language model fine-tuning methods793

(i.e., BERT-M, DistilBERT-M, ELECTRA-Bengali and IndicBERT). Among794

these ten methods, the ablation analysis carried the attention-based CNN795

(i.e., ACNN) achieved a better performance in terms of accuracy in the Ben-796

gali Covid text corpus (i.e., BCovC). The ten text identification methods’797

performance is summarized in Table 8, where Covid text identification per-798

formance is evaluated using the different combinations of single embeddings799

and attention-based feature fusion embeddings with ten text identification800

methods. So, the ablation analysis concludes the proposed CovTiNet, i.e., a801

combination of attention-based position embedding averaging of GloVe and802

FastText (APeAGF) and attention-based CNN (ACNN) achieved the best803

performance in BCovC text identification corpus and word level intrinsic804

evaluation dataset (i.e., IEDs)805



Springer Nature 2021 LATEX template

CovTiNet: Covid Text Identification Network 31

7.6 Error Analysis806

The error analysis provides in-depth insights into the proposed model’s perfor-807

mance regarding qualitative and quantitative strengths and weaknesses. Fig.808

8 shows a quantitative analysis of the CovTiNet system using the confusion809

matrix.810

Fig. 8: Confusion matrix of the proposed model (CovTiNet) on of test samples

A total of 107 out of 4,314 misidentifications occurred in the Covid test811

samples, whereas 192 out of 4,527 misidentifications occurred in the non-Covid812

test samples due to joint feature distribution presented in both categories.813

For example, Accident and Health-related samples of non-Covid categories814

contain death-related frequent words, which are also available in the Covid815

test samples. As a result, the standard typical word distribution obtained some816

extra attention, and the model failed to detect the actual category. Overall, a817

2.41% error was obtained from the non-Covid category, whereas a 4.36% error818

occurred in the Covid class with an average error of 3.38%.819

Fig. 9 shows some test set samples with the actual and predicted labels.820

The first two Covid test samples (# 1 and #2) are taken from the Newspaper821

domain. The CovTiNet and ELECTRA-Bengali models correctly predicted822

the S# 1 text sample, whereas the other baseline methods failed to predict the823

correct labels due to the limitations of feature extraction methods (e.g., short-824

age of word semantics and context information). The proposed and baseline825
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models cannot predict sample # 2 text samples owing to a shortage of aspect826

information (e.g., Covid-related word and semantic information).827

Fig. 9: Actual and predicted test samples

In Fig. 9, the third and fourth Non-Covid samples are taken from social828

media and newspapers, respectively. The baseline and proposed systems do829

not correctly detect the third sample (i.e., #3) because a large number of830

words are semantically and syntactically similar to the Covid category [57,831

58] whereas the context information is not similar to Covid category. Thus,832

the proposed (CovTiNet) and baseline methods cannot capture the context833

information correctly. The proposed model can successfully detect sample #4834

text samples that express non-Covid health text samples. The proposed system835

correctly predicts this sample, but baseline methods failed to detect it. In this836

sample (#4), most of the words are related to the health category and, like837

with Covid category words, but the aspect is different (i.e., non-Covid). The838

proposed system position encoding and attention-based fusion properly extract839

the semantic, syntactic and context information, whereas the other methods do840

not adequately extract that information. As a result, the proposed CovTiNet is841

better for semantic, syntactic and aspect-based information retrieval purposes.842

8 Discussion843

The CTI is an essential prerequisite task (e.g., controlling the Covid related844

fake news, misinformation and disinformation identification) in social media845

and the World Wide Web. Another reason for CTI is post-Covid information846

retrieval and mining for topics or queries. Bengali is the 7th most widely spo-847

ken language globally, it has been considered one of the crucial low-resource848

languages [5]. To the best of our knowledge, none of the past studies focused on849

identifying or classifying Bengali text related to Covid-19 using deep learning850

techniques. For this reason, this research motivated us to develop an automatic851
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Covid-19 text identification system in Bengali with a newly developed covid852

text corpus (BCovC). This work used attention-based position embedding853

feature fusion with Attention-based Convolutional Neural Networks (ACNN)854

called CovTiNet to perform the task.855

Some key findings of this research are highlighted in the following:856

• In this research (i.e., Sec. 4), Algorithms 1 and 2 explained detailed857

guidelines of corpus development, including data collection, pre-processing,858

annotation and quality measurements. Based on these algorithms, this work859

developed a new corpus (BCovC) for identifying Covid text in Bengali. To860

the best of our knowledge, BCovC is the first corpus in Bengali for Covid861

text identification. The process described in this research can be utilized to862

build any text corpora for other zero or low-resource languages.863

• Morphological variations of a language significantly impact the semantic,864

syntactic and contextual meaning of words. In Sec. 7.1, Tables 6 and 7865

confirmed that the attention-based feature fusion embedding is better than866

the single embedding for extracting textual features. Bengali is a morpho-867

logically rich language that consists of three linguistic variants in written868

forms: Sadhu-bhasha, Cholito-bhasha and Sanskrit-bhasha. As a result, a869

single embedding method cannot represent words or sentences’ semantic and870

syntactic meanings well. In contrast, the attention and feature fusion oper-871

ations can represent text’s better semantic and syntactic meanings. Thus,872

the CovTiNet model achieved superior performance than baseline models873

for Covid text identification [59].874

• The combinations of word embeddings and classification methods generate875

40 classifier models. It is very arduous and time-consuming to evaluate all876

modes. We can reduce the evaluation burden by reducing the number of877

embedding models selected for the downstream task (CTI). In particular, in878

this work, three embedding models and six deep learning methods produce879

18 classifier models only for a single hyperparameter combination. There880

were 40 CTI models, i.e., 36 for deep learning models and 4 for transformers881

models. It is possible to select only the best embedding models and use882

them to perform the classification task for better outcomes [60]. This work883

introduced an intrinsic evaluation method (see Algorithm 3) to evaluate the884

embedding models (Sec. 5.1.1). We selected the best-performed embedding885

models based on intrinsic evaluation, and only these modes are used for the886

CTI tasks. This process will help generate fewer classifier models (due to the887

reduced number of combinations of embedding and classification methods),888

reducing the training and evaluation time. The technique proposed in this889

work may be used for other low-resource languages.890

• Table 8 showed the performance of baselines and the proposed model891

(CovTiNet) to perform the CTI task in Bengali (Sec. 7.2). Although the892

transformers-based fine-tuning models have achieved state-of-the-art results893

for text classification tasks in high-resource languages (like English), these894

models cannot show better performance due to large morphological varia-895

tions in Bengali. At the same time, the performance of non-contextual word896
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embedding models has improved due to the integration of attention-based897

feature fusion and position encoding schemes. It is evident from Table 8898

that the tokenization operation of transformer-based language models had899

degraded the classification performance, position encoding improved the900

contextual information, and attention-based feature fusion improved the901

semantic and syntactic feature representations.902

• The non-contextual embedding methods (i.e., Word2Vec, FastText, GloVe)903

cannot extract the context-aware and semantically or syntactically corre-904

lated features due to their methodological limitations. To overcome the905

non-contextual embedding issues, this research introduces an attention-906

based position embedding feature fusion. Three additional operations have907

been added with the non-contextual embeddings, such as (i) word-position908

information, which improves the context-aware feature representations,909

(ii) fusion of multiple non-contextual embeddings, that combine multi-910

ple embedding features and enhances the semantic/syntactic correlations911

and (iii) finally applied the attention operation for improving the holis-912

tic feature representation. To the best of our knowledge, this is the first913

attempt to develop the attention-based position embedding feature fusion914

for a resource-constrained (i.e., Bengali) language using non-contextual915

embeddings.916

• Due to morphological variation and lack of impactful global features, the917

existing single-layer multi-kernel CNN has not adequately extracted the918

sentence and document-level semantics of Bengali texts. In this regard,919

the attention operation is applied after the CNN operation. This attention920

operation improves the word-word correlation and extracts better sentence-921

level features. These sentence-level features also improve the document-level922

semantics and overcome the existing CNN shortcomings. We developed923

a network called CovTiNet by combining APeAGF and attention-based924

CNN (ACNN). We have tuned this network on the developed dataset with925

optimized hyperparameters (Table 8).926

• In this research, the text pre-processing and expert-level annotation oper-927

ations have overcome the data-level uncertainty, whereas the model uncer-928

tainty is partially overcome by the expected and soft-max probability values.929

The developed CovTiNet is a neural network-based supervised classification930

method where a set of non-linear equations (i.e., Eqs. 1-14) have been applied931

for text-to-expected category tagging purposes. The CovTiNet output layer932

contains two probability-related equations (concerning uncertainty), such as933

the expected category selection equation (Eq. 15) and the soft-max probabil-934

ity distribution equation (Eq. 16). The Covid text identification is a binary935

text classification task. Eq. 16 is forced to assign a category name based936

on the maximum probability value, and subtracted value is partially con-937

sidered as an uncertainty or error value of the corresponding category (i.e.,938

ground-truth maximum probability). Thus, if the input contains an out-of-939

distribution (OOD), then the soft-max value must belong to any category940
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(Covid or non-Covid). However, an uncertain situation is when a text con-941

tains OOD value and equally distributed information, and both categories942

contain equal probability value. The uncertainty can be solved using a multi-943

label text classification task, but the current research’s primary concern is944

to develop a multi-class text classification task. A future research task will945

consider a more depth analysis of the uncertainty in the deep learning model.946

The developed CovTiNeT system is generalized interims of language, i.e.,947

CovTiNet is generalized for Bengali text classification tasks, such as sen-948

timent analysis, emotion classification and other Bengali text classification949

domains. The proposed CovTiNet can be applied to similar applications in950

other low-resource languages. This system can be applied straight away to951

other resource-constrained languages (e.g., Urdu, Arabic, Hindi, and oth-952

ers) by simply tuning the hyperparameters if the corpus is available for the953

respective language.954

• If a sample text belongs to the Covid category or non-Covid category with955

a specific ratio at the same time, the uncertainty of this kind is resolved by956

the CovTiNet model (i.e., employing Eqs. 15-16), where the decision is made957

in favour of the category based on the maximum expected value. Although958

uncertainty related to the text classification task described in this research959

is not reasonably related to the methods explained by Lotfi et al. [2] and960

Kropat et al. [61], we will explore uncertainty issue in future.961

• Future uncertainty in the text classification domain relates to the difficulty962

of predicting the exact nature of future data sets and the types of text clas-963

sification problems that may arise [62]. There is also uncertainty around the964

availability and effectiveness of new technologies and algorithms that may965

be used for text classification, as well as the potential for changes in the field966

as new research and data become available. Additionally, there is a need to967

understand the potential risks associated with text classification, such as the968

potential for incorrect or biased classifications and data leakage and privacy969

violations. The development of more effective techniques for handling uncer-970

tainty in text classification is a critical research area that has the potential971

to improve the accuracy and efficiency of these systems significantly. Future972

research in this field will likely focus on developing more advanced ensemble973

techniques, such as stacking and boosting, as well as exploring the poten-974

tial implications of new methods and technologies. Additionally, researchers975

must consider the potential risks associated with text classification, such976

as incorrect or biased classifications, data leakage and privacy violations.977

Finally, to ensure the reliability of text classification systems, it is crucial to978

assess the potential for future uncertainty and develop methods to mitigate979

it.980

• The CovTiNet does not work for short text (when two or three words exist981

in a document). The attention-based feature fusion may incorrectly change982

the semantic/syntactic meaning due to biased attention operation. On the983

other hand, the ACNN required more training due to additional attention984

parameters.985
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9 Conclusion986

This research presented an intelligent text processing framework (CovTiNet)987

to identify Covid-related texts in Bengali using an attention-based positional988

embedding feature fusion with ACNN. The data-driven position encoding and989

attention-based feature fusion overcame the OOV issues of single embeddings990

and improved the contextual semantic/syntactic features representation. The991

attention operation enhanced the Bengali feature correlations of word-level992

and sentence-level, whereas the position encoding and feature fusion improved993

the contextual representation. Additionally, due to the unavailability of Covid-994

related datasets, this study developed a couple of corpora: Bengali Covid text995

corpus (BCovC) and Covid embedding corpus (CovEC) for covid text iden-996

tification and classification. The intrinsic evaluation has reduced the burden997

of evaluating classification models for the downstream task (CTI). Moreover,998

the proposed CovTiNet framework has achieved an accuracy of 96.61±0.001,999

which is the maximum based on deep learning and transformer-based baseline1000

methods.1001

Although the CovTiNet framework has achieved the highest performance,1002

further improvement can be obtained using another pre-trained transformer-1003

based language model in Bengali (e.g., RoBERTa, ELECTRA and BERT).1004

Improving the sub-word feature representation and dynamic feature fusion1005

methods can enhance the performance of the CTI task.1006
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