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The future of medicine will be predictive, preventive, 

personalized, and participatory. Recent technological 

advancements bolster the realization of this vision, 

particularly through innovations in genomics and bio-

technology. While the domains of predictive, preven-

tive, and participatory medicine have received 

substantial attention, personalization often remains 

underexplored beyond the molecular level, despite the 

longstanding recognition of patient-centeredness as a 

central tenet of biomedical ethics and core domain of 

healthcare quality.

The Patient Preference Predictor (PPP) is a great 

chance to capture the values and preferences that 

inform individuals’ expectations regarding their future 

healthcare, strengthening personalized medicine in the 

full sense of the term. The PPP comes in different 

shapes and colors, ranging from population-based sta-

tistical models to the use of machine learning (ML) 

and generative AI “to extract patients’ values or pref-

erences from individual-level material” (the 

Personalized Patient Preference Predictor, or P4) (Earp 

et  al. 2024, 15). Systems could also be combined, so 

that P4 data could be used to fine-tune individual 

predictions based on population data or vice versa (Biller- 

Andorno and Biller 2019).

These concepts and their possible combinations 

differ with a view to their challenges and limitations. 

Whereas in an exploratory phase it is quite appropri-

ate to be thinking in many possible directions, a crit-

ical assessment of the technical feasibility and ethical 

desirability of the P4 will require clarity about specific 

features, such as the nature of the models (static vs. 

self-learning); their complexity and explainability; the 

kind of data these systems are based on and their 

sources; the level of automation and the role humans 

play in the development and deployment of the models.

Whereas population-based predictions struggle 

with the issue of stereotyping individuals, building 

predictive models on an individual’s past decisions 

will have to deal with a lot of noise that might be 

confusing and misleading. On the other hand, if such 

a digital twin was trained on an individual’s choices 

(and, ideally, their satisfaction with those choices) 

over a sustained period, maybe even a lifetime, it is 

not unlikely it could reliably predict an individual’s 

healthcare choices as least as well as next of kin 

(Iqbal, Krauthammer, and Biller-Andorno 2022). The 

use case for such interactive “decision-making com-

panions” could inspire and support individual reflec-

tion on advance care choices—a feature that could 

be integrated into digital advance directives and 

advance care planning (Biller-Andorno and Biller 

2019; Biller-Andorno and Biller 2021; Biller and 

Biller-Andorno 2023).

AI-based individualized decision-support is part of 

our everyday lives. While it is most notable today in 

consumer tips (e.g., online shopping) and health-related 

recommendations (e.g., on sleep or nutrition), it is 

likely that it will soon extend to medical decisions. 

Bringing together the vast amount of health-related 

personal data that are available in electronic health 

records with individual preferences and choices docu-

mented in online services and social media would in 

principle seem to provide material for a P4. This sys-

tem “could be queried in real-time as to the patient’s 

most likely preferences for treatment in any given 

healthcare crisis” (Earp et  al. 2024, 15).

There is considerable potential for personalized 

patient preference predictions to create value for 

patients and to contribute to better care. However, at 

this stage, a number of technical questions need be 

addressed. For example, for a P4, fine-tuning a large 

language model (LLM) is key to generate robust, indi-

vidualized predictions. The recent Coral study, con-

ducted on an expert-annotated oncological dataset, 

has demonstrated that while zero-shot performances 
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of LLMs are impressive, their accuracy is not suffi-

cient in clinical settings. It also revealed that even 

small changes to the prompt can have a significant 

impact on their performance (Sushil et  al. 2024). The 

lack of robustness of LLMs is a problem in medical 

applications (Ferrario and Biller-Andorno 2024). How 

the fine-tuning of a robust P4 would look like remains 

to be clarified. Crucially, there is still no consensus on 

the procedures to evaluate the performance of 

these models.

There are also legal questions to be addressed, 

including liability issues and the potential classifica-

tion of a P4 as medical device. The fine-tuning of 

individualized LLMs requires managing a daunting 

number of ML pipelines and poses serious risks 

related to data privacy. Further, if more traditional 

ML algorithms already suffer from limited explainabil-

ity (“black box” problem), in the case of P4 this chal-

lenge is multiplied manifold by the use of LLMs. The 

complexity of their architecture makes simple explana-

tions of their predictions particularly difficult. The 

development of P4 will need to be carefully monitored 

to ensure that these systems comply with applicable 

laws and standards.

Any further exploration of the feasibility and desir-

ability of designing, developing, and deploying a PPP–

and, a fortiori, a P4–model will require an intense 

interdisciplinary collaboration of ethicists, AI experts, 

healthcare providers, lawyers, and social scientists, 

with a strong patient and public involvement. The 

best way to discover and tackle relevant issues might 

be to try building such a system (Ferrario, Gloeckler, 

and Biller-Andorno 2023a, 2023b). Even 

well-documented failures and aborted attempts would 

be highly instructive.

When should such a system be considered good 

enough? It has been argued that a PPP would need to 

be only slightly better than chance, given that human 

surrogate decision-making seems to be no more accu-

rate than that (Earp et  al. 2024). Even if this skeptical 

assessment of surrogates’ performance was true, we 

believe that if a P4 were to be used not only as a 

substitute for absent surrogates but also to question 

their judgements or resolve disputes among them, it 

should demonstrably exceed the performance of sur-

rogates. That said, we believe that a P4 should pri-

marily be used to enhance surrogates’ decision-making 

process and facilitate consensus, rather than acting as 

a superior authority to adjudicate conflicts.

High standards for performance would be desir-

able not only because an AI replacing or overriding 

human judgment is a highly sensitive issue that 

requires a robust justification. If P4 were to become 

an established part of AI-based clinical decision-support 

systems, their output would likely carry considerable 

weight. For clinicians, to depart from what a P4 sug-

gests would take considerable resolve, even if it would 

formally only be providing likelihoods of preferences, 

possibly followed by a recommendation. Given that 

professionals might be quite inclined to trust such a 

system, particularly if it has gone through a certifica-

tion process, and that important decisions are at 

stake, high standards should apply regarding accuracy 

and reliability (Biller-Andorno and Biller 2021).

Predictive accuracy is, however, not the only per-

formance measure that could be considered. In addi-

tion to convincing user experience in the respective 

target groups, it would be of interest to see if a P4 

that was integrated into clinical routine could help 

improve goal-concordant care. An even more demand-

ing measure would be a decline in decisional regret 

regarding treatment choices, as perceived by patients 

(if possible) or by surrogates. All these studies are 

methodologically challenging and will demand signif-

icant resources.

Let’s assume we had a carefully developed and eval-

uated system. Users–healthcare professionals, surro-

gates and citizens completing their advance 

directive–would benefit from a “package insert” that 

explains how a P4 functions, what it can offer them, 

and what its risks and limitations are. Such a “package 

insert” would need to be formulated in a way that lay-

persons can grasp—see Figure 1 for an illustrative, 

non-exhaustive example.

In conclusion, the perspectives of P4 are as prom-

ising as they are concerning. Errors could have fatal 

consequences and bias may aggravate inequitable 

access to goal-concordant care. Thus, particular care 

will be required with regard to the design, develop-

ment, implementation and continued evaluation of P4.

Precisely because such systems may come massively 

and fast, given the pace of AI uptake in medicine, 

there is a need for swift but careful scrutiny, if we do 

not want to leave this field to market-driven solutions. 

It may be wise to start out with a P4 as a conversa-

tional reflection prompter that allows users to interro-

gate their own preferences and values. This P4 

conversational agent could feature in a decision aid 

for advance directives. If this worked to users’ satis-

faction, more challenging use cases probing the role of 

a P4 in surrogate decision-making could be addressed.

At this stage, we should encourage a rich pool of 

approaches for pilot testing. Such efforts would need 

to be accompanied by the development of evaluation 

standards and well-designed intervention studies 

focusing on the most promising examples. In 
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addition, understanding how preferences are shaped 

in different societal contexts would help characterize 

biases, internalized social pressure or other factors 

that undermine the articulation of preferences as an 

expression of a person’s autonomy.

Such efforts need to be appropriately funded. It is 

widely accepted that personalized medicine is an expen-

sive but worthwhile undertaking. From an ethics perspec-

tive, it seems obvious that such efforts need to include 

individual treatment preferences and overall goals of care. 

This requires the allocating resources to move from the 

stimulating yet constrained phase of hypothesizing P4 

outcomes to clearly determine what actually works.
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Figure 1. “Package insert” for a P4, called YourCareTM, to be used in clinical emergencies.
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Weighing Patient Preferences: Lessons for a Patient Preferences Predictor

Ben Schwan 

Case Western Reserve University

1 As Earp et  al. (2024) emphasize, there are many ways to build a PPP. My comments will apply broadly, so I will stick with this generic construal. 
But it is worth noting here at the outset that, if feasible, some version of Earp et  al.’s “Personalized Patient Preference Predictor” (P4) will likely 
be best positioned to both realize the benefits and minimize the risks that I discuss in what follows.
2 In setting these concerns aside I do not mean to suggest that they lack force; some highlight serious challenges for the development and general 
use of PPPs. Here, however, my focus is on risks and benefits of implementation that must be grappled with even assuming the more global chal-
lenges can be addressed.
3 For a canonical discussion of what is often called the “substituted judgment standard,” see Buchanan and Brock (1989).

INTRODUCTION

A Patient Preference Predictor (PPP)—an algorithm 

capable of predicting, on the basis of demographic or 

more personalized data, what an incapacitated patient 

would prefer were they capacitated—is a promising 

tool for guiding the care of patients whose treatment 

preferences are not clear. But, as with any tool, it 

might be wielded well or poorly. In this commentary, 

I will briefly sketch an account of why and how 

patients’ preferences matter, then draw on this account 

to illustrate both the potential perks and pitfalls of 

utilizing PPPs in practice.1

To this end, I will be setting aside many of the 

concerns that typically occupy those interested in the 

ethics of PPPs—about how relevant training data is 

acquired, about PPPs’ expected accuracy, about pre-

requisites for their use, etc.2 Instead, my goal is to 

scrutinize why we care about the thing a PPP predicts 

and consider how this should inform the way we use 

our PPP when in fact we use it.

WHY PATIENT PREFERENCES MATTER

Roughly, patient preferences matter because autonomy 

matters. There is a weighty reason to respect patient 

autonomy, and respecting a patient’s autonomy requires 

deferring to their preferences—their expressed treatment 

preference when they have capacity and their hypotheti-

cal treatment preference when they lack it.3 But this 

rough characterization is only roughly right because it 

fails to capture the complicated ways in which different, 

competing preferences are often relevant to respecting 

non-ideal expressions of patient autonomy.

Autonomy is often glossed in terms of an ideal. To 

be ideally autonomous is to have and form fitting, 

authentic beliefs and desires, to enjoy the social sup-

port necessary for good options, and to have the 
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