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Original Article 
AI-based automated evaluation of image quality and protocol tailoring in 
patients undergoing MRI for suspected prostate cancer 
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A B S T R A C T   

Purpose: To develop and validate an artificial intelligence (AI) application in a clinical setting to decide whether 
dynamic contrast-enhanced (DCE) sequences are necessary in multiparametric prostate MRI. 
Methods: This study was approved by the institutional review board and requirement for study-specific informed 
consent was waived. A mobile app was developed to integrate AI-based image quality analysis into clinical 
workflow. An expert radiologist provided reference decisions. Diagnostic performance parameters (sensitivity 
and specificity) were calculated and inter-reader agreement was evaluated. 
Results: Fully automated evaluation was possible in 87% of cases, with the application reaching a sensitivity of 
80% and a specificity of 100% in selecting patients for multiparametric MRI. In 2% of patients, the application 
falsely decided on omitting DCE. With a technician reaching a sensitivity of 29% and specificity of 98%, and 
resident radiologists reaching sensitivity of 29% and specificity of 93%, the use of the application allowed a 
significant increase in sensitivity. 
Conclusion: The presented AI application accurately decides on a patient-specific MRI protocol based on image 
quality analysis, potentially allowing omission of DCE in the diagnostic workup of patients with suspected 
prostate cancer. This could streamline workflow and optimize time utilization of healthcare professionals.   

1. Introduction 

Prostate Cancer (PCa) is the second most diagnosed malignancy in 
the male population worldwide [1]. Within its diagnostic work-up, 
magnetic resonance imaging (MRI) has been established as a crucial 
tool not only for initial diagnosis but also for staging and risk classifi-
cation [2–7]. 

A multiparametric MRI protocol, consisting of T2-weighted, diffu-
sion-weighted (DWI) and dynamic contrast enhanced (DCE) sequences 
[8] is still considered as standard for this examination. More recently, a 
shortened “biparametric” approach, omitting the DCE sequence, has 
shown to provide equal diagnostic value in many cases [7,9–11]. 
Omitting the acquisition of a DCE sequence shortens the examination 
time and eliminates any risk of contrast agent related side effects 

[10,12], thereby increasing patient safety, as well as availability and 
cost-effectiveness of the exam. However, in some cases, the DCE 
sequence is still valuable to correctly classify a lesion, especially in cases 
with poor image quality of unenhanced sequences [13]. 

The challenge lies in identifying which examinations would signifi-
cantly benefit from an additional contrast-enhanced sequence, as 
opposed to those for which a shortened protocol would suffice. While 
having an experienced radiologist evaluate the image quality of each 
examination in real-time to determine the need for contrast-enhanced 
sequences would yield optimal protocols for each individual, such an 
approach would be impractical and inefficient, particularly in large, 
high-throughput centers, where resource constraints are a significant 
factor. Assigning the assessment of image quality to radiological tech-
nologists (RTs) or less experienced resident radiologists could 
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potentially result in reduced accuracy of individualized protocols. In the 
worst-case scenario, patients might need to return to the radiology 
department for a second time to acquire additional dynamic contrast- 
enhanced (DCE) sequences. This would be necessary to complement 
the acquired unenhanced sequences and obtain a diagnostically satis-
factory study. 

Previous studies have suggested the use of a convolutional neural 
network (CNN) to aid in the decision-making process between acquiring 
a “multiparametric” or a “biparametric” protocol based on T2- and 
diffusion-weighted images. This approach demonstrated promising re-
sults, achieving a sensitivity of 94 % and a specificity of 69 %, leading to 
a significant reduction in the number of DCE sequences required while 
maintaining a low patient re-examination rate of only 2 % [14]. How-
ever, these findings were obtained in a retrospective study setting after 
the examinations had already been completed. Our study aimed to 
validate the benefits of automated decision-making and personalization 
of prostate MRI in a clinical setting. Specifically, we sought to assess the 
feasibility and accuracy of automated image analysis and the commu-
nication of results to radiology technologists in a prospective manner. 

2. Materials and methods 

2.1. Workflow 

To integrate the CNN into clinical practice and determine the ne-
cessity of DCE sequences in real-time, the following workflow (Fig. 1) 
was established: 

A server was set up within the hospital’s system to run the applica-
tion’s backend. To communicate the outcomes of automated real-time 
image analysis to radiologic technologists (RTs), a custom mobile app 
was developed and provided to RTs and radiologists via mobile devices. 

Upon finishing the protocol for obtaining T2-weighted and DWI se-
quences, the images were transmitted to the server for processing. 

After analyzing the image, the results were displayed to the RTs in 
the mobile app. The results were divided into three categories: 
“Approved” for images with good quality, “Insufficient” for images with 

insufficient quality, and “Inconclusive” for cases in which the algorithm 
could not reach a decision with sufficient certainty. Based on these re-
sults, the app recommended the following next steps:  

1. Approved: Acquisition is complete and no DCE is needed.  
2. Insufficient: Acquisition of a DCE sequence is required. 
3. Inconclusive: Consultation with a senior radiologist for a final deci-

sion is suggested. 

In the first scenario, the RT would merely confirm the acquisition’s 
completion to the mobile app. In the second scenario, the RT would 
notify the mobile app that a DCE sequence is forthcoming. The case 
would be marked as finished once this acquisition was complete. In the 
third scenario, the RT forwarded the case to the supervising radiologist. 
Subsequently, radiologists would examine cases on their mobile devices 
that were pending review. The radiologists would enter their decision 
after examining the images, which would then be sent to the RT’s device 
and processed accordingly. 

For this particular implementation, the cutoff values used to classify 
the CNN’s outcome, which represents the likelihood of needing DCE 
sequences, were chosen as follows: results < 0.3 were labeled as 
“approved,” results > 0.7 were labeled as “insufficient” and required 
DCE sequences, and results between these cutoffs were labeled as 
“inconclusive” and required radiologist review. These cutoffs were 
chosen based on the experience when evaluating the CNN on a valida-
tion data set. 

2.2. System architecture 

The application was organized into a backend and a frontend 
(Fig. 2.). The backend included a DICOM node, a database (PostgreSQL), 
analysis scripts, and an API (Application Programming Interface). The 
API facilitated communication between the mobile client and the 
backend, adhering to the representational state transfer architectural 
style, a widely used standard for APIs. The frontend was a mobile client 
available for iOS and Android. Communication between the frontend 

Fig. 1. Workflow: (a) Right after acquisition, the non-contrast sequences are analyzed automatically. (b) The result is classified into one of three labels, approved, 
inconclusive and insufficient. (c) If inconclusive, the images are sent to an experienced radiologist for review. (d) If insufficient, DCE sequences are acquired. (e) If the 
non-contrast sequences were approved, no further image acquisition is required and the examination is complete. 
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and backend was secured via the HTTPS protocol within a local network. 
Images from the MR scanner were transmitted using the DICOM 

protocol to the DICOM node of the application. Data transfers were 
restricted to a controlled network segment. The DICOM node stored and 
cataloged the received images. Simultaneously, the analysis script 
regularly checked the DICOM node for incoming files and initiated 
analysis upon receiving the required images (T2-weighted images in 
axial, coronal, and sagittal orientations and the DWI sequences). 

Image analysis was performed using a validated Convolutional 
Neural Network (CNN)[14]. The analysis result, including the likelihood 
of the need for DCE and its interpretation based on predefined cutoff 
values, was then forwarded to the web server. The server stored the 
result and metadata about the examination in a database (Table 1). It 
exposed a REST API to the local network to which the mobile client was 
connected. Additionally, the server maintained the current workflow 
stage for each case, ensuring synchronization among all connected 
clients. 

The mobile client was configured for two main user types: RTs and 
radiologists, by assigning the respective roles. Each role got assigned 
different permissions to provide appropriate authorization. RTs defaul-
ted to the list of cases that either had a new analysis result or were 
reviewed by a radiologist. They were allowed to mark cases as 
completed, as “in DCE” or send them for review by a radiologist. Radi-
ologists in turn were allowed to review cases and mark them as 
“approved” or “DCE required”. All actions were communicated to and 

confirmed by the server. 

2.3. System security 

As the application processed sensible patient data, special efforts 
were dedicated to the system’s security and protection of said data. The 
institution’s network security team supported and approved the system 
design. Industry standard measures were applied, including user 
authentication and authorization, based on a Json Web Token (JWT) 
strategy, without the use of third party auth services. JWT is an open 
standard [15] to securely transmit information, which is commonly used 
for authentication. Communication was secured by TLS encryption, 
using the HTTPS protocol. All the user’s actions were logged and 
therefore documented. 

2.4. Core libraries 

The DICOM node was built using Orthanc [16]. The webserver was a 
NodeJS application, developed using the Express (v 4.17.1) framework. 
The script, which was monitoring the DICOM node for any new studies 
and running the analysis on them, was written in Python (v 3.10.8). The 
mobile client was developed as a cross-platform app using React Native 
(v 0.63.4). 

2.5. Patients & MRI technique 

This study was approved by the institutional review board and the 
requirement for study-specific informed consent was waived. Between 
July and December 2022, the system was implemented in our hospital. 
During this time period, examinations of 53 patients undergoing Pros-
tate MRI were sent to and analyzed by the QRS. One of these cases was 
excluded, being from a patient who previously underwent prostatec-
tomy. The remaining 52 patients were of a mean age of 64.4 (±9.7) 
years. 

The MRI examinations were performed on 3 T MRI scanners 
(Siemens Healthineers, Erlangen, Germany) using MR protocols in 
compliance with current PI-RADS standards [17]. 

2.6. Evaluation 

To evaluate the QRS in a clinical setting, two additional steps were 
added to the workflow:  

1. The RTs, blinded to the results of the application, gave their own 
evaluation of image quality.  

2. Next, radiology residents blinded to results from application and RTs 
evaluated image quality. 

Both answers were recorded by the app’s user interface. Only after 
entering these two responses, the app would show the algorithm’s re-
sults. The workflow would then continue as described above. 

At our institute, the established procedure was a multiparametric 
MRI including DCE for every case of suspected Prostate Cancer. During 
the validation period, all patients were examined according to this 
standard, regardless of the algorithm’s result. However, the RTs and the 
radiologists used the app as if the system’s recommendation on 
acquiring DCE sequences would have been followed strictly, e.g. 
marking a case as „completed“ after the app recommended not acquiring 
DCE sequences. 

Finally, the performance of the CNN implemented as part of the 
application, as well as the assessment of RTs and resident radiologists, 
were evaluated in comparison to a reading of a board-certified radiol-
ogist with 14 years of experience in dedicated prostate imaging (‘expert 
radiologist’, according to ESUR/ESUI consensus [18]), who was blinded 
against the examination’s reports as well as the decisions of the CNN, 
RTs and resident radiologists. 

Fig. 2. System architecture: When T2-weighted and DWI sequences are ac-
quired at the MRI (a), they are sent to a DICOM node (b), on which the image 
analysis algorithm (c) is running. The analysis result is then stored on a web 
server (d) with a database (e). The mobile client (h), used by the RTs (and 
radiologists for reviewing images) can poll the analysis results via the REST API 
(f) of the web server via a secured local network (g). 

Table 1 
Metadata stored during the automatic image evaluation process.  

Parameter Description 
Acquisition Date 

Time 
Timestamp combining DICOM tags “Study Date” (0008, 
0020) and “Study Time” (0008, 0030) 

Study Received Date 
Time 

Timestamp of when the T2w- and DWI-sequences have fully 
been received by the DICOM node. 

Result Stored Date 
Time 

Timestamp of the web server after having received the result 
and having stored it to the database. 

Completed Date 
Time 

Timestamp of when the RT marked a case as completed.  
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2.7. Statistics 

The performances of the CNN, the RTs and the residents compared to 
the reference standard were evaluated by sensitivity and specificity, as 
well as by assessing the inter-reader agreement of the respective groups 
with the expert radiologist, using Cohen’s Kappa [19]. The latter was 
interpreted as follows: > 0.75 excellent agreement, 0.59–0.75 good 
agreement, 0.40–0.58 fair agreement, < 0.40 poor agreement. To assess 
the impact of the automatic analysis on examination times, the average 
duration of the software’s runtime was logged. All statistics were done 
using the python programming language (v 3.10.8) with libraries 
pandas (v 1.5.3), numpy (v 1.23.3) and scikit-learn (v 1.3.0). 

3. Results 

3.1. Accuracy of the CNN 

The software classified 45 of the 52 cases (87 %) as “approved” or 
“insufficient”, leaving 7 (13 %) cases as “inconclusive” and recom-
mended for review. Of 5 examinations that required DCE sequences, 4 
cases (80 %) were correctly identified (Fig. 4). No case got a recom-
mendation of DCE sequences that did not need them. 40 of 45 cases (89 
%) were correctly classified as sufficient image quality, thus not 
requiring DCE sequences. 1 (2 %) was falsely marked as sufficient image 
quality (Fig. 5), thus a return of the patient to acquire the DCE sequences 
in a second examination would eventually have been necessary. This 
results in a sensitivity of the algorithm of 0.8 with a specificity of 1.0, 
and a positive predictive value (PPV) of 1.0 and negative predictive 
value (NPV) of 0.98. Cohen’s Kappa of the software compared to the 
expert reading for the 45 classified cases was 0.88 (95 % CI 0.76–1.0), 
demonstrating excellent agreement. 

3.2. Comparison with RT and resident’s performance 

Over all cases, RTs reached a sensitivity of 0.29 and a specificity of 
0.98, while resident radiologists showed a sensitivity of 0.29 and a 
specificity of 0.93. Cohen’s Kappa compared to the standard of reference 
was 0.35 (95 % CI 0.21–0.48) for RTs and 0.25 (95 % CI 0.10–0.39) for 
residents, both being interpreted as poor agreement. While showing 
similar performance, Cohen’s Kappa between RTs and residents was 
0.46, thus showing fair agreement. 

3.3. Workflow statistics 

The average duration of the automatic evaluation from receiving the 
images on the DICOM node to having the result available on the API 
(“Result Stored Date Time” − “Study Received Date Time”, see Table 1) 
was 27 s (SD 1.7 s, maximum of 33 s). This included pre-processing, 
running the CNN as well as storing the evaluation result to the web 
server and its database. 

4. Discussion 

Prostate MRI has become a well-established and often used modality 
in the diagnostic workup of patients with suspected prostate cancer 
[2–7]. This raises the need to further optimize the workflow of image 
acquisition and reporting, while retaining diagnostic image quality. We 
developed an application to analyze diffusion-weighted (DWI) and T2- 
weighted images in real-time, informing radiologic technologists of 
the results while the patient is still in the MRI scanner. This real-time 
analysis is based on a convolutional neural network (CNN) designed 
to automatically determine the need for dynamic contrast-enhanced 
(DCE) sequences or the sufficiency of acquired DWI and T2-weighted 
images [14]. Our application enables individualized protocol optimi-
zation for the current multiparametric MRI (mpMRI) standard, 
improving the workflow of image acquisition and reporting. 

Fig. 3. Mobile App: Two examples of screens displaying detailed information of a single patient to the RTs. (a) Patient’s name and birth date for identification. (b) 
The result of the automated image evaluation, if no DCE sequences are required, and (c) if the result was inconclusive, each with instructions what to do next. (d) 
Button to mark the current examination as completed, and (e) for sending the case to manual review. (f) gives options to not follow the recommendation and instead 
complete the examination without DCE sequences or tell the app that DCE sequences will be acquired. (g) Button to return to the list of current patients. 
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In a clinical setting, we implemented this application during clini-
cally indicated MRI scans of the prostate in patients suspected of having 
prostate cancer. Although all patients received DCE sequences during 
this initial trial run, regardless of the application’s recommendation, the 
application showed the potential to significantly reduce (45/52, 87 %) 
the number of patients who would receive contrast media and additional 
DCE sequence acquisition. By eliminating the use of intravenous 
contrast media and acquiring DCE sequences, the patient avoids any risk 
of adverse effects while benefiting from reduced acquisition time. 
Moreover, examination costs would be reduced. 

An algorithmic threshold was set, prompting machine-automated 
recommendations in relatively certain scenarios. Consequently, 7 
cases (13 %) were classified as “inconclusive” and subsequently for-
warded to an expert radiologist for manual evaluation. This process was 
seamlessly incorporated into the application, permitting real-time 
display of the review findings to the RTs. This two-tiered approach 
facilitated excellent diagnostic performance (PPV 1, NPV 0.98), 
enabling the application to independently manage a substantial portion 
of cases (45/52, 87 %) without requiring radiologist involvement. 

An alternative approach by Rehmann et al. [20] used bi-parametric 
protocols as a default and recalled patients who required DCE sequences 
at a rate of 5.7 %. In comparison, the recall rate in our cohort using that 
system would have been 13.5 % (7/52). If the application’s recom-
mendations had been strictly followed, the recall rate would have been 
reduced to only 1.9 % (1/52). 

In comparison to traditional methods, such as manual evaluation by 
RTs or resident radiologists, the developed application outperformed 
their recommendations. Notably, the application achieved excellent 
inter-reader agreement with an expert radiologist (kappa: 0.88), 

indicating a high level of consistency in image interpretation. In 
contrast, RTs’ and residents’ inter-reader agreement with the expert 
radiologist was relatively poor (kappa: 0.35 and 0.25, respectively). 
Furthermore, the application demonstrated a significant improvement 
in sensitivity compared to both technicians and residents. With a 
sensitivity of 80 % compared to 29 % for both groups, the application 
increased sensitivity by 51 percentage points. Additionally, by elimi-
nating the need for decision-making in inconclusive cases, the applica-
tion matches the performance of experts from the original validation of 
the convolutional neural network (CNN) [14], achieving a Kappa of 
0.76. Importantly, the application offers the advantage of reducing 
human interaction, thus minimizing interruptions to the workflow of 
radiologists and RTs. 

Our CNN-based application was performing well in terms of speed, 
providing recommendations in approximately half a minute. Neverthe-
less, at the time of the trial run, the application was still in its early 
prototype stage, allowing significant room for optimizations. By 
implementing these enhancements, the duration of the calculations is 
anticipated to be further reduced. As a result, real-time image analysis 
for assessing image quality becomes a feasible option in clinical settings 
without considerably extending examination times. 

The application’s analysis time cannot be directly compared to the 
reading time of a human expert radiologist as most time of manual re-
view is taken up by the communication of the RT with the expert radi-
ologist. This time may vary greatly depending on whether the expert 
radiologist is currently busy with another task. Additionally, interrupt-
ing the radiologist during focused work would require them even more 
time to focus again on the previous task and may increase the risk of 
errors [21–23]. 

Fig. 4. 57 year-old patient undergoing prostate MRI for suspicion of prostate cancer. Left: diffusion-weighted, b = 1000 s/mm2. Right: T2-weighted. The AI and 
expert radiologist agreed on requiring additional DCE sequences for achieving sufficient diagnostic quality. 

Fig. 5. 74 year-old patient undergoing prostate MRI for suspicion of prostate cancer. Left: diffusion-weighted, b = 1000 s/mm2. Right: T2-weighted. The AI decided 
on sufficient image quality. The expert radiologists however deemed DCE sequences necessary, which would have required the patient to return for another 
examination. 
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5. Future directions and unresolved issues 

While our applied research showcases the potential of this AI system, 
several essential considerations and questions remain. 

5.1. Trust and confidence 

A pivotal aspect to address is the level of trust and confidence that 
hospital staff have in the AI system’s recommendations. Building trust is 
crucial to ensure the seamless integration of AI-driven decision-making 
into clinical practice. Further research is necessary to understand the 
acceptance of such systems, especially in cases where misjudgments 
occur and how to enhance trust in these applications. 

Related measures proposed include:  

- Additionally to regulatory approval required for implementing the 
system beyond research purposes, it would be advisable to carry out 
standardized testing and validation of the application by an inde-
pendent party [24].  

- Explainable AI: Implement a feature to display areas of interest, e.g. 
which areas of the images were decisive for the algorithm’s result. 
This would help all stakeholders to understand the AI’s decision [25 
26]. 

- Further improvements of the algorithm, especially taking into ac-
count that examinations requiring DCE sequences are the minority, 
but are critical to detect [27]. Also, the decision on which cases 
should be referred to an expert radiologist for manual review could 
be made more precisely by including related parameters (confidence 
in the decision and expert load) into the training of the neural 
network [28]. 

5.2. Fully autonomous system 

Our current application relies on the availability of an expert radi-
ologist as a fallback option for inconclusive cases. While this setup can 
reduce the need for personnel resources, a fully autonomous evaluation 
system would be ideal. 

5.3. Scalability and generalizability 

The system performed well in the clinical setting, but the trial run 
was limited to a single institution with MRI scanners from one manu-
facturer. To facilitate broader adoption, expanding the system to a 
multi-center setting with machines from different vendors is crucial. 

5.4. Limitations of the mobile app 

Developing a mobile app was the best approach for this proof-of- 
concept as it allowed an independent implementation and was easily 
accessible. Furthermore, it will allow personal push notifications, e.g. to 
the senior radiologist’s device when a review was requested or to the 
radiologic technologist’s device to let them know a patient’s case has 
new information available. Naturally, clients for other platforms could 
be developed, for example to also display the app’s information on the 
workstation of the MRI machine. An option to store the assessment’s 
result to PACS would be a beneficial addition to the existing application 
for documentation purposes. 

While this “human-in-the-loop” setup is required, one major limita-
tion of the app is that the MRI images cannot be displayed directly in the 
app, but the senior radiologists must view them on their PACS work-
stations for review. This will be addressed in future versions to further 
streamline the review workflow. 

6. Conclusion 

In conclusion, our research demonstrates the potential of AI in the 

diagnostic workup of prostate cancer with MRI, specifically in patient 
tailoring MR protocols by reducing the number of cases requiring DCE 
sequences when applicable. Our system achieved a performance close to 
that of an expert radiologist and outperformed residents and RTs. This 
approach offers a promising way to optimize resource utilization, save 
time, and further minimize the risk of adverse effects of contrast media. 
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Appendix 

Remarks on the development of the mobile app. 
The mobile app for iOS (Apple Inc., Cupertino, USA) has been 

developed with React Native (v 0.63.4), an open source framework 
based on the React principles. The app consists of three main modules 
listed below.  

- Auth: handles authentication and authorization. When the app is 
started, users are prompted with a form to enter username and 
password. Based on the user’s role (RT or radiologist) the UI will be 
altered slightly to show the most relevant information first and to 
only enable the permitted actions. RT will see the list with the cur-
rent patients first, radiologists are shown the list of patients pending 
review. While all users can see all patients of the current day, only 
radiologists are allowed to review patients.  

- Home: displays three lists of patients, sorted by the case’s workflow 
stage. The first list shows patients for which the RT needs to take the 
next action, e.g. patients who have just received their analysis result. 
The second list shows patients which require manual review by the 
radiologist. The third list collects all completed cases of the day. In 
the home module, the API for analysis results is polled in an interval 
of 30 seconds. 
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- Patient Detail: displays the information of one patient including the 
analysis result. Buttons for user input on how the examination will 
proceed are available (Fig. 3). This view is accessed through „Home“. 

The app was developed by a junior radiologist based on the original 
design and repeated feedback by expert radiologists. 
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